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Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Appreciation to the 1996 reviewers of
manuscripts submitted to the Journal

The quality and dependability of the information contained in the ar-
ticles and letters published in theJournal of the Acoustical Society of
Americaare assured through the competent peer reviewing contributed by
the reviewers that our Associate Editors enlist each year. The reviews show
evidence of the reviewers’ diligence and dedication to the Society and to
their profession. In appreciation to the reviewers for these anonymous ser-
vices to theJournal and its authors during 1996, the Editor-in-Chief grate-
fully publishes their names in alphabetical order without identification of
their review specialities or of the articles that they reviewed. In such a long
list ~1479! some errors and omissions are certain to occur. If you reviewed
any Journal article or letter in 1996 but your name has been omitted~or
misspelled!, please accept our apology and send a correction promptly to the
Editor-in-Chief. Thank you.

DANIEL W. MARTIN
Editor-in-Chief
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Report of the Auditor

Published herewith is a condensed version of our auditor’s report for calendar year ended 31 December 1996.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of December 31, 1996 and the related
statements of activity and cash flows for the year then ended. These financial statements are the responsibility of the Society’s management. Our responsibility
is to express an opinion on the financial statements based on our audit.

We conducted our audit in accordance with generally accepted auditing standards. Those standards require that we plan and perform the audit to obtain
reasonable assurance about whether the financial statements are free of material misstatement. An audit includes examining, on a test basis, evidence
supporting the amounts and disclosures in the financial statements. An audit also includes assessing the accounting principles used and significant estimates
made by management, as well as evaluating the overall financial statement presentation. We believe that our audit provides a reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acoustical Society of
America as of December 31, 1996 and the changes in its net assets and its cash flows for the year then ended in conformity with generally accepted accounting
principles.

CONROY, SMITH & CO.
12 May 1997
New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF FINANCIAL POSITION

AS OF 31 DECEMBER 1996
~With Comparative Totals for 1995!

1996 1995

Assets:

Cash and cash equivalents ............................................................ $ 681,225 $3,909,690

Accounts receivable....................................................................... 285,485 292,474

Marketable securities..................................................................... 3,978,955 35,230

Furniture, fixtures and equipment—net ........................................ 112,526 105,484

Other assets.................................................................................... 309,756 223,053

Total assets $5,367,947 $4,565,931

Liabilities:

Accounts payable and accrued expenses ...................................... $ 129,029 $ 249,102

Deferred revenue ........................................................................... 1,048,038 887,657

Deferred rent liability .................................................................... 41,326 36,423

Total liabilities $1,218,393 $1,173,182

Net assets:

Unrestricted.................................................................................... $3,272,177 $2,638,424

Temporarily restricted ................................................................... 391,476 322,054

Permanently restricted ................................................................... 485,901 432,271

Total net assets $4,149,554 $3,392,749

Total liabilities and net assets $5,367,947 $4,565,931
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF ACTIVITY FOR THE YEAR ENDED 31 DECEMBER 1996

~With Comparative Totals for 1995!

1996 1995

Unrestricted net assets:

Revenue:

Dues ........................................................................................... $ 508,513 $ 461,103

Publishing .................................................................................. 2,217,577 2,304,306

Standards.................................................................................... 313,893 250,990

Meetings..................................................................................... 305,231 176,603

Interest and dividends................................................................ 133,759 268,271

Unrealized gain~loss!................................................................ 252,935 140,873

Other .......................................................................................... 99,870 68,537

Realized gain~loss! ................................................................... 34,089 –

Total unrestricted revenue $3,865,867 $3,670,683

Expenses:

Publishing .................................................................................. $1,823,241 $1,731,188

Standards.................................................................................... 411,513 380,511

Administrative and general ....................................................... 510,838 519,100

Meetings..................................................................................... 313,000 224,495

Other expenses........................................................................... 177,563 129,792

Total expenses $3,236,155 $2,985,086

Increase in net assets before
other changes

$ 629,712 $ 685,597

Cumulative effect on prior years of
adoption of SFAS No. 106

– ~ 79,100!

Increase in net assets $ 629,712 $ 606,497

Net assets released from restrictions:

Satisfaction of program restrictions .............................................. 4,041 26,699

Increase in unrestricted net assets
and reclassifications

$ 633,753 $ 633,196

Temporarily restricted net assets:

Contributions ................................................................................. $ 20,301 $ 60,253

Investment income......................................................................... 21,213 32,382

Unrealized gain~loss!.................................................................... 31,949 22,376

Release of restrictions ................................................................... ~ 4,041! ~ 26,699!

Increase (decrease) in temporarily
restricted net assets

$ 69,422 $ 88,312

Permanently restricted net assets:

Investment income......................................................................... $ 27,616 $ 43,463

Contributions ................................................................................. 17,080

Unrealized gain~loss!.................................................................... 41,597 30,032

Expenses ........................................................................................ ~ 15,583! ~ 28,807!

Increase (decrease) in permanently
restricted net assets

$ 53,630 $ 61,768

Increase in net assets $ 756,805 $ 783,276

Net assets, beginning of year $3,392,749 $2,609,473

Net assets, end of year $4,149,554 $3,392,749
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF CASH FLOWS

FOR THE YEAR ENDED 31 DECEMBER 1996
~With Comparative Totals for 1995!

Total All Funds

1996 1995

Operating Activities:

Increase in net assets..................................................................... $ 756,805 $ 783,276

Adjustments to reconcile net income to net cash provided by

operating activities:

Depreciation and amortization .................................................. 23,973 21,004

Unrealized~gain! loss on marketable securities....................... ~ 326,481! ~ 193,281!

Changes in operating assets and liabilities:

~Increase! decrease in accounts receivable............................... 6,989 ~ 104,276!

Decrease in accrued interest receivable.................................... – 34,361

~Increase! in other assets........................................................... ~ 86,703! ~ 47,172!

Increase~decrease! in accounts payable and

accrued expenses ...................................................................

~ 120,073! 151,207

Increase in deferred rent liability.............................................. 4,903 4,903

Increase~decrease! in deferred revenue ................................... 160,381 ~ 146,790!

Net cash flows provided by
operating activities

$ 419,794 $ 503,232

Investing Activities

Purchase of furniture, fixtures, equipment and leasehold

improvements......................................................................... ~$ 31,014! ~$ 33,479!

Proceeds from sale of securities ................................................... 2,097,286 2,177,095

Purchase of securities .................................................................... ~ 5,714,531! –

Net cash (used in) provided by
investing activities

~$3,648,259! $2,143,616

Increase (decrease) in cash and cash equivalents ~$3,228,465! $2,646,848

Cash and cash equivalents, beginning of year 3,909,690 1,262,842

Cash and cash equivalents, end of year $ 681,225 $3,909,690
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NOISE-CON 98 to be held in Ypsilanti,
Michigan

NOISE-CON 98, the 1998 National Conference on Noise Control En-
gineering, will be held in Ypsilanti, Michigan on 5–8 April 1998. Ypsilanti
is 15 miles west of the Detroit Metro Airport and seven miles east of Ann
Arbor. Registration for the meeting will begin on Sunday, 5 April, and the
technical sessions will begin on Monday morning, 6 April.

A major exhibition of instruments, software, materials, devices, and
services for noise control will be held. It will open with a reception in the
exhibition area on Monday evening, 6 April, and close on 8 April.

The conference is being organized and sponsored by the Institute of
Noise Control Engineering~INCE! in cooperation with the Society of Au-
tomotive Engineers~SAE!.

Robert J. Bernhard of Purdue University will be the General Chairman
for the Conference. J. Stuart Bolton of Purdue and Paul Donavan of General
Motors will serve as the Technical Program Chairs.

The theme of NOISE-CON 98 will beTransporting Noise Control to
the 21st Century: Planning for a Quiet Future.Although technical papers in
all areas of noise control engineering are welcome, papers on transportation
vehicle noise sources, noise control materials, and noise control production
are especially welcome.

NOISE-CON 98 will be followed by a SOUND QUALITY SYMPO-
SIUM on 9 April. Patricia Davies of Purdue University and Gordon Ebbitt
of Lear Industries will be the General Chairs. Papers in all areas of sound
quality are welcome. Topics to be covered include automotive sound qual-
ity, metrics for complex sounds, sound quality of motors, appliances, and
components, and HVAC sound quality.

Deadline for receipt of abstracts for both meetings is 16 September
1997, and deadline for receipt of papers to be included in the proceedings of
both the conference and the symposium is 16 January 1998.

The Announcement and Call for Papers is available from the Confer-
ence and Symposium Secretariat, Noise Control Foundation, P.O. Box 2469
Arlington Branch, Poughkeepsie, NY 12603. Telephone:~914! 462-4006;
FAX: ~914! 463-0201. E-mail: noisecon98@aol.com. The Announcement
and Call for Papers can be found on the Internet at: http://users.aol.com/
noisecon98/nc98_cfp.html

Regional Chapter News

Delaware Valley:The March meeting was held at the David Sarnoff
Research Center in Princeton, NJ on Thursday, 20 March 1997 jointly with
the ACM–IEEE Chapters. The program was about software for making
phone calls via the Internet. This meeting was again arranged by DVASA
Vice-President Rebecca Mercuri, and had surprises such as a one-week de-
lay, during which the speaker, Dr. Ramalho left the company. However,
Voxware sent an excellent substitute, Dr. Raymond Chen, Director of Re-
search. He showed some superb computer graphics on the big screen at
DSRC, and demonstrated some voice recordings processed by the software.
Voices can be completely disguised~change your gender without changing
your body!. We learned that a Pentium 133 MHz computer is needed to run
Voxware properly.

JON R. SANK

Open Position

Transportation—Related Acoustics Engineer or Physicist:The
Acoustics Facility of the Volpe National Transportation Systems Center is
seeking a senior-level professional to perform acoustic/noise studies related
to transportation. These studies involve the modeling and measurement of
noise emanating from aircraft and ground vehicles. Familiarity with noise
models such as the Federal Highway Administration’s STAMINA model
and the Federal Aviation Administration’s INM model are useful. Applicant
should be cognizant of modern noise measurement and analysis instrumen-
tation and methods. A degree, preferably in engineering or physics, from an
accredited college or university is required. Salary ranges from $55,068 to

$71,587. Send resumes to: Alfrida Coombs, DTS-841, Volpe Center, 55
Broadway, Cambridge, MA 02142. http://www.volpe.dot.gov The U.S.
Government is an Equal Opportunity Employer.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1997
21–27 Aug. 1997 Conference on Implantable Auditory Prostheses,

Pacific Grove, CA@Alena Wilson, Conference Coordi-
nator, House Ear Inst., 2100 W. 3rd St., Los. Angeles,
CA 90057; Tel.: 213-353-7086; FAX: 213-413-0950;
E-mail: alena@hei.org; WWW: http://www.rti.org/
ciap97#.

7–11 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314; Tel.: 703-836-4444;
FAX: 703-683-5100#.

19–20 Sept. Fifth Annual Conference on Management of the Tinni-
tus Patient, Iowa City, IA@Richard Tyler, Univ. of
Iowa, Dept. of Otolaryngology—Head & Neck Sur-
gery, 200 Hawkins Dr. C21-3GH, Iowa City, IA 52242-
1078, Tel.: 319-356-2471; FAX: 319-353-7639;
E-mail: rich-tyler@uiowa.edu#.

22–24 Sept. Second Biennial Hearing Aid Research and Develop-
ment Conference, Bethesda, MD@National Institute
of Deafness and Other Communication Disorders,
301-970-3844; FAX: 301-907-9666; E-mail:
hearingaid@tascon.com#. Deadline for abstracts is 15
March.

1–5 Dec. 134th meeting of the Acoustical Society of America,
San Diego, CA@ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

1998
9–13 Feb. 1998 Ocean Sciences Meeting, San Diego, CA@Ameri-

can Geophysical Union, 2000 Florida Ave., N.W.,
Washington, DC 20009, Tel.: 202-462-6900; FAX:
202-328-0566; WWW: http://www.agu.org#.

5–8 April NOISE-CON 98, Ypsilanti, MI@Noise Control Founda-
tion, P.O. Box 2469, Arlington Branch, Poughkeepsie,
NY 12603, Tel.: 914-462-4006; FAX: 914-463-0201;
E-mail: noisecon98@aol.com, WWW: users.aol.com/
noisecon98/nc98_cfp.html#. 8/97

22–26 June 135th meeting of the Acoustical Society of America/
16th International Congress on Acoustics, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; FAX: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

7–12 July Vienna and the Clarinet, Ohio State Univ., Columbus,
OH @Keith Koons, Music Dept., Univ. of Central
Florida, P.O. Box 161354, Orlando, FL
32816-1354, Tel.: 407-823-5116; E-mail:
kkons@pegasus.cc.ucf.edu#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;
FAX: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.org#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Unification of FASE and EAA

About 25 years ago a number of European Acoustical Societies or
Associations formed the Federation of Acoustical Societies of Europe
~FASE!. FASE held joint symposia and other meetings which were usually
organized by one or more of the member societies. The federation had
officers but no individual members other than more than 20 European acous-
tical societies and some societies of audiology and a few commissions or
groups of national academies of science.

With the advent of EAA, the European Acoustics Association, and
EEAA, the East European Acoustics Association, some societies who were
members of two of the three big groups suggested that simplification should
be achieved in a manner satisfactory to all concerned. After many months of
negotiations between FASE and EAA, the two organizations have merged
and FASE has officially ceased to exist as of 1 January 1997. The former
officers of FASE will serve out their terms as consultants to the Board of
EAA in a purely advisory fashion without any legal rights within EAA.

The status of the still existing formal agreement of cooperation be-
tween FASE and EEAA has not been resolved yet. One of the difficulties is
that EEAA had a special standing as an Associate Society of FASE and
thus, not being a full member of FASE, could not be included in the merger.

A history of FASE will be prepared by Paul Franc¸ois ~former Secre-
tary of FASE! and R. C. Chivers~last President! and will be published by
EAA in its journal ‘‘Acta Acustica united with Acustica.’’

International Conference on Shallow-Water
Acoustics (SWAC ’97)—Beijing, April
1997

The International Conference on Shallow-Water Acoustics~SWAC
’97! was held at the Grand Hotel, Beijing, China on 21–25 April 1997. The
conference was organized by the Chinese Academy of Sciences~Institute of
Acoustics and National Laboratory of Acoustics!, Georgia Institute of Tech-
nology ~USA!, and the Naval Postgraduate School~USA! and sponsored by
the Office of Naval Research@Ocean Acoustics Program~USA!#, Chinese
Academy of Sciences, National Science Foundation of China, and the China
State Shipbuilding Corporation. The honorary chairman was Prof. Dezhao
Wang from the Institute of Acoustics, Chinese Academy of Sciences. The
conference chairman was Prof. Renhe Zhang from the National Laboratory
of Acoustics, Chinese Academy of Sciences.

Over the 5 days of the conference a broad range of topics on shallow-
water acoustics were covered which focused on the unique environments
associated with all aspects of the shallow-water acoustics. Nonparallel ses-
sions were used to assure conference participants had access to each paper.
After the opening ceremony, which included presentations by the Chinese
Academy of Sciences and the US Office of Naval Research, the conference
was presented in a series of eight sequential sessions: Chinese—USA Co-
operative Research, Theoretical and Computation Acoustics, Sound Propa-
gation and Seafloor Characterization, Effects of Water Column Variability,
Reverberation and Bottom Scattering, High-Frequency Acoustics/Scattering
from Surfaces and Bubbles/Ambient Noise, Acoustic Tomography/Signal
Processing and Instruments, and Signal Processing. Each session started
with invited papers which set the framework for the contributed papers that
followed.

The over 100 attendees were provided with an exceptional social and
cultural program orchestrated by the conference host. The program started
with an opening reception which included an enlightening presentation on
the history of Beijing. Evenings included working dinners with one evening
including a performance of the Beijing Opera. In-depth tours of the Institute
of Acoustics/National Laboratory of Acoustics were provided which fo-
cused on ongoing theoretical and experimental research. The evening of the
final conference day included a closing ceremony and banquet at the Sum-
mer Palace. Daily tours to sites ranging from the Temple of Heaven to the
Summer Palace were part of the social program for accompanying persons.

The conference was a success due to the depth of the technical pro-
gram and the tireless efforts of the Chinese Academy of Sciences. The
conference proceedings will be published and distributed in approximately 4
to 5 months.

THOMAS H. NEIGHBORS
Science Applications International Corporation
McLean, VA 22102

Papers published in JASJ(E)
A listing of Invited Papers and Regular Papers appearing in the latest

issue of the English language version of the Journal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The May issue of JASJ~E!, Vol. 18, No. 3~1997! contains the follow-
ing papers:

Z. Maekawa ‘‘Environmental acoustics update’’
Robert T. Beyer ‘‘Nonlinear threads in the coat of acoustics’’
K. Ueda, T. Tanaka, and M. Orimoto ‘‘Estimation of auditory source width

for two adjacent 1/3 octave band noises with different band levels’’
H. Imaizumi, M. Kinoshita, S. Kunimatsu, and T. Isei ‘‘Sound propagation

and speech hearing in a curved reverberant tunnel’’

The July issue of JASJ~E!, Vol. 18, No. 4~1997! contains the follow-
ing papers:

M. Akiho, M. Haseyama, and H. Kitajima ‘‘ARMA direct filter designing
method to reconstruct FIR digital filters based upon genetic algorithm and
simulated annealing’’

M. Ebata, H. Myazono, S. Suzuki, T. Usagawa, and Bertram Scharf ‘‘Au-
ditory detection of multiple targets’’

H. Morikawa ‘‘Analysis, synthesis, and perception of Japanese voiceless
stop consonants based on a pole-zero model’’

Y. Mitani, N. Nakasako, and M. Ohta ‘‘A precise estimation method of
probability distribution based on roughly observed data with quantized
level and its application to acoustic measurement’’

International Meetings Calendar
Below are announcements of meetings to be held abroad. Entries pre-

ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

August 1997
16–19 Fechner Day ’97: Annual meeting of the Interna-

tional Society for Psychophysics, Poznan.6/97
18–22 3rd EUROMECH Solid Mechanics Conference,

Stockholm.10/96
19–22 International Symposium on Musical Acoustics, Ed-

inburgh.8/96
21–23 ACTIVE 97 Inter-Noise Satellite Symposium,

Budapest.6/96
24–27 1997 World Congress on Ultrasonics, Yokohama.

4/96
25–27 Inter-Noise 97, Budapest.2/96
29–31 Pan-European Voice Conference, Regensburg.6/97

September 1997
1–4 Modal Analysis Conference~IMAC-XV Japan!, To-

kyo. 10/96
9–12 31st International Acoustical Conference ‘‘Acous-

tics—High Tatra 97,’’ High Tatra.10/96
10–12 Biennial Conference New Zealand Acoustical Soci-

ety, Christchurch.4/96, 12/96
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10–12 Biomechanics of Hearing, Stuttgart.10/96
10–12 *British Society of Audiology Annual Conference,

Cardiff, UK. ~BSA, 80 Brighton Road, Reading RG6
1PS, UK; Fax:144 118 936 1915!

15–18 3rd EUROMECH Fluid Mechanics Conference,
Göttingen.10/96

16–19 44th Open Seminar on Acoustics, Jastrzebia Gora.
6/97

17–19 *Autumn Meeting of the Acoustical Society of Ja-
pan, Hokkaido, Japan.~ASJ, Ikeda Bldg., 2-7-7,
Yoyogi, Shibuya-ku, Tokyo, 151 Japan; Fax:181 3
3379-1456!

18–19 4th Mexican Congress on Acoustics, Guanajuato.4/96
18–20 Intonation: Theory, Models and Applications, Ath-

ens.2/97
22–25 European Conference on Speech Communication

and Technology, Patras.2/96
23–26 Fluid-structure Interaction in Acoustics , Delft. 10/96
27–28 Audio-Visual Speech Processing, Rhodes.6/97

October 1997
7–10 1997 IEEE Ultrasonics Symposium, Toronto.2/96
8–10 Acoustics Week in Canada 1997, Windsor.12/96
23–26 Reproduced Sound 13, Windermere.2/97
30–31 Swiss Acoustical Society Meeting, Bern.6/97

November 1997
19–21 WESTPRAC’97, Hong Kong.10/96
27–30 IOA Autumn Conference: Environmental Noise,

Windermere.2/97, 6/97

December 1997
15–18 5th International Congress on Sound and Vibration,

Adelaide.10/96

February 1998
2–6 Ultrasonic Technological Processes-98, Moscow.6/97

March 1998
23–27 DAGA 98 ~German Acoustical Society Meeting!, Zür-

ich. 8/96

May 1998
18–22 *7th Spring School on Acoustooptics and Applica-

tions, Gdańsk, Poland.~B. Linde, Institute of Experi-
mental Physics, University of Gdan´sk, ul. Wita Stwosza
57, 80-952 Gdan´sk, Poland; Fax:148 58 41 31 75;
e-mail: school@univ.gda.pl!

25–27 Noise and Planning 98, Naples.2/97

June 1998
8–10 EAA/EEAA Symposium ‘‘Transport Noise and Vi-

bration,’’ Tallinn. 10/96
9–12 8th International Conference on Hand-Arm Vibra-

tion, Umea.6/97
20–28 Joint Meeting of the 16th International Congress on

Acoustics and 135th Meeting of the Acoustical Soci-
ety of America, Seattle.6/97

November 1998
16–18 Inter-Noise 98, Christchurch.4/96
23–27 ICBEN 98: Biological Effects of Noise, Sydney.12/96
30–4 5th International Conference on Spoken Language

Processing, Sydney.6/97

March 1999
15–19 Joint Meeting of EAA Forum Acusticum and 137th

Meeting of the Acoustical Society of America, Berlin.
6/97
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
[S0001-4966(97)03308-0]

Reviewers for this issue:

MAHLON D. BURKHARD, 31 Cloverdale Heights, Charles Town, West Virginia 25414
HARVEY H. HUBBARD, 325 Charleston Way, Newport News, Virginia 23606
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138-1118
ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138-1118
ROBERT C. WAAG, University of Rochester Medical Center, 601 Elmwood Avenue, Rochester, New York 14642

5,457,752

43.30.Yj DRIVE SYSTEM FOR ACOUSTIC DEVICES

Göran Engdahl et al., assignors to ABB Atom AB
10 October 1995„Class 381/190…; filed in Sweden 29 August 1991

The drive system contains a number of drive devices placed in parallel
and symmetrically between pressure beams which are included in these
devices. The drive devices comprise a fixture frame inside of which there
are two drive units with an intermediate mechanical prestress device. By
stacking a number of driving elements on top of each other, drive units with
different lengths may be constructed.—MDB

5,447,069

43.35.Yb APPARATUS AND METHOD FOR
ULTRASONICALLY MEASURING THE POISSON’S
RATIO OF THIN LAYERS

Eric C. Johnson et al., assignors to The Aerospace Corporation
5 September 1995„Class 73/602…; filed 29 June 1993

An ultrasonic resonance technique which permits measurement of the
Poisson’s ratio of thin adhesive material specimens is described. The acous-
tic shear and longitudinal velocity are also determined with the system. A
fluid medium is used to couple sound into the specimen.—MDB

5,465,468

43.35.Yb METHOD OF MAKING AN
ELECTROMECHANICAL TRANSDUCER DEVICE

Ronald R. Manna, assignor to Misonix, Incorporated
14 November 1995„Class 29/25.35…; filed 28 September 1993

A liquid cooled transducer construction is shown. Cooling liquid
passes through the center of the transducer. Piezoelectric ceramic driving
elements are concentric to the main flow path. O-rings seal the central flow
path from the volume occupied by the driving elements.—MDB

5,446,333

43.35.Zc ULTRASONIC TRANSDUCERS

Yoshihiko Ishida and Makoto Tani, assignors to NGK Insulators,
Ltd.

29 August 1995„Class 310/334…; filed in the United Kingdom 21
September 1992

Claim one reads in part: ‘‘An ultrasonic transducer unit for use in
pulse-echo ultrasonic investigation at an operating frequency, comprising at
least a piezoelectric ultrasonic wave transmitting element, an acoustoelectric
ultrasonic wave receiving element consisting essentially of a ZnO single
crystal, and electrodes therefor bonded together in an integrated multi-layer
structure in which said transmitting element and said receiving element are
superimposed in the direction of propagation... .’’—MDB

5,469,011

43.35.Zc UNIBODY ULTRASONIC TRANSDUCER

Ali R. Safabakhsh, assignor to Kulicke & Soffa Investments
21 November 1995„Class 310/325…; filed 6 December 1993

A rectangular aperture37 is cut into the center of a single piece of
metal33. A stack of piezoelectric crystals is mounted in the aperture so as to
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contact only the ends of the aperture. Bonding tool46 is firmly anchored to
the transducer.—MDB

5,477,736

43.35.Zc ULTRASONIC TRANSDUCER WITH LENS
HAVING ELECTRORHEOLOGICAL FLUID
THEREIN FOR DYNAMICALLY FOCUSING AND
STEERING ULTRASOUND ENERGY

Peter W. Lorraine, assignor to General Electric Company
26 December 1995„Class 73/642…; filed 14 March 1994

An electrorheological fluid has voltage-dependent acoustical properties
which can, for example, alter the velocity of sound, attenuation or the non-
linearity in the fluid. In this case the electrorheological fluid consists of
dielectric particles floating in an insulating fluid having voltage-dependent

flow properties. By placing a lens10 containing the fluid16 in front of the
transducer element4, the focal point of the lens may be altered by applica-
tion of a voltage to the lens.—MDB

5,479,825

43.35.Zc TRANSDUCERS FOR TRANSMITTING
AND/OR RECEIVING ULTRASONIC ENERGY

Paul Williams and Bradley M. Pankonin, assignors to ABB
Industrial Systems

2 January 1996„Class 73/644…; filed 28 January 1993

An application of the transducers disclosed in this patent is the ultra-
sonic measurement of physical properties of sheets of materials, e.g., webs
of paper as they are being manufactured. The transducers are constructed
using rectangular bars or circular discs of piezoelectric material.—MDB

5,477,101

43.38.Fx DOWNHOLE ACOUSTIC TRANSDUCER

Abderrhamane Ounadjela, assignor to Schlumberger Technology
Corporation

19 December 1995„Class 310/334…; filed in France 6 November
1990

An acoustic transducer intended for use in a well, e.g., an oil well, to
generate or detect acoustic waves. Depending on the application, the trans-
ducer may act as a seismic source or receiver. The figure shows in cross

section one stack of piezoelectric elements22 and a second stack22 below
it and at 90° orientation, these being two of a number of stacks, encased in
a flexible and water tight tubular housing2a.—MDB

5,463,694

43.38.Hz GRADIENT DIRECTIONAL MICROPHONE
SYSTEM AND METHOD THEREFOR

Wayne H. Bradley and Richard E. Werner, assignors to Motorola
31 October 1995„Class 381/92…; filed 1 November 1993

Output signals from no more than three similar microphones are pro-
cessed to produce direction-sensitive pickup of a sound signal. The proces-

sor output is expected to be of higher-order gradient than the gradient of the
respective microphones.—MDB

5,473,701

43.38.Hz ADAPTIVE MICROPHONE ARRAY

Juergen Cezanne and Gary W. Elko, assignors to AT&T
Corporation

5 December 1995„Class 381/92…; filed 5 November 1993

The patent describes a technique for adaptively adjusting the directiv-
ity of a microphone array to reduce the sensitivity of the array to back-
ground noise. An example includes an array having a number of micro-
phones. The directivity pattern of the array may be adjusted by varying one
or more parameters so as to create desirable angular orientations of one or
more directivity pattern nulls. Evaluation of parameters is performed under
a constraint that the orientation of the nulls is restricted to a predetermined
region termed the background.—MDB
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5,455,869

43.38.Kb LAVALIER MICROPHONE ASSEMBLY

David Miscavige, assignor to Church of Scientology International
3 October 1995„Class 381/169…; filed 19 March 1990

A cage or open shell structure surrounds a microphone to reduce vi-
bration noise pickup by the microphone due to rubbing against clothing
while providing for attaching to the garment.—MDB

5,473,684

43.38.Kb NOISE-CANCELLING DIFFERENTIAL
MICROPHONE ASSEMBLY

Charles S. Bartlett and Michael A. Zuniga, assignors to AT&T
Corporation

5 December 1995„Class 379/387…; filed 21 April 1994

With emphasis on improved pickup of close sound sources while de-
creasing pickup of distant sounds, as in a telephone handset, for example,
‘‘improved microphone performance is achieved by configuring a second-
order derivative microphone assembly in such a way that radially divergent
near-field input produces a microphone response proportional to a first-order
spatial derivative of the acoustic pressure field.’’—MDB

5,602,811

43.38.Md MUSICAL INFORMATION RECORDING
AND REPRODUCING TECHNIQUE FOR
USE WITH A RECORDING MEDIUM HAVING A
UTOC AREA

Mikio Ogusu et al., assignors to Yamaha Corporation
11 February 1997„Class 369/47…; filed in Japan 11 August 1994

This digital recording and reproducing system uses an optical Mini
Disk for recording various parts in a musical performance in parallel inde-
pendently for mixing and editing purposes and for selective quick access to
any segment of the musical recording. ‘‘There is generated a rhythm corre-
sponding to a designated tempo and meter of a music piece to be recorded.
Performance of a musical instrument is started at specific timing according
to the generated rhythm, and the musical information resulting from the
performance is recorded onto an MD~Mini Disk!. The address on the MD
readout when the performance of the music piece is started is retrieved as a
start address of the music piece. After the recording, the retrieved start
address is recorded onto the UTOC~User’s-table-of-contents! area of the
disk along with the designated tempo and meter. By reading out the start
address, tempo and meter to calculate a measure number and start address of
a desired measure on the basis of the read out information, display of a
measure number being currently reproduced and quick access to the starting

point of any desired measure can be achieved. In applications where plural
channels are involved, part information indicative of performance parts as-
signed and recorded on the individual recording channels is also recorded
onto the UTOC area.’’—DWM

5,471,538

43.38.Tj MICROPHONE APPARATUS

Tooru Sasaki and Kaoru Gyotoku, assignors to Sony Corporation
28 November 1995„Class 381/92…; filed in Japan 8 May 1993

‘‘A microphone apparatus having a first microphone for picking up a
desired sound@coming from an arrival direction# and a second microphone
with directionality in which sensitivity is low to the desired sound arrival
direction. A sound signal from the second microphone is supplied to a
subtracting circuit through an adaptive filter. The subtracting circuit sub-
tracts an output signal of the adaptive filter from the sound signal coming
from the first microphone. A circuit is provided to adjust the adaptive filter
so that the output power of the subtracting circuit is minimized.’’—MDB

5,604,891

43.40.Rj 3-D ACOUSTIC INFINITE ELEMENT
BASED ON A PROLATE SPHEROIDAL MULTIPOLE
EXPANSION

David S. Burnett and Richard L. Holford, assignors to Lucent
Technologies, Incorporated

18 February 1997„Class 395/500…; filed 27 October 1994

This patent describes an improvement over conventional finite element
techniques that are useful in the field of computational structural acoustics.
‘‘A prolate spheroidal infinite element is used for the modeling of acoustic
fields in exterior, fluid-filled domains surrounding a structure. This prolate
infinite element is based on a multipole expansion that describes, to arbitrary
accuracy, any scattered and/or radiated field exterior to a prolate spheroid of
any eccentricity. The prolate infinite element is readily incorporated in any
structural or acoustical finite element code. Structural acoustic modeling
with the element is several orders of magnitude faster than modeling, at
comparable accuracy, with the well-known and widely used boundary ele-
ment method, at least for large-scale problems involving tens of thousands
of degrees of freedom.’’ For supporting documentation see J. Acoust. Soc.
Am. 96, 2798–2816~1994!.—DWM

5,604,893

43.40.Rj 3-D ACOUSTIC INFINITE ELEMENT
BASED ON AN OBLATE SPHEROIDAL MULTIPOLE
EXPANSION

David S. Burnett and Richard L. Holford, assignors to Lucent
Technologies, Incorporated

18 February 1997„Class 395/500…; filed 18 May 1995

This patent is a companion to patent 5,604,891 reviewed above, shar-
ing the same assignors, assignee, and many of the same figures. This patent
uses an oblate, rather than prolate, spheroidal multipole expansion.—DWM

5,558,191

43.40.Tm TUNED MASS DAMPER

Ming-Lai Lai, assignor to Minnesota Mining and Manufacturing
Company

24 September 1996„Class 181/379…; filed 9 March 1995

This patent pertains to dynamic absorbers, also called ‘‘tuned damp-
ers,’’ that incorporate viscoelastic elements. In such a damped spring-mass
system, which is to be attached to an item having vibrations needing to be
suppressed in a narrow frequency range, the viscoelastic element may serve
as both spring and damper, or primarily just as a damper. The patent illus-
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trates a number of conceptual configurations of dynamic absorbers that op-
erate torsionally or translationally in two or three directions.—EEU

5,558,497

43.40.Tm AIRFOIL VIBRATION DAMPING DEVICE

Robert J. Kraft and Robert J. McClelland, assignors to United
Technologies Corporation

24 September 1996„Class 416/96 A…; filed 31 July 1995

The damper described in this patent consists of a reed-shaped element
that is built into a rotor blade, and that is intended to damp vibrations of that
blade as the result of friction between it and the blade. In one version the
damper is pressed against an internal surface of the blade by a pressure
difference across it that results from suitable venting of cavities in the rotor
blade. Another version relies on centrifugal force to press the damper
against a mating internal surface of the blade.—EEU

5,573,220

43.40.Tm ADJUSTABLE VIBRATION ABSORBING
MACHINERY FOUNDATION MOUNT AND
METHOD FOR TUNING THE SAME

Wayne H. Whittaker et al., assignors to Unisorb, Incorporated
12 November 1996„Class 248/638…; filed 30 May 1995

This heavy-duty machinery mount is in the form of a rectangular plat-
form that is supported on legs at its four corners. These legs consist of
rectangular tubes that extend above the platform and that can be filled with
various amounts of different types of resilient pads. Thus the bottom-most
pads make contact with the floor that supports the entire system, and the
stacks of resilient pads provide isolation. A vertical level-adjusting device
consisting of a screw-actuated wedge arrangement is incorporated into the
mounting system.—EEU

5,573,334

43.40.Tm HIGH DAMPING COMPOSITE JOINT FOR
MECHANICAL VIBRATION AND ACOUSTIC
ENERGY DISSIPATION

Roger M. Crane et al., assignors to the United States of America
12 November 1996„Class 403/179…; filed 17 October 1994

In a typical, nondissipative joint the end of one member~such as a
tube! fits into a matching opening in the member to which it is to be joined,
and an adhesive in the clearance space serves to connect the two. In a joint
described by this patent the interface gap is longer than usual, and some of
it is filled with a viscoelastic material. The dimensions and material prop-
erties are chosen so that as the axial load on the joint increases, and the
adhesive becomes increasingly plastic, the load is increasingly taken by the
viscoelastic material. Then vibrations superposed on this static loading are
damped due to energy dissipation in the viscoelastic material.—EEU

5,447,066

43.40.Yq ANGULAR VELOCITY SENSOR HAVING A
TUNING FORK CONSTRUCTION AND ITS
METHOD OF MANUFACTURE

Jiro Terada et al., assignors to Matsushita Electric Industrial
Company

5 September 1995„Class 73/504.16…; filed 1 September 1993

Tuning fork vibrators3 and 4 comprise metal base plates with 90°
bends at3a and4a. Piezoelectric elements5 and6 are bonded to the base
plates. An ac signal applied to elements6 produces vibration of the base

plates, and Coriolis forces on the base plates due to rotation generate output
signals through elements5 that relate to rotation velocity.—MDB

5,447,067

43.40.Yq ACCELERATION SENSOR AND METHOD
FOR MANUFACTURING SAME

Markus Biebl et al., assignors to Siemens Aktiengesellschaft
5 September 1995„Class 73/514.32…; filed in Germany 30 March

1993

The acceleration sensor has a proof mass supported by flexible ele-
ments. It is fabricated by micromachining of doped monocrystalline silicon
on an insulating substrate. Sensing of movement of the proof mass is by
means of piezoresistors on the flexible elements.—MDB

5,461,918

43.40.Yq VIBRATING BEAM ACCELEROMETER

George Mozurkewich, assignor to Ford Motor Company
31 October 1995„Class 73/514.26…; filed 26 April 1993

The accelerometer comprises a driven cantilever beam and a sensor to
detect resonant flexural vibrations of the beam. Acceleration along the major
axis of the beam causes changes of resonance frequency. The magnitude of
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the change in resonance frequency may be measured by a signal processing
circuit whose output may be used to calculate the component of acceleration
along the major axis of the beam.—MDB

5,456,109

43.40.Yq THICK FILM ROTATIONAL
ACCELEROMETER HAVING TWO STRUCTURALLY
INTEGRATED LINEAR ACCELERATION
SENSORS

Frans P. Lautzenhiser et al., assignors to Delco Electronics
Corporation

10 October 1995„Class 73/514.03…; filed 29 March 1993

‘‘A rotational accelerometer has a pair of coplanar, operationally in-
dependent linear acceleration sensors. Coplanarity is provided by a unitary
substrate which forms the base structure of the operationally independent
linear acceleration sensors.’’ The sensors are piezoresistive electrical
bridges and the substrate is alumina.—MDB

5,456,112

43.40.Yq HIGH ACCURACY LASER
ACCELEROMETER

Joseph P. Ficalora, assignor to Allied Signal, Incorporated
10 October 1995„Class 73/514.26…; filed 21 December 1993

The laser accelerometer ‘‘includes an acceleration sensing proof mass
combined with a laser mirror, a laser or optically resonant cavity including
a closed cavity, cathode, anode and a movable path length control mirror, a
lens/prismatic readout to combine the two beams, a photo detector to con-
vert the fringes to a sinusoidal electrical signal and associated
electronics.’’—MDB

5,477,729

43.40.Yq ACOUSTIC EMISSION TRANSDUCER

Claudio Cavalloni, assignor to K. K. Holding AG
26 December 1995„Class 73/587…; filed in Switzerland 2 Septem-

ber 1993

Intended for monitoring of machining processes by detecting the
noises created thereby, a transducer is attached to a ‘‘measuring object.’’ In
particular, an axially polarized piezoelectric element in the transducer is
pressed onto the object so that a coupling diaphragm is preloaded with a
reproducible force.—MDB

5,378,435

43.50.Gf SILENCER COMBINED WITH CATALYTIC
CONVERTER FOR INTERNAL COMBUSTION
ENGINES AND MODULAR DIAPHRAGM ELEMENTS
FOR SAID SILENCER

Albino Gavoni, assignor to Gavoni B.G.M. Silenziatori Di Albino
Gavoni

3 January 1995„Class 422/177…; filed in Italy 4 September 1991

This patent relates to the unique design of a combined exhaust silencer
and catalytic converter for internal combustion engines. Provision is made
for assembling a series of ceramic elements, such as inorganic refractory

oxides and carbides, in the axial direction for catalytic conversion and in the
presence of a peripheral layer of rock wool or fiber glass for sound
absorption.—HHH

5,410,927

43.50.Gf LOW NOISE PUNCH TOOL

Hitoshi Omata and Oriya Fujita, assignors to Amada Company
2 May 1995„Class 83/139…; filed 16 July 1993

This patent relates to a low-noise punch tool for mounting on a turret
punch press. Conventional punch tools with shearing action cutters are fitted
with urethane pads between the striker and the punch head between the
punch driver and the punch guide, and between the stripper plate and the
workpiece, in order to minimize noise radiation.—HHH

5,575,349

43.50.Gf SOUNDPROOF TYPE WATER COOLED
ENGINE GENERATOR

Takatoshi Ikeda et al., assignors to Denyo Kabushiki Kaisha
19 November 1996„Class 180/68.1…; filed in Japan 19 October

1993

This patent applies to the noise control of a water-cooled engine gen-
erator. Cooling air is circulated through an enclosure around the engine and
the generator, and exits through an exhaust muffler. A key noise reduction
feature of the design is the location of the circulating fan remote from the
radiator, in order to minimize the inflow irregularities to the fan.—HHH

5,584,661

43.50.Gf FORWARD SWEEP, LOW NOISE ROTOR
BLADE

Thomas F. Brooks, assignor to the United States of America
17 December 1996„Class 416/238…; filed 6 July 1995

This patent relates to low-noise rotors for helicopters, particularly
those for which impulsive blade-vortex interaction~BVI ! noise may be sig-
nificant. The preferred configuration incorporates about a 35° forward sweep
over the outer 45% of the blade span. In the forward speed range for which
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BVI noise dominates, the above geometry details can beneficially affect
such noise generation factors as the strength and core size of the tip vortices
at the times of interaction with a blade, and the interaction angles and Mach
numbers.—HHH

5,597,985

43.50.Gf ACOUSTICALLY INACTIVE
CORRUGATED STRUCTURE

Terrence A. Dear and Karl U. Ingard, assignors to E. I. DuPont
de Nemours and Company

28 January 1997„Class 181/227…; filed 25 May 1995

The characteristic whistle of fluid flow through a corrugated structure
~like a tube! is eliminated by varying the pitch of adjacent corrugations. The
pitch of such a corrugated tube is defined as the distance between adjacent
corrugations~peaks!. The patent includes prescriptions on how the pitch
should vary. Examples of corrugated tubes where the elimination of the
whistle is most desired include medical applications such as performing
aspiration in an operating room.—CJR

5,604,813

43.50.Ki INDUSTRIAL HEADSET

Robert D. Evans et al., assignors to Noise Cancellation
Technologies, Incorporated

18 February 1997„Class 381/71…; filed 2 May 1994

This industrial headset system is intended to provide both hearing
protection through active noise reduction~ANR! and to provide two-way
speech communication from audio or radio sources. The circuitry boosts the
low-frequency response characteristic of the speech communication channel
when the active noise cancellation is used simultaneously, to compensate for
low-frequency loss which occurs as a result of active noise cancellation.—
DWM

5,377,546

43.58.Bh MULTI-DEGREE LINEAR LINER
IMPEDANCE TESTING DEVICE

Noe Arcaset al., assignors to Grumman Aerospace Corporation
3 January 1995„Class 73/589…; filed 29 January 1992

There is claimed: ‘‘1. Apparatus for evaluation of the acoustic imped-
ance of structural members, comprising: spacer means for separating at least
two of said structural members by a predetermined distance; alignment
means for aligning an impedance tube with respect to said structural mem-
bers; means for acoustically sealing said apparatus device such that acoustic
signals generated within said impedance tube are directed onto said struc-
tural members.’’—MDB

5,604,812

43.66.Ts PROGRAMMABLE HEARING AID WITH
AUTOMATIC ADAPTION TO AUDITORY
CONDITIONS

Wolfram Meyer, assignor to Siemens Audiologische Technik
GmbH

18 February 1997„Class 381/68.2…; filed in European Patent Office
6 May 1994

A hearing aid is described that includes a first memory in which au-
diometric data are stored, a second memory in which hearing aid character-
istics are stored, a third data memory in which algorithms are stored, and a
signal analysis unit. It is stated that the characteristics of the amplifier/
transmission circuit can be automatically determined from the edited audio-
metric data, prescribable algorithms, and the current ambient conditions.—
SFL

5,606,620

43.66.Ts DEVICE FOR THE ADAPTATION OF
PROGRAMMABLE HEARING AIDS

Oliver Weinfurtner, assignor to Siemens Audiologische Technik
GmbH

25 February 1997„Class 381/68.2…; filed in European Patent Office
23 March 1994

This device employs a fuzzy logic system for setting the characteristics
of a programmable hearing aid according to the audiometric data of an
individual. The device is a data processing unit with a fuzzy logic module
having an arithmetic unit that processes the hearing impairment data and the
characteristic data according to the principles of fuzzy logic. Circuitry and
processing diagrams are shown.—SFL

5,606,621

43.66.Ts HYBRID BEHIND-THE-EAR AND
COMPLETELY-IN-CANAL HEARING AID

James J. Reiter and Gordon Berkholcs, assignors to Siemens
Hearing Instruments, Incorporated

25 February 1997„Class 381/68.6…; filed 14 June 1995

A hybrid BTE and CIC hearing aid has a BTE component which is
worn behind the ear and a CIC component worn in the bony portion of the
ear canal. The components are connected together with a wire cable. Acous-
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tic feedback is said to be reduced, allowing gain to be increased. The
occlusion effect is said to be reduced due to the placement of the CIC
unit.—SFL

5,613,008

43.66.Ts HEARING AID

Raimund Martin, assignor to Siemens Audiologische Technik
GmbH

18 March 1997 „Class 381/68.2…; filed in Germany 29 January
1992

In a hearing aid, comprising a microphone, processing circuits for
useful signals, an output stage, and transducer, the useful signals are
sampled at a sampling frequency before the output stage, and converted into
data words as well as being processed in discrete time fashion. The digital
data words are capable of being converted into pulse-duration-modulated
signals without being reconverted into analog signals. Circuitry is
described.—SFL

5,577,160

43.72.Ar SPEECH ANALYSIS APPARATUS FOR
EXTRACTING GLOTTAL SOURCE
PARAMETERS AND FORMANT PARAMETERS

John-Paul Hosom and Mikio Yamaguchi, assignors to Sumitomo
Electric Industries, Incorporated

19 November 1996„Class 395/218…; filed in Japan 24 June 1992

The patent describes various improvements to existing methods of
speech analysis with the goal of combining these methods to achieve a
highly accurate analysis procedure. Some of the highlights of the strategy
are to extract formant one and glottal source parameters together, recogniz-
ing their mutual influence, to use only the closed glottis interval for extract-

ing formant frequencies and bandwidths, and to compensate for phase dis-
tortions introduced by analog recording techniques. In general, the strategy
pursued is to filter out competing effects using preliminary estimates before
each portion of the high quality analysis.—DLR

5,572,621

43.72.Dv SPEECH SIGNAL PROCESSING DEVICE
WITH CONTINUOUS MONITORING OF
SIGNAL-TO-NOISE RATIO

Rainer Martin, assignor to U.S. Philips Corporation
5 November 1996„Class 395/2.36…; filed in European Patent Office

21 September 1993

When operating a telephone or voice-activated device in a noisy envi-
ronment, such as an automobile, an array of microphones may be arranged
with adjustable delays from each such that the average of the delayed sig-
nals contains an improved signal-to-noise characteristic. A typical method
for computing the individual delays depends on a good estimate of the
signal-to-noise ratio~SNR! of each microphone signal. This device esti-
mates the SNR of a signal by smoothing the power level, then detecting
successive peaks and troughs in the smoothed power. The peak and trough
measures are grouped by phoneme-length intervals such that they ideally
represent signal and background noise, respectively.—DLR

5,572,623

43.72.Dv METHOD OF SPEECH DETECTION

Dominique Pastor, assignor to Sextant Avionique
5 November 1996„Class 395/2.42…; filed in France 21 October 1992

This patent discloses improvements to the well-known spectral sub-
traction method of noise reduction, consisting of new strategies for locating
the beginning and end of voice activity. A FFT-based frame energy measure
is used to locate a frame having a high certainty of being voiced speech.
From that point backwards, a low-energy frame is located having energy
near the long-term minimum and thus likely to be nonspeech. Various strat-
egies at successively higher processing levels are then applied to examine
the intermediate frames to locate the most likely moment of speech onset.—
DLR

5,574,824

43.72.Dv ANALYSIS/SYNTHESIS-BASED
MICROPHONE ARRAY SPEECH ENHANCER WITH
VARIABLE SIGNAL DISTORTION

Raymond E. Slyhet al., assignors to the United States of America
12 November 1996„Class 395/2.35…; filed 11 April 1994

The device consists of an array of microphones feeding a correspond-
ing array of analysis filter banks. Signals from one or more sound sources
may be selectively enhanced by choosing between two strategies for pro-
cessing the filter band outputs. Both methods sum the outputs of the corre-
sponding bands from all microphones, and apply a weighting pattern in the
form of individual band gains before recombining the bands in a synthesis
filter. The first weighting method is best for isolating a single source from
uncorrelated background noise while the second is preferable when there are
more sources than microphones.—DLR

5,577,161

43.72.Dv NOISE REDUCTION METHOD AND
FILTER FOR IMPLEMENTING THE METHOD
PARTICULARLY USEFUL IN TELEPHONE
COMMUNICATIONS SYSTEMS

Clara S. Pelaez Ferrigno, assignor to Alcatel N. V.
19 November 1996„Class 395/2.35…; filed in Italy 20 September

1993
This noise reduction system improves the ratio of the speech signal to

the uncorrelated background noise using a variation of the spectral subtrac-
tion method. Frames of the noisy speech input signal are windowed and
Fourier transformed. Each frame is classified using the probability that
speech is present given hypotheses that the present frame is similar to cur-
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rent spectral shapes representing speech and noise, respectively. The current
representative spectra are then selectively updated based on the frame clas-
sification. This provides a running estimate of the noise spectrum, which is
then subtracted from the composite input signal.—DLR

5,568,588

43.72.Gy MULTI-PULSE ANALYSIS SPEECH
PROCESSING SYSTEM AND METHOD

Leon Bialik and Felix Flomen, assignors to AudioCodes Limited
22 October 1996„Class 395/2.32…; filed 29 April 1994

This multipulse vocoder design includes two different versions, and a
third which combines elements of the first two. In the first arrangement, a
single excitation pulse is estimated from the initial linear prediction residual.
A synthesized frame is then matched against the input, iterating over a few
gain steps above and below the initial estimate, using a maximum likelihood
criterion. Additional pulses are added, all having the same amplitude as the

first, but each time repeating a limited gain search, until a match acceptance
level is reached. The second version duplicates a pattern of pulses at a time
interval corresponding to the pitch period. The third combined version ap-
plies both strategies, using the best of the two methods for each frame.—
DLR

5,570,453

43.72.Gy METHOD FOR GENERATING A
SPECTRAL NOISE WEIGHTING FILTER FOR USE
IN A SPEECH CODER

Ira A. Gerson et al., assignors to Motorola, Incorporated
29 October 1996„Class 395/2.28…; filed 23 February 1993

Many current speech coder designs, and in particular the code-excited
~CELP! vocoders, use a perceptual weighting filter in the trial synthesis
loop, which has the effect of redistributing the parameter quantization noise
such that it will be masked by the speech formants. A perceptual filter is
generated for each short-term linear prediction vector. All codebook entries
are then passed through both the LPC and the perceptual filters, resulting in
a substantial computational load. This patent combines the two filters by
passing an impulse through the filter pair, then using a Levinson recursion to
find an approximation having lower order than the two original filters
combined.—DLR

5,572,622

43.72.Gy REJECTED FRAME CONCEALMENT

Karl T. Wigren et al., assignors to Telefonaktienbolaget LM
Ericsson

5 November 1996„Class 395/2.37…; filed in Sweden 11 June 1993

Many current voice communications systems include a method, em-
ployed at the receiving terminal, of continuing ongoing sounds from the
preceding frames to fill in for segments which have been lost due to exces-
sive errors or late or missing packets. This patent describes two strategies
for generating the fill-in sound depending on whether the last accepted

frame was speech or background noise. For speech, the most recent frame
energy and predictor coefficients are reused to extend the current speech
sound, subject to certain timeouts. For nonspeech sounds, additional
smoothing is applied to the energy and predictor parameters, producing a
more averaged background sound.—DLR

5,572,681

43.72.Gy SPEECH CODEC AND A METHOD OF
PROCESSING A SPEECH SIGNAL WITH SPEECH
CODEC

Makio Nakamura and Akira Hioki, assignors to NEC Corporation
5 November 1996„Class 395/2.21…; filed in Japan 24 August 1992

This patent describes the organization of a chip capable of encoding
one stream of incoming speech samples~e.g., from an A/D converter! into a
compressed format and simultaneously decoding a second stream of com-
pressed speech into a stream of samples~e.g., for a D/A converter!. Since
the nature of the encoded compression format is not addressed here, the
patent would perhaps be applicable to a range of techniques from logarith-
mic quantization up to, say, CELP vocoding.—DLR

5,574,823

43.72.Gy FREQUENCY SELECTIVE HARMONIC
CODING

Hisham Hassaneinet al., assignors to Canada
12 November 1996„Class 395/2.17…; filed 23 June 1993

Harmonic coding consists of representing a voiced speech signal as a
fundamental frequency value and a set of harmonic amplitude parameters
covering some given frequency range. The vocoder presented here expands
on that definition by a method of selecting a subset of the harmonic ampli-
tudes to be transmitted. An alternative coding method presented is in fact a

quite different approach consisting of FFT power spectra which are divided
into specific bands. The frequency positions of the selected bands are vector
quantized with a band-position codebook. The patent concentrates primarily
on describing the second coding method.—DLR

5,577,159

43.72.Gy TIME-FREQUENCY INTERPOLATION
WITH APPLICATION TO LOW RATE
SPEECH CODING

Yair Shoham, assignor to AT&T Corporation
19 November 1996„Class 395/2.15…; filed 9 October 1992

Early devices for representing speech in a time and frequency plane
included the Haskins pattern playback and the widely used Sonograph. Re-
cently, much effort has gone into mathematical representations that simul-
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taneously take into account the time and frequency properties of the signal.
One result of this is the development of more efficient coding techniques.
Described here is a speech coder which uses the joint time-frequency prop-
erties to construct a low bitrate interpolated model of the speech spectral
sequence. The result is a coder said to achieve quality-to-bitrate ratios
roughly twice those of CELP coding.—DLR

5,574,825

43.72.Kb LINEAR PREDICTION COEFFICIENT
GENERATION DURING FRAME ERASURE
OR PACKET LOSS

Juin-Hwey Chen and Craig R. Watkins, assignors to Lucent
Technologies, Incorporated

12 November 1996„Class 395/2.37…; filed 14 March 1994

The patent presents a method for computing filler sounds to bridge the
gap in case received speech samples are lost by a communications receiver
due to channel errors or lost packets. First, a voiced/voiceless measure for
the gap is estimated based on the recent history. Voiced filler is generated by
extrapolating the latest pitch and linear prediction parameters. The predic-
tion coefficients are modified such that formant bandwidths increase gradu-
ally during the filled interval. Voiceless gaps are filled by extending the
noise output with a sound having similar correlation characteristics.—DLR

5,570,528

43.72.Ne VOICE ACTIVATED WEAPON LOCK
APPARATUS

James W. Teetzel, Portsmouth, NH
5 November 1996„Class 42/70.11…; filed 14 July 1994

This apparatus could use any of several commercially available
speaker recognition circuit chips for the task of verifying the user’s identity
before allowing that person to fire a weapon, such as a handgun or rifle
which had been fitted with the device. The electronics unit is constructed on

a flexible plastic material, which may be stuffed into existing gun handles as
well as fitted to new designs. A microphone in the handle grip material picks
up the user’s voice, passes it to the electronics unit which, if the match is
successful, operates a solenoid which releases the firing mechanism.—DLR

5,572,570

43.72.Ne TELECOMMUNICATION SYSTEM TESTER
WITH VOICE RECOGNITION CAPABILITY

John F. Kuenzig, assignor to Teradyne, Incorporated
5 November 1996„Class 379/1…; filed 11 October 1994

The widespread growth in the attachment of computer systems to the
telephone network has been paralleled by an increase in the need for system
test equipment beyond merely determining that telephone users can con-
verse successfully. In 1992 the assignee of this patent introduced an auto-
mated tester, capable of executing a programmed script to generate DTMF
tones, voice utterances, and various simulated line conditions. However, the
unit had to be manually programmed and was difficult to use. This patent
discloses an automatically programmable test unit which can learn test se-
quences during manual usage and by observing the telephone line conditions
during such usage.—DLR

5,572,624

43.72.Ne SPEECH RECOGNITION SYSTEM
ACCOMMODATING DIFFERENT SOURCES

Vladimir Sejnoha, assignor to Kurzweil Applied Intelligence,
Incorporated

5 November 1996„Class 395/265…; filed 24 January 1994

As the performance of large-vocabulary, continuous-speech recogni-
tion has improved in recent years, one factor that has not seen as much
improvement is the ability to recognize male and female voices interchange-
ably. Most current systems require multiple speaker-description models, im-
plying large demands on memory usage. This patent describes a transfor-
mation performed on the acoustic feature vectors from different genders,
bringing them into a common space for the classification of phonetic units.
Linear discriminant analysis is applied to the feature vectors, producing
matrices that allow the minimization of within-class variance and the maxi-
mization of between-class separation for each phonetic unit in the training
data.—DLR

5,577,162

43.72.Ne DYNAMIC PROGRAMMING MATCHING
SYSTEM FOR SPEECH RECOGNITION

Yasushi Yamazaki, assignor to Fujitsu Limited
19 November 1996„Class 395/2.41…; filed in Japan 26 July 1991

As newer computing hardware provides ever-increasing computational
capabilities, is it possible that we may see a resurgence of the almost for-
gotten methods of dynamic programming~DP! for speech recognition? This
patent shows several optimizations which are applied to well-known DP
techniques. The central feature is a system for monitoring the growth of

excessive path branching and of accordingly pruning the path tree. A
branching threshold value is dynamically adjusted depending on the current
number of paths, the goodness of fit along current paths, and the current
percentage elapsed of the total utterance duration.—DLR
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5,577,163

43.72.Ne SYSTEM FOR RECOGNIZING OR
COUNTING SPOKEN ITEMIZED EXPRESSIONS

Peter F. Theis, McHenry, IL
19 November 1996„Class 395/2.42…; filed 21 September 1990

The patent describes a simple, low-cost approach, short of actual rec-
ognition, for classifying telephone utterances with the goal of improving the
quality of information collected by an automated telephone query system.
Based on a system of timers and measures of the speech energy envelope

pattern, the system attempts to locate stressed syllables and recurring pat-
terns in the received utterance. The system is said to be able to distinguish
items spoken as a list~including counting the items!, and to detect sequences
of spoken digits such as a phone number or zip code.—DLR

5,577,164

43.72.Ne INCORRECT VOICE COMMAND
RECOGNITION PREVENTION AND RECOVERY
PROCESSING METHOD AND APPARATUS

Kazue Kaneko and Keiichi Sakai, assignors to Canon Kabushiki
Kaisha

19 November 1996„Class 395/2.84…; filed in Japan 28 January
1994

The patent describes a method for reducing false word recognitions in
a small-vocabulary, discrete word recognizer. The method presented would
seem to have the same effect as the widely used techniques of utterance-by-
utterance dynamic syntax selection, while being much less general. In this
case, a counter of allowable repetitions for each item is maintained in the
dictionary.—DLR

5,577,165

43.72.Ne SPEECH DIALOGUE SYSTEM FOR
FACILITATING IMPROVED HUMAN-COMPUTER
INTERACTION

Yoichi Takebayashi et al., assignors to Kabushiki Kaisha Toshiba
19 November 1996„Class 395/2.84…; filed in Japan 18 November

1991

This interactive speech dialogue system maintains an internal state
representation, both for itself and for the human user, based on keywords
and phrases recognized in the incoming speech. The application context is
on-line ordering of items from a fast food menu. The communication also

includes a video link from which the computer can extract lip motions and
by which a series of cartoon characters indicate current system states to the
human user.—DLR

5,606,144

43.75.Bc METHOD OF AND APPARATUS FOR
COMPUTER-AIDED GENERATION OF VARIATIONS
OF A SEQUENCE OF SYMBOLS, SUCH AS A
MUSICAL PIECE, OR OTHER DATA, CHARACTER
OR IMAGE SEQUENCES

Diana Dabby, Cambridge, MA
25 February 1987„Class 84/649…; filed 6 June 1994

This patent describes a method for computer generation of different
variations on a musical theme or piece, based on the properties of a chaotic
system. An algorithm is shown to produce variations on a Bach Prelude as
an illustrative example.—DWM

5,602,352

43.75.Gh VIBRATO ASSEMBLY AND ACOUSTIC
COUPLING SYSTEM FOR STRINGED
INSTRUMENTS

Richard E. Huff, Belmont, CA
11 February 1997„Class 84/291…; filed 24 July 1995

An acoustic coupling plate is described which can be divided into two
plates, one of which couples the guitar body to the bridge, and the other
couples the neck to the body. Flexure bearings for the assembly can be used
to allow periodic variations of the tension of the strings for vibrato effects.
These bearings are said to ‘‘have the advantages of high strength, zero
operational noise and rumble, and virtually zero friction and hysteresis.’’
The ‘‘Background of the Invention’’ part of the patent document has a
detailed description for the production of guitar tone and for previous vi-
brato mechanisms.—DWM

5,602,353

43.75.Gh BRIDGE SADDLE WITH ADJUSTABLE
INTONATION SYSTEM

Henry E. Juszkiewicz, Nashville, TN and Timothy P. Shaw,
Madison, TN

11 February 1997„Class 84/298…; filed 4 January 1995

The bridge saddle of an acoustic guitar is typically slanted, not exactly
perpendicular to the center line of the instrument, in order to compensate for
the effects of different string sizes, etc., upon the relative tuning of the
strings. When string types are changed, the optimum termination points may
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change. In this patent the bridge saddle has five parallel longitudinal grooves
40–48 so that the termination point can be changed to provide the best
tuning for the set of strings employed.—DWM

5,602,354

43.75.Hi ACOUSTICAL RHYTHM BOARD

Thomas E. Martin, Cincinnati, OH
11 February 1997„Class 84/410…; filed 2 March 1995

The rhythm board described in this patent may be used by being struck
by a musician’s foot in accompaniment to the sound produced by the mu-
sician’s musical instrument. The hollow rhythm board1 is covered by
wooden top2 and bottom3 which rests on rubber feet11. Freely resonant
reed4 in acoustic chamber1a extends into acoustic chamber1b, and the

extension is enclosed in wood. A piezoelectric transducer6 is also enclosed
in wood, to receive the resonator vibrations. The signal output can be am-
plified for reproduction, or can be used to trigger electronically produced
sounds in coordination with foot tapping by the musician.—DWM

5,606,142

43.75.Hi SHELL RESONANT MEMBRANOPHONE

Steven Volpp, assignor to Peavey Electronics Corporation
25 February 1997„Class 84/411 R…; filed 30 June 1994

The design of this drum frees the shell from the tension mechanism
~attached only to a bridge! and from mounting hardware~also attached only
to the bridge!, allowing the shell to resonate more effectively. This is in

contrast to other drum patents reviewed recently in which the design pur-
posely provided mechanical damping for the drum shell, to prevent undes-
ired resonances.—DWM

5,612,502

43.75.Mn KEYBOARD MUSICAL INSTRUMENT
ESTIMATING HAMMER IMPACT AND TIMING FOR
TONE-GENERATION FROM ONE OF HAMMER
MOTION AND KEY MOTION

Tomoyuki Ura, assignor to Yamaha Corporation
18 March 1997„Class 84/687…; filed in Japan 1 August 1994

In this combined acoustic and electronic piano, in which the player can
choose between acoustic and electronic or combine them, the electronic
system is equipped with key and hammer sensors so that their respective
outputs can control the amplitude, timing, and frequency of the electronic
signals in accordance with the musician’s fingering on the keyboard.—
DWM

5,602,356

43.75.Tv ELECTRONIC MUSICAL INSTRUMENT
WITH SAMPLING AND COMPARISON OF
PERFORMANCE DATA

Bernard Mohrbacher, assignor to Franklin N. Eventoff, Ferndale,
WA

11 February 1997„Class 84/609…; filed 5 April 1994

This ‘‘electronic musical instrument’’ is disclosed by a highly com-
plex patent~26 pages of text and 28 figures! describing a system that enables
a musical amateur or student to produce ‘‘a relatively high quality individu-
alistic rendition’’ of an original live performance by a popular musician.
The music system includes ‘‘a keyboard strummer, in which the musical
notes produced by the playing of the instrument are controlled by musical
assistance data mapped unto the instrument keys and strum vanes from
tracks specially prepared and synchronized with a prior performance of the
piece. Modified mass media, such as CD ROM, TV signals and video cas-
settes are provided including synchronized note assist data and additional
media, such as ROM packs or tone encoded audio cassettes or CDs, are
provided with synchronizable note assist data for use with unmodified mass
media.’’—DWM
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5,604,323

43.75.Tv MUSICAL TONE ELECTRONIC
SYNTHESIZER AND METHOD

Anthony R. Hardie-Bick, assignor to Ethymonics Limited
18 February 1997 „Class 84/604…; filed in the United Kingdom 7

September 1993

The Background section of this patent reviews the advantages of and
the problems facing the digital methods of musical tone generation. Advan-
tages include reduced cost, ease of manufacture, and the ability to reproduce
the waveforms of real musical instrument tones. Disadvantages include the
amount of memory required to store samples of a large number of wave-
forms for many fundamental frequencies, and to provide for tonal variation
with dynamic changes. The mathematical modeling of the physical pro-
cesses in musical tone generation, disclosed in recent patents, shows con-
siderable promise but instruments based on these principles are said to be
uneconomical until digital signal processing costs are reduced further. The

patent then discloses a synthesizing system having ‘‘digital waveform gen-
erators602,603 arranged such that a proportion of an output from a wave-
form generator602 is supplied to a phase modulating input of a next wave-
form generator603, wherein a proportion of the output from the last
waveform generator in a chain603 of serially connected waveform genera-
tors is supplied to a phase modulating input of the first waveform generator
602 in said chain, thereby providing a degree of recursion. Outputs from a
plurality of waveform generators are supplied to a ring modulator604 for
generating harmonic sums and differences of frequencies produced by said
recursion.’’—DWM

5,590,657

43.80.Sh PHASED ARRAY ULTRASOUND SYSTEM
AND METHOD FOR CARDIAC ABLATION

Charles A. Cain et al., assignors to The University of Michigan
7 January 1997„Class 128/660.03…; filed 6 November 1995

This system and method include a phased array that produces a fo-
cused ultrasonic beam of sufficient energy to ablate cardiac tissue. In focus-
ing the beam, aberrations produced by transmission through inhomogeneous
tissue between the array and the treatment volume are taken into account by
sensing the phase distribution caused by the aberrations and calculating a
compensating phase distribution that is employed in the excitation of the
array. The system also permits real time correction of the beam position to
follow a moving volume of myocardial tissue.—RCW

5,590,658

43.80.Vj PORTABLE ULTRASOUND IMAGING
SYSTEM

Alice M. Chiang and Steven R. Broadstone, assignors to TeraTech
Corporation

7 January 1997„Class 128/661.01…; filed 29 June 1995

This system consists of a handheld scan head coupled by a cable to a
battery-powered data processor and display unit that is preferably a lap-top
computer. The scan head enclosure houses, in addition to an array of ultra-
sonic transducers, circuitry that includes a pulse synchronizer used in trans-
mission and a beamformer used in receive. The electronics employ low-
power integrated circuits, and signal loss is reduced by the proximity of the
electronics to the array. The cable used to transfer data between the scan
head and the data processor and display unit is less complicated than in
systems that transfer all of the transducer signals to a console signal pro-
cessing unit.—RCW

5,590,659

43.80.Vj ULTRASONIC VISUALIZATION METHOD
AND APPARATUS

Robin Hamilton et al., assignors to Intravascular Research
Limited

7 January 1997„Class 128/661.01…; filed 17 July 1995

In this method and apparatus, each element or group of elements in a
transducer array is connected using a controller that determines the order in
which the elements are energized for transmission and the order in which
they receive echos. Beam profiles with low sidelobes are produced by a
synthetic aperture technique in which different combinations of elements are
used for transmission and reception. Beam profiles are also improved by an
optimal filtering technique using a more complex approach than employed
before in this application.—RCW

5,591,911

43.80.Vj ULTRASOUND SIGNAL PROCESSOR

Hiroshi Masuzawa et al., assignors to Hitachi Medical
Corporation

7 January 1997„Class 73/602…; filed in Japan 5 July 1995

This signal processor has a parallel structure in which baseband signal
processing is accomplished digitally using A/D converters101p, complex
multipliers 102p, low-pass filters103p, complex multipliers104p, adders

1050 and 1051, memories1060 and 1061, complex multipliers107q, and
low-pass filters108q, arranged as shown above.—RCW
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5,600,675

43.80.Vj ULTRASONIC IMAGER HAVING
IMRPOVED BANDWIDTH

William E. Engler, assignor to General Electric Company
4 February 1997„Class 375/261…; filed 7 September 1994

Improved bandwidth is achieved by employing two demodulation
stages in each receive channel. Inphase and quadrature components from the
first demodulator stage are also demodulated in the second stage to produce
a total of four signals that are filtered and combined to form two sets of
complex signals. One set contains the upper frequencies in the receive signal

while the other contains the lower frequencies. Each band is separately
phase rotated using the center frequency of the corresponding subband.
Upper-band signals and lower-band signals are next coherently summed,
and then the upper-band and lower-band signals are reconstituted into a
single baseband signal.—RCW

5,595,179

43.80.Vj ADAPTIVE PERSISTENCE PROCESSING

J. Nelson Wright et al., assignors to Acuson Corporation
21 January 1997„Class 128/660.07…; filed 2 May 1995

In this processing, a recursive filtering stage is followed by a nonre-
cursive filtering stage. Coefficients for each stage come from a look-up table
that is addressed using input or output pixel values. A recursive filtering
coefficienta is held constant over time while a nonrecursive filtering coef-
ficient g is adjusted dynamically. The nonrecursive filter stage has a fre-

quency response that attenuates high-frequency components. The response
time of the nonrecursive stage only spans one frame interval while the
response time of the recursive stage is generally longer and dependent on
the recursive filtering coefficient.—RCW
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Biomimetic sonar recognizes objects using binaural
informationa)

Roman Kuc
Intelligent Sensors Laboratory, Department of Electrical Engineering, Yale University, New Haven,
Connecticut 06520-8284

~Received 17 June 1996; accepted for publication 12 February 1997!

An active sonar using Polaroid electrostatic transducers positioned at the end of a robot arm is
described that adaptively changes its location and configuration in response to the echoes it observes
in order to recognize an object. The sonar mimics biological echo-location systems, such as those
employed by bats and dolphins, in that there is a center transmitter flanked by two adjustable
receivers, the sonar has rotational and translational mobility, and the echo processing contains
elements that have been observed in the mammalian auditory system. Using information in the
echoes, the sonar translates in a horizontal plane and rotates in pitch and yaw to position an object
at a standard location within the beam patterns. The transmitter points at the object to maximize the
incident acoustic intensity and the receivers rotate to maximize the echo amplitude and the
bandwidth, and to minimize the echo-producing region. This procedure results in a unique echo
vector associated with each object at a given object pose. Recognition is accomplished by extracting
32 values from the binaural echo patterns and searching a data base that is constructed during a
learning phase. The system operation is illustrated by having it recognize rubber O-rings of different
sizes and by differentiating the head and tail sides of a coin. ©1997 Acoustical Society of
America.@S0001-4966~97!05506-9#

PACS numbers: 43.10.Ln, 43.80.Jz, 43.80.Nd, 43.80.Ka@FD#

INTRODUCTION

Bats and dolphins employ echo location for prey identi-
fication by emitting a series of acoustic pulses and process-
ing the echoes.1–3 This paper combines the techniques em-
ployed by biological systems with principles from acoustics,
neuroscience, robotics, and signal processing to implement a
sonar system that can recognize objects from their echo
waveforms. The sonar is adaptive in that it changes its con-
figuration using the information in the detected echoes. The
sonar design is motivated by bats, whose ears react by rotat-
ing to the direction of the echo source, and by dolphins, who
appear to move as if to position the object at a standard
location in three-dimensional space.

Manmade sonar has had limited success for object rec-
ognition because the echo waveform varies significantly with
the location of the object within the acoustic beam pattern.
This variation was minimized previously by careful place-
ment of the objects within the acoustic field and by using
objects that are large compared to the wavelength and that
have shapes~spheres, cubes, pyramids, and cones! that ex-
hibit very different scattering properties.4–7 The system de-
scribed in this paper exploits the important biological prin-
ciple of sensor mobility by translating and rotating the sonar
in order to standardize the view of the object by positioning
it at a constant location. The complexity of the detected echo
is then reduced, thus making object recognition from the
echo waveforms feasible.

I. BIOMIMETIC SONAR SYSTEM

Modeled after biological systems, our sonar shown in
Fig. 1 consists of three Polaroid electrostatic transducers that
can act as either transmitters or receivers.8 This transducer is
similar to those used in the Polaroid autofocus camera and
acoustic digital tape measures. The transducer has a 3.75-cm-
diam circular aperture and exhibits a broad resonance at 60
kHz with a nominal wavelength in air~c5343 m/s! equal to
l55.7 mm. The beam has a full-width half-maximum am-
plitude spread of 10°. The protective cover was removed,
exposing the foil surface of the transducer, to eliminate in-
ternal reflections that limit the bandwidth.

A center transmitter~mouth! is flanked by two receivers
~ears!, with the separation between the centers of the mouth
and each ear being equal toD54.5 cm. The ears are rotated
in opposite directions by cables connected to a stepper motor
to accomplish a type of focusing operation. The entire as-
sembly is mounted on the end of a small educational robot
arm whose end has three translational~x, y, z! and two rota-
tional ~sonar pitch and yaw! degrees of freedom. The sonar
can then be translated and rotated so that it can view an
object from any desired aspect.

The sonar moves in a horizontal plane 11 cm above a
smooth working surface and is directed downward at a pitch
of 245°. Using such a pitch directs the beam reflected from
the surface away from the ears, leaving only the information-
bearing echoes scattered by the object to be detected by the
ears.

Initially, the mouth and both ears point in the same di-
rection to maximize the echo-producing region for object
detection over a large field of view. The environment is
scanned by transmitting interrogation pulses and processing
the signals detected at the ears while rotating the sonar about

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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the yaw~vertical! axis to sweep across the environment. The
signal at each ear is acquired by using one of the two chan-
nels of an analog-to-digital converter~Gage CS1012! sam-
pling at 2 MHz per channel with 12-bit resolution. A new
interrogation pulse is transmitted as soon as the echoes have
been detected and processed. Being controlled by a Pentium
120 processor, pulses are emitted as often as every 100 ms.
Once echoes are detected, the sonar moves to position the
object along the transmitter axis at a range of 15 cm. The
ears are then rotated to place the reflecting part of the object
on their axes. The 15-cm range is in the far field of each
transducer (r .a2/l), where a is the radius of the trans-
ducer!, thus avoiding the spatial variation of the near-field
wavefronts, but is in the near field of the three transducer
system (r ,D2/l), thus obtaining two novel views of the
object.

II. ECHO PROCESSING

An interrogation pulse is produced by impulsively excit-
ing the transmitter. The echoes detected at each ear are pro-
cessed to extract the time-of-flight~TOF! for adjusting the
yaw and focus and the envelope information for object rec-
ognition. The waveform and spectrum of an echo from a
plane at 0.5-m range is shown in Fig. 2. The waveform has a
short duration or, equivalently, a wide frequency bandwidth,
making it useful for differentiating nearly identical objects.

The TOF is determined from the time that the waveform
samples first exceed a threshold. The TOF from each ear
defines an ellipse of possible object locations, with the ear
and mouth being the foci. The object location in the plane
containing the transducer axes, in terms of ranger and azi-
muth u, is determined from the intersection of the two el-
lipses in the forward direction.9 Using sonar feedback, the
system maintains the range at 15 cm to within60.1 mm. The
object is positioned on the transmitter axis by drivingu to
zero, as shown in Fig. 3. The accuracy of60.1°, limited by
the resolution of the robot stepper motors. While the object is
being driven toward the transmitter axis, the receivers are
rotated so that their axes point toward the object using the
angle

f5arctan~r /D !.

After the object has been positioned along the axis of the
mouth at a range of 15 cm and the ears are focused, the
system can either learn a new object by acquiring echoes and
including them in a data base~memory! or recognize an ob-
ject that is already included in the memory. In the learning
phase, the sonar pitch is varied to observe the object at a
variety of elevations. Echoes are obtained during a scan in
elevation as the pitch is varied in 0.225° steps about the
nominal pitch value from243° to 247°.

FIG. 1. Biomimetic sonar system.~a! Sonar situated at the end of the Armdroid 1 robotic arm, manufactured by Colne Robotics Co. Ltd. in England. The arm
consists of two segments each 19 cm long.~b! Top view. ~c! Front view.~d! Block diagram. The sonar consists of three Polaroid electrostatic transducers
configured as a center transmitter flanked by two receivers that can rotate to focus on an echo-producing object.
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The steps in echo processing that occur in each ear are
shown in Fig. 4. The echo waveform contains 512 samples,
starting 50 samples prior to the time the threshold is ex-
ceeded to allow low level signals at the start of the echo
packet to be included in the analysis. This data window du-
ration ~512! was chosen to include all the echoes from the
largest object in our collection. The waveform data are rec-
tified and logarithmically compressed. The logarithmic com-
pression reduces the dynamic range of the echoes and em-
phasizes the important small-amplitude structure that is
present in the echo packet. The log-rectified signal is then
applied to a second-order low-pass filter whose frequency
response falls to23 dB at 12 kHz to produce the echo en-
velope. Since the envelope exhibits a slow variation in time,
its 512 samples can be reduced to a smaller number without
losing significant information. This is done by segmenting
the envelope into sixteen 32-sample segments and computing
the mean for each segment. This segment size corresponds to
approximately one period at the resonant frequency of the
transducer. This data reduction allows the echo packet to be
represented by anenvelope vectorcontaining 16 values. The
envelope vector is then normalized to have a constant en-
ergy. Finally, an object is characterized by combining the
vectors from each ear to produce a 32-value vector. In the
learning phase an object is scanned and the envelope vectors

are stored in memory. The memory contains the object iden-
tity, its pose, and the envelope vectors from the left and right
ears.

During the recognition phase, an object is viewed at a
nominal pitch of245°, but with an error of61.5° due to
errors in the joints. The sonar examines the object using a
single interrogation pulse. The observed echoes are pro-
cessed to extract the envelope vectors and these are then
compared to those stored in memory. The accuracy of the
robot arm was sufficient to assure that the pitch of the sensor
was within the interval used in the learning stage and that a
corresponding envelope vector, to within a noise tolerance,
resided within the memory. The observed envelope vector
pair was compared against those in memory by computing
the squared error. The vector pair in memory that produced
the minimum error was used to indicate the object identity.

The echoes typically contain random fluctuations whose

FIG. 2. Echo from plane reflector located at a range of 50 cm.~a! Echo
waveform.~b! Power spectral density average and one standard deviation
interval.

FIG. 3. View of plane of sonar beams in unfocused and focused configura-
tions. An object initially lies at ranger and angleu relative to the transmit-
ter. ~a! Unfocused configuration. The echo-producing regions indicate the
locus of points that produce detectable echoes. The object is located such
that only the right receiver detects an echo.~b! Focused configuration. The
sonar rotates to position the object on the transmitter axis and the angles
f r and f l position the object on the right and left receiver axes, respec-
tively.

FIG. 4. Processing of echoes. From bottom to top, the waveforms indicate
an echo packet from an object, the rectified waveform after logarithmic
compression, the envelope, and a plot of the 16 vector values that form half
of the template used to represent objects.
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effects on the vector pair must be reduced to differentiate
similar objects. The sources of these fluctuations include ran-
dom amplitude fluctuations due to temperature and density
variations in the medium between the transducers and object,
thermal noise, and sampling jitter in acquiring the echo
waveform. These fluctuations not only produce errors in the
echo envelope magnitude, but also in its time registration,
since it is determined from the time the echo waveform first
exceeds the threshold. In the learning stage, 50 echoes are
processed at each increment in pitch angle. Each observed
envelope vector pair is considered to be a candidate and
compared to those vector pairs already residing in memory
associated with the particular object. If the squared error be-
tween the candidate and any vector in memory is less than a
perceptual thresholdthen the candidate is discarded, since a
representative vector already exists in memory. The percep-
tual threshold level is four times greater than the average
error value produced by noise alone, and accounts for the
variations in the propagation medium. On average, for every
50 candidates considered, approximately four are added to
the memory. Hence, after the learning phase, each object is
represented by approximately 50 vectors that form clusters,
each cluster corresponding to a particular viewing pitch
angle.

III. ECHO PRODUCTION

The mechanisms that cause an object to produce echoes
are described by the model proposed by Freedman.10,11 This
model can be simply stated: Echoes are produced whenever
an incident pulse encounters either a discontinuity in the
acoustic impedance or a discontinuity in any of the deriva-
tives of the acoustic impedance with respect to range. The
echo magnitude is proportional to the size of the discontinu-
ity and inversely related to the order of the derivative that
exhibits the discontinuity. The magnitude is also related to
the location of the discontinuity in the transmitting and re-
ceiving beam patterns. A typical object will contain echo-
producing features that are distributed over range, azimuth,
and elevation. Only the feature at closest range that produces
a detectable echo is employed to position the sonar. Even if
different features are detected by each ear, the object is po-
sitioned near the transmitter axis at a repeatable location.9

For example, consider the echoes observed from a rub-
ber O-ring. An O-ring lying on a surface producing echoes
that are similar to those from a hoop floating in the water as
detected by a dolphin. The echo-producing features are
shown in Fig. 5. The echo waveforms observed from three
O-rings of different sizes are shown in Fig. 6. Since O-rings
are symmetric with respect to angular rotations, identical
waveforms are observed at both ears. One of the envelope
vectors for each O-ring is shown in Fig. 7. The system can
easily differentiate the three different O-rings without
error.12

IV. DIFFERENTIATING HEADS FROM TAILS OF A
COIN

To illustrate the sensitivity of our sonar we attempt to
differentiate the head from tail side of a coin. The echo
packet observed from a coin consists primarily of two com-
ponents, as shown in Fig. 8.

~1! The first component, corresponding to the discontinuity
in the acoustic impedance, is a reflection from a patch of
the coin edge to the table surface and back to the re-
ceiver. A second path also exists from the table surface
to the coin edge and back to the receiver, doubling the
magnitude of the echo. Smaller first-order echoes occur
from the corners in the relief patterns, such as those in
the leading edges of the lettering.

~2! The second component corresponds to the discontinuity
in the first derivative of the acoustic impedance that can
take on either positive or negative values. Echoes from
negative discontinuities experience a 180° phase rever-
sal. These are indicated in dashed lines in the figure.
These second-order echoes occur primarily at the sharp
edges around the top surface of the coin, but also from
features in the relief pattern. Similar echoes have been
observed from a disk reflector by Simmons.13

The coin used in the experiments was a 1996 U.S. penny
in mint condition, a disk having 18.94-mm diameter and
1.50-mm thickness. In the learning state, the penny was po-
sitioned with Lincoln head upright and looking to the right.
The system learned the coin by acquiring a set of approxi-
mately 50 vector pairs during the sweep in pitch. Because the

FIG. 5. Paths of echoes reflected from O-rings. The first echo detected in
time is indicated by a 1, with the echo 18 following closely after, followed
by the pair 2-28. The echo path labeled 3 is a multiple reflection from the
inner surfaces.
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coin is not symmetric, different vector values are observed at
each ear. Typical echo waveforms from the penny heads are
shown in Fig. 9 and the corresponding envelope vectors are
shown in Fig. 10. The vectors were normalized to a value
that provides sufficient accuracy when represented by a
three-digit integer in the memory.

Without moving the coin or the sonar, a series of recog-
nition trials was conducted immediately after completion of
the recognition phase. At each trial, the observed vectors
were compared with those in memory. For this set of
trials, the squared error was due to noise and sampling-jitter
effects. The squared error values observed in 100 trails are
shown in Fig. 11. The mean is 388 with a standard deviation
of 86. This mean value represents an error of about 1% in the
largest magnitude elements in the vector.

The penny was then flipped to expose the tail side, with
the Lincoln Memorial upright, and placed at the same loca-
tion within 60.1 mm. A set of 100 recognition trials was
then repeated. Typical echo waveforms from the penny tails
are shown in Figs. 9 and 10. At each trial, the observed
penny-tail vector pair was compared with the penny-head
vector pairs in memory. Because the coin size, of course, is
the same, the squared error was due to the differences be-
tween the relief patterns and noise. The errors observed in
100 trials are shown in Fig. 11. The mean of the squared
errors is 7644 with a standard deviation of 344. This result

indicates that the echoes from the head and tail sides are
significantly different.

The penny was then replaced with a 1996 U.S. dime
showing a head, with Roosevelt looking to the left, in mint
condition. The dime is a disk having 17.80-mm diameter and
1.35-mm thickness. Because the echo acquisition starts at the

FIG. 6. Waveforms of echoes reflected from rubber O-rings observed at one
receiver. O-ring data are denoted by ‘‘O-r’’ with the preceding number
indicating the outside diameter in mm.

FIG. 7. Plots of the 16 values extracted from the echoes reflected from
O-rings detected at one of the receivers. The data base consists of 32-
element vectors containing the 16 values from the right and left receivers.

FIG. 8. Coin located in transmitter field. Two orders of echoes are observed:
1—echoes from discontinuities in acoustic impedance experienced by the
propagating pulse, 2—echoes from discontinuities in the first derivative of
the acoustic impedance with respect to range. Dashed lines indicate 180°
phase shift in the echo.
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near edge of the coin and the dime is smaller, the distant
edge echo from the dime occurs at a shorter delay than that
of the penny. This results in large errors between the ob-
served dime vectors and the penny vectors in memory. To
illustrate this, a set of 100 recognition trials was conducted.
At each trial, the observed dime-head vector pair was com-
pared with the penny-head vectors in memory. The errors
observed in 100 trials are shown in Fig. 11. The mean of the
squared errors is 12 573 with a standard deviation of 391.
This result indicates that the echoes from pennies and dimes
are significantly different.

Since the relief pattern on a coin is not symmetric, the
vector values are related to the pose of the coin. The pose
was measured as a counterclockwise angular rotation from
the upright Lincoln head. The pose of the penny-head was
changed in 5° increments, and a set of 20 recognition trials
was conducted at each pose value. At each trial, the observed
penny-head pose vector pair was compared with the penny-
head 0° templates in memory. The errors are shown in Fig.
12. The errors are observed to be pose dependent with mag-
nitudes that can vary significantly. To recognize a penny-
heads having an arbitrary pose, vectors from the different
poses must be acquired in the learning phase. The pose must
be varied in sufficiently small steps, such that the change in
the vectors is comparable to the variation caused by the
noise.

V. DISCUSSION

Object recognition occurs when the envelope vector pair
observed during the recognition stage matches a vector pair
in memory to within an acceptable error. If the minimum
observed squared error is larger than that expected solely on
the basis of noise, then it is assumed that a novel object has
been observed. If the identity of this new object is made

FIG. 9. Echo waveforms from penny coin.~a! Echoes from head side.~b!
Echoes from tail side.

FIG. 10. Echo envelope vectors from penny coin.~a! Values from head side.
~b! Values from tail side.

FIG. 11. Squared error between observed echo vectors and penny-head
templates in memory for penny-heads, penny-tails, and dime-heads.
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known to the system, the system reverts to the learning phase
and increases the memory contents by including the vectors
from the new object.

The echo data segment processed corresponds to a 512
sample data window. This duration is related to the size of
the objects that were to be recognized. The window started
just prior to the time the echo from the nearest feature ex-
ceeded a threshold to include any leading low level echoes, a
sort ofpretriggeringoperation. The 512 samples acquired at
a 2-MHz sample rate represent a 0.25-ms window. At the
sonic speed of 343 m/s, this time window corresponds to a
4.3-cm range interval. This allowed all the echoes produced
by the 2.54-cm O-ring to be acquired. It would be interesting
to determine if biological systems use an adaptive window
duration related to the size of the intended object of search.
That is, are large objects recognized by enlarging the data
window duration, or by piecing together evidence derived
from a collection of shorter windows?

The binaural nature of the sonar was used primarily for
accurate positioning of the object in azimuth by adjusting the
yaw of the sonar. The object recognition aspect exploits bin-
aural hearing by obtaining two novel views of an object from
one position of the sonar.

The penny-pose experiment indicates that to recognize a
head in a pose-independent case, additional templates must
be acquired at increments to pose less than 5°. The increment
for a particular object depends on the complexity of its shape
and its size relative to the beam cross section. Symmetric
objects yield their identity from a single pose.

The cochlear model used in our echo processing is a
modification of the classical bandpass filter bank, motivated
by our sonar characteristics and the capabilities of our data
acquisition system. We thought it would be an interesting
exercise to consider such an evolutionarily parsimonious
single hair-cell model whose frequency characteristics corre-
spond to those of the transmitting/receiving transducers
shown in Fig. 2.

The paper considers the problem of recognizing isolated
objects that are small enough to be contained within the
beam patterns. When more than one object is present, the
echoes can interfere and the match between the observed
vectors and those in the memory is poor. For example, let us
consider two coins lying in close proximity. If the edge of

one coin is resting on the other, the tilted coin would exhibit
echo waveforms that are not in the memory that was formed
using coins lying flat. In this case, the pair of coins may need
to be considered as one object and learned in that manner. If
a tolerance in the vector match is allowed, the set of such
configurations is finite. Then, one possible solution is to treat
each configuration as a separate object and learn its echo
vectors using the procedures described above. Clearly, this
approach is only the first step toward solving this problem.

A fundamental problem arises when scanning a large
object, or one that is not entirely contained within the beam
patterns. As the object pose is changed, a new echo-
producing feature can enter the sonar beam and can cause the
TOF to change significantly. Hence, the values of the enve-
lope vector can change in a discontinuous manner with pose.
This problem is an inherent weakness in relying exclusively
on the TOF. Perhaps results from animal studies will provide
some insights on how to deal with this problem.

VI. SUMMARY

This paper described an adaptive sonar system that is
mounted on the end of a robot arm that recognizes objects
using echo location. The sonar standardizes the echo wave-
form by being mobile and adaptively adjusting its configu-
ration. The processing is biologically motivated in its mobil-
ity and configurational change. A memory is established and
enlarged in the learning phase. A scan in pitch is performed
to compensate for possible errors in the pitch angle during
the recognition phase. The echoes are processed to produce a
pair of envelope vectors. Multiple pulses are emitted and
only the novel vectors, or those that exceed a perceptual
threshold, are stored in memory. The recognition task is ac-
complished by having the system repeat the positioning op-
erations and emit a single interrogation pulse. The echo vec-
tor values are extracted and the memory is searched to find
the best match in the least squared error sense. Differentiat-
ing heads from tails of a coin illustrates the sensitivity of the
sonar.
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INTRODUCTION

The finite volume method for acoustical wave propaga-
tion or acoustic finite integration technique~AFIT! is a very
stable tool for the numerical calculation of wave propagation
in fluids.1,2 Until now, this code has been used for calcula-
tions in the Cartesian coordinate system.

Solving real three-dimensional problems in a three-
dimensional grid usually exceeds the capacities and capabili-
ties of any standard workstation available today. Thus, prob-
lems need to be reduced to two dimensions, by assuming the
wave propagation translational invariant in one dimension.
This means for example, replacing a rectangular transducer
by a linear strip. But this is always an approximation of the
real problem.

For problems of cylindrical geometry, the wave motion
can be described exactly by a wave equation only in the two
coordinatesz and%. Therefore, this paper aims to set up a
new discrete scheme for numerical simulation of wave
propagation in this system based on the AFIT ideas and us-
ing only a two-dimensional grid. Unfortunately, it is not pos-
sible without special extentions of this algorithm to deal with
the tangential component.

Cylindrical systems have a unique property for perform-
ing numerical calculations i.e., the singularity along thez
axis. This singularitiy can be easily managed by using our
proposed scheme, because of the involvement of volume-
integral formulations.

Two fields of applications will be discussed in this pa-
per: First, the sound generation by a beam of high energy

particles~ion-acoustic source! and second, the sound field of
a disk probe used in a doppler injection device. The latter
example is a good illustration for multimode wave propaga-
tion in cylindrical systems.

I. BASIC EQUATIONS

The basic equations are the linear equation of continuity

]r*

]t*
1r0* “* v* 5Ṁ* , ~1!

and the linear equation of motion

r0*
]v*

]t*
52“* p* 1f* . ~2!

The asterisk symbol above the variable indicates that it
has a dimension. Variables without an asterisk symbol are
dimensionless. Herev* , x* , f* are the Cartesian vectors of
velocity, space, force density andr* , r0* are the density and
equilibrium density, respectively. The acoustic pressure is
p* , andM* a density source.

The introduction of the following dimensionless quanti-
ties

p5
p*

r0* c0*
2 t5

t* c0*

l 0*
x5

x*

l 0*
, ~3!

v5
v*

c0*
M5

M*

r0*
f5

f*

r0* c0*
2l 0*

, ~4!

and the isentropic speed of sound

c0*
25

]p*

]r*
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leads to dimensionless equations which are more useful for
numerical calculation, because pressure and velocity have
the same orders of magnitude:

]p

]t
52“v1Ṁ , ~5!

]v

]t
52“p1f. ~6!

II. RECEIVING THE DIFFERENCE EQUATIONS

The main benefit of the AFIT procedure is, that thestag-
gered gridleads to a better accuracy, at much lower efforts
in programming and calculation time. This simple central
difference approximation gives better results than second-
order schemes based on nonstaggered grids. The key proce-
dure of AFIT consists of performing a control volume inte-
gration for Eqs.~5! and ~6! and transforming every integral
over the gradient or divergence terms into a surface integral
by using the Gauss law. This leads automatically to a stag-
gered grid. In the two-dimensional case the volume cells
correspond to an area cell and the volume faces to the bor-
ders of the area.

There are two possibilities to obtain the discrete equa-
tions in cylindrical coordinates:

~1! Taking the cylindrical differential equations and using a
‘‘Cartesian’’ two-dimensional grid for evaluation of the
curve and area integration in radial and axial coordinates
% andz.

~2! Using the equations in Cartesian form and performing
the integration over control volumes of cylindrical
shape.

Both methods give the same result. As the second is
more instructive the integration is carried out according to
this method. A further advantage results from the better treat-
ment of the singular term along thez axis.

Though only wave propagation in two coordinates is
described, it has to be dealt with three-dimensional control
volumes, assuming the tangential component to be zero. This
follows from the fact that the volume faces perpendicular to
the tangential component contribute to the radial component.

A. Conventions

In order to achieve a good description of cylindrical
wave propagation, a well suited control volume has to be
chosen, that is, a ‘‘piece of cake shaped’’ sector volume. The
Cartesian and cylindrical unit vectors and coordinates are
also shown.vx , vy andvz are the Cartesian components of
the velocityv, whereasu, v, andw are the radial, tangential
and axial component in terms of a cylindrical system~Fig.
1!. Settingv to zero we have

v5vxêx1vyêy1vzêz5uê%1wêz .

Though the pressure and velocity field is cylindrical, the
volume integration is performed in a Cartesian coordinate
system. Faces and control volume are given by cylindrical
parameters%, w and z. Thus, the Cartesian components of
the velocity are

vx~%,w,z!5u~%,z!cos~w!,

vy~%,w,z!5u~%,z!sin~w!,

vz~%,w,z!5w~%,z!.

Each control volume, introduced in the following, is local-
ized around a center gridpoint denoted by the upper index
(c). The top and bottom volume faces are denoted by the
indices (t) and (b), the inner and outer cylinder sector walls
by (i ) and (o) and the side faces by (1) and (2) according
to a positive or negative angle.

B. Equation of continuity

The volume integral of Eq.~5! leads to:

E
Vp

]p

]t
dV52E

Vp

¹vdV1E
Vp

Ṁ

52 R
]Vp

vds1E
Vp

ṀdV. ~7!

Figure 2 shows the control volumeVp for the pressure. The
mean pressure is represented by the grid point in the center
of the cell. Each grid point of the velocity component per-
pendicular to the faces is located at the face center.

Only the velocity components perpendicular to the sur-
face contributes to the first term on the RHS of Eq.~7!.
These areu for the inner and outer one andw for the top and
bottom faces. The sides need not be considered, as the tan-
gential componentv perpendicular to these faces is zero.
Evaluation of the integrals gives

E
Vp

]p

]t
dV5 ṗ~c!%D%DzDw, ~8!

R
]Vp

v ds>1F S %1
D%

2 Du~o!2S %2
D%

2 Du~ i !GDzDw

1@w~ t !2w~b!#%D%Dw. ~9!

The integral overṀ is treated similar. Dividing by the
cell-volumeDV5%D%DwDz one gets

FIG. 1. Coordinate system conventions.
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ṗ~c!52
u~o!2u~ i !

D%
2

w~ t !2w~b!

Dz
2

u~o!1u~ i !

2%
1Ṁ ~c!.

~10!

Here the scalar quantityp is averaged. Thus, the shape
of the volume cell is not essential for consideration. For bet-
ter interpretation, the equation of continuity in terms of cy-
lindrical coordinates is given as follows:

]p

]t
52

]u

]%
2

]w

]z
2

u

%
1Ṁ . ~11!

The third term on the RHS of Eq.~10! may be inter-
preted as the approximation ofu/% in Eq. ~11!, because it
represents the linear interpolation ofu/% at the center of the
control volume. Thus, only the choice of the well fitted con-
trol volume leads to discrete formulation of the cylindrical
differential equation. Not only Eq.~11! but also Eq.~10! is
singular for%50. Thus, thez axis must be dealt with sepa-
rately.

C. Equation of motion

In the case of Eq.~6!, the volume integration is per-
formed for a vector quantity. Surface integrals arise over
scalar quantities, like the pressurep:

E
V

]v

]t
dV52E

V
¹p dV1E

V
f dV

52 R
]V

p ds1E
V
f dV. ~12!

The mean value of every velocity component is not coupled
for Cartesian coordinate systems, but averaging over every
radial velocity componentu the value must be projected to
the direction of the centered vectoru(c).

The cylindrical sector-shaped volume V is placed in the
Cartesian coordinate system, so that the cylindrical velocity
componentsu andw at the center of each volume cell coin-
cide with the Cartesian coordinatevx andvz .

Evaluating each componentvx and vz in Eq. ~12!—
taking the cylindrical symmetry of the considered solutions

into account—leads automatically to the difference equations
for the velocity grid points. The volume integration gives

E
Vu

]vx~%,w,z!

]t
dV5E

Vu

u̇~%,z!cos~w!dV

5u̇~c!2%D%Dz sin
Dw

2
, ~13!

E
Vw

]vz~%,w,z!

]t
dV5ẇ~c!%D%DzDw, ~14!

E
Vv

]vy~%,w,z!

]t
dV50. ~15!

The components of the force densityf are also similarly
treated. It should be emphasized that every component has a
different control volume, because each velocity component
node is localized at a different place as shown in Figs. 2 and
3. Obviously they component in the tangential direction
vanishes.

The parameter expressions of the face element vectors
ds(•) of the cell volume are given by

ds~o/ i !56S %6
D%

2 D S cosw8

sin w8

0
D dw8 dz8, ~16!

ds~1/2 !5S 2sin
Dw

2

6cos
Dw

2

0

D d%8 dz8, ~17!

ds~ t/b!56S 0

0

%8
D d%8 dw8, ~18!

with parameter ranges:

FIG. 2. Control volume forp. FIG. 3. Control volume foru.
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%8PF%2
D%

2
,%1

D%

2 G ,
z8PFz2

Dz

2
,z1

Dz

2 G , w8PF2
Dw

2
,
Dw

2 G .
Using this parameter forms we arrive at the surface integrals
of the scalar quantityp:

E
]V~o/ i !

p ds~o/ i !>p~o/ i !E
]V~o/ i !

ds~o/ i !

562p~o/ i !DzS %6
D%

2 D sin
Dw

2
êx ,

~19!

E
]V~1/2 !

p ds~1/2 !>p~1/2 !DzD%

5S sin
Dw

2
êx7cos

Dw

2
êyD , ~20!

E
]V~ t/b!

p ds~ t/b!>p~ t/b!%D%Dw êz . ~21!

The volume faces]V(o/ i ) and]V(t/b) contributes tou or w,
but ]V(1/2) influencesu and—if regarded—v. Here it can
be seen that for a correct treatment, the pointsp(1)/(2) are
required foru. Thus, p(1)/(2) must be obtained by linear
interpolation fromp(o) andp( i ). The need for this interpola-
tion is not a disadvantage of the two-dimensional grid. Tak-
ing a three-dimensional axially symmetrical grid would re-
sult in an interpolation from four gridpoints. This leads to
numerical problems which cannot be discussed here and are
one reason for not considering solutions having a tangential
component.

Considering thatêx andêz are parallel to the component
u(c) and w(c) and by taking Eqs.~10!, ~13!, ~14! and ~19!–
~21! one finally gets the complete set of difference equations:

u̇~c!52
p~o!2p~ i !

D%
1 f %

~c! , ~22!

ẇ~c!52
p~ t !2p~b!

Dz
1 f z

~c! , ~23!

ṗ~c!52
u~o!2u~ i !

D%
2

w~ t !2w~b!

Dz
2

u~o!1u~ i !

2%
1Ṁ ~c!.

~24!

Here it can be seen again that the cylindrical differential
equations have the same structure:

]u

]t
52

]p

]%
1 f %

]w

]t
52

]p

]z
1 f z . ~25!

Using the discrete equations the propagation of sound is
received by calculatingmarching-in-timethe pressure and
velocity components in the numerical grid. As explained by
Marklein in Ref. 1 the time-discrete steps for velocity and
pressure are also staggerd. That means for every grid point
pj , uj , or wj

pj~ t !→pj„~n2 1
2!Dt…5pj@n2 1

2#,

uj~ t !→uj~nDt !5uj@n#,

wj~ t !→wj~nDt !5wj@n#.

Each new value is calculated from the value of the last time
step and the time derivative in the middle of the time inter-
val, which is obtained by the above difference Eqs.~22!,
~23!, and~24!:

pj@n1 1
2#5pj@n2 1

2#1Dt ṗj@n#,

uj@n11#5uj@n#1Dt u̇j@n1 1
2#,

wj@n11#5wj@n#1Dt ẇj@n1 1
2# n50,1, . . . .

The grid constantsD% and Dz depend on the smallest
wavelength that occurs in the according direction of the
sound field. In order to achieve good accuracy we chose
D%5l%/15 and Dz5lz/15. l% and lz are the smallest
wavelengths in the% or z direction. The Courant criterion
requires that the time stepDt be chosen such that

Dt<
1

A1/Dr 211/Dz2
.

The least numerical dispersion is obtained right at the Cou-
rant limit for Cartesian grids. A detailed von Neumann
analysis of the cylindrical problem is omitted here. As the
Courant criterion is only necessary and may not be sufficient,
we choseDt by trial. In Ref. 1 it is said that numerical
stability is always assured by choosingDt50.5 times the
smallest grid distance for Cartesian grids. We can confirm
this also for the cylindrical grid.

D. The axis

The control volume at the axis is a cylindrical-sector
volume touching it~Fig. 4!. The first idea might be to set the
p-grid points at the axis in order to simply avoid%50 in Eq.
~10!. But there is no inner volume face of the control volume
near the axis. Due to the above fact, there must not be a
considerable grid point. If the pressure points are along the
axis the CAFIT procedure cannot deal with those values.
Therefore, the values of the grid point must vanish along the
axis. This is only possible for the radial velocity component
u, which—according to Eq.~11!—must be zero and that is
not possible for the pressure which definitely has values not
equal to zero.

The difference equation due to the grid pointDz beside
the axis is:

ṗ~c!52
2u~o!

D%
2

w~ t !2w~b!

Dz
. ~26!

Setting the velocity to zero indicates that the axis behaves
like a small rigid cylinder or wire.

The control volume of the first radial velocity grid point
does not touch the axis, thus it can be calculated from the
normal difference equation~24!.
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It should be noted that for other numerical difference
methods without a staggered grid, it is much more compli-
cated to guaranteeu(a) to be zero, because a radial pressure
gradient has to be avoided along the axis as this would lead
to not vanishing values for the radial velocityu.3

E. The grid

Finally, the chosen grid performance is shown in Fig. 5.
The radial velocity points are assumed to be zero at the axis
and are not represented in the grid arrangement. Boundaries
are easy to set up by positioning a pressure~or velocity!
gridpoint exactly at the boundary and arranging the velocity
~or pressure! points before and behind it, for describing the
change of impedance there.

III. TEST CASES

In order to prove the accuracy and applicability of the
AFIT algorithm for cylindrical geometries, two numerical
test cases are set up. Ottitsch3 uses the reflection of a spheri-
cal wave into itself for evaluation of several finite difference
schemes. This is a very critical case, as nearly the whole
energy is conserved in few grid points during the ‘‘reflec-

tion’’ at the center. Thus, this test case is also used here to
test the CAFIT code. A second test case of more practical
interest is the ratiation of sound by a cylindrical piston in a
baffle.

A. Spherical wave test case

Ottitsch choses the following initial conditions forp and
v l , the spherical velocity pointing away from the center:

p52
3.84~ l 1t !2

e6l *

@e324e2~ l 1t !15e~ l 1t !222~ l 1t !3#,

v l5
3.2~ l 1t !2

e6l 2 * @e3~2l 2t !23e2~3l 212l t 2t2!

13l ~4l 317l 212l t 22t3!25l 4

2t~14l 3112l 2t12l t 22t3!#,

l 5Ar 21~z21!2,

with e50.55, t520.4, and 0< l 1t,e. In all calculations
the radial coordinate is namedr instead of%. The numerical
grid of 160380 points represents the half plane with
z50•••2 and r 50•••1. The time step isDt50.7Dr and
Dr 5Dz, l is the distance from the center, which is atz51
and r 50. The analytical solution of such a wave can easily
be calculated.

Figures 6 and 7 show the wave for two different time
steps calculated by CAFIT. The grid in front of both figures
shows the analytical solution. The result is stable; only some
slight numerical oscillations can be noticed at the back of the
wave. In Ottitsch’s work,3 only the MacCormack scheme
gives a comparable result.

Figure 8 shows comparison of the pressure obtained by
the analytical solution and the numerical results of CAFIT
and the MacCormack schemes. The pressure values of
CAFIT are taken from a line perpendicular to the axis; those
from the MacCormack scheme along the axis. The results of
the MacCormack scheme differ more, in spite of the higher

FIG. 4. Volume cell at the axis.

FIG. 5. The grid in the cylindrical half plane.

FIG. 6. Sound field,t520.05.
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efforts in programming this two step algorithm.3 The grid
has been chosen rather roughly, in order to make a direct
comparison to Ottitsch’s work3 possible. A finer grid~320
3640! gives very good agreement between numerical and
analytical solution~Fig. 9!.

This test case proves that this numerical code is capable
of calculating cylindrical wave propagation, especially the
reflection at the axis~which is a superposition of passing
waves in reality!.

B. Piston test case

The second test deals with the transient radiation of a
cylindrical piston of radiusa, set in the rigid boundary plane
at z50 and driven with velocitywp(t). An analytic expres-
sion of the transient pressure field is cited by Harris.4 The
pressure is given by two convolution integrals valid for re-
gions I or II:

p~z,r ,t !5
1

pE0

u1
wp„t2R1~u!…2wp„t2R2~u!…du

I: r .a, ~27!

p~z,r ,t !5wp~ t2z!2
1

pE0

p

wp„t2R2~u!…du II: r<a.

~28!

The limit of integration is u15arcsin(a/r). R1(u) and
R2(u) are the distances between the point of observation at
(z,r ) and the ‘‘front’’ and ‘‘rear’’ edge of the piston.u is the
parameter of integration:

R1/2~u!5Az21~r cosu7Aa22r 2 sin2 u!2.

Only for points at the axis (r 50) may Eq.~28! be written in
a closed form:

p~z,0,t !5wp~ t2z!2wp~ t2Aa21z2!. ~29!

The piston is driven by the velocity:

wp~ t !5H sin2~ t* p!, 0<t<1

0, otherwise.

For showing the limit of this code we chose a very rough
grid with Dr 5Dz50.1. We take a finer grid with
Dr 5Dz50.025 in order to prove that a very good agreement
between the analytical and numerical solution can be
achieved. For both gridsDt50.7Dz. Using 60340 points or
2403160 points, respectively, the grids represent the half
plane withz50•••6 andr 50•••4. Assuming a bandwith of
the exciting signalwn(t), defined by the spectral amplitude
of 10 percent of the maximum, the smallest wavelength is
lmin50.625. Note thatDr 5Dz is approximatelylmin/6 for
the coarse grid.

As the axis is supposed to be the critical region for the
numerical scheme, the analytical and numerical time signals
at r 50 andz51, 3, 7 are compared in cases~a!–~c! in Figs.
10 and 11. The evaluation of Eqs.~27! and ~28! for rÞ0
must be performed by numerical integration. This is done for
z52 andr 52 in case~d!.

In Fig. 10 the results for the coarse grid are shown.
Good agreement can be seen between both types of solu-
tions. That the finer grid leads to a very good correspondence
is shown in Fig. 11. In Fig. 12 a snapshot of the sound field
at t53 is shown for the coarse grid. Some numerical oscil-
lations occur behind the pulse. The semi-circle in front de-
notes the position of the piston.

FIG. 7. Sound field,t50.95.

FIG. 8. Numerical and analytical solution~803160!.

FIG. 9. Numerical and analytical solution~3203640!.
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C. Test case conclusions

Both cases show that the CAFIT scheme is capable of
calculating cylindrical wave propagation. Not only for the
reflection at the axis, but also for the radiation from cylindri-
cal sources is this code consistent and stable.

IV. EXAMPLES

A. Ion-acoustic source

A short-pulsed heavy-ion beam of high energy forms a
thermoelastic source that is well described by the initial
condition:5

p~z,r ,t50!5
b* c0*

2

cp*
C~r ,z!

dE

dz

5
G

2ps2 expS 2
r 2

2s2D dE

dz
,

u~z,r ,t50!5w~z,r ,t50!50,

where cp* is the specific heat at constant pressure,b* the
thermal expansion coefficient andG the so-called Gru¨neisen
parameter, which is a measure for the efficiency of the ther-
moelastic sound generation process.C is the function of the
radial energy density,s the Gauss radius of the beam profile
and dE/dz of the distribution along the axis, the so-called
linear energy transfer~LET!. There is a maximum at the end
of the beam track called the Bragg peak. The computation is
made due to the data of a beam of carbon ions (12C) of
energy 300 MeV/u. The lengthl 0* is 1 cm. The pressure

distribution of the initial condition (t50) is shown in Fig.
13.

The front boundary of the medium where the beam en-
ters is assumed to be rigid. In Figs. 14 and 15 the sound
fields at the timet50.3 andt52 are shown. Only the region
near the Bragg peak is shown, as the most interesting aspects
are noticed here. The radiation of sound from the ther-
moelastic source is clearly visible. The propagation of the
spherical wave due to the Bragg peak and the cylindrical
wave due to the constant LET along the beam track can also
be noticed in these figures.

In order to perform a further test, these calculations are
made for a time signal at positionz520, r 50. In Fig. 16 the

FIG. 10. Numerical and analytical time signals for coarse grid
(Dr 5Dz50.1) at several positions~a!–~d!. The solid line represents the
numerical solutions, the dashed one the analytical.

FIG. 11. Numerical and analytical time signals for fine grid
(Dr 5Dz50.025) at several positions~a!–~d!. The solid line represents the
numerical solutions, the dashed one the analytical.

FIG. 12. Sound field of piston in a baffle,t53.0, coarse grid~60340!.
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results are compared to the calculation of the same problem
performed by the superposition of gaussian disk sources.6

B. Doppler injection device

Development of the Doppler injection device in the field
of biomedical engineering is useful to achieve more safety
for punctures of arteries and veins. An ultrasonic Doppler
transducer~circular piston transducer! is fixed to the plunger
of a liquid filled injection device. The problem is to guide the
ultrasonic waves through the injection into the needle with
high efficiency. Due to the cylindrical geometry of injection
devices, the CAFIT procedure is appropriate to calculate this
guided wave propagation and the manifold reflections at the
walls of injection and needle.

In Fig. 17 the geometry of the modelled injection is
shown. In order to excite many higher order modes for evi-
dent presentation, a flat angle is chosen for the cone adapter.

The center frequency of excitation isf 0* 54 MHz. The
unit length isl 0* 51 mm, c0* 51500 m/s. Every boundary is
assumed to be rigid, as well as the plunger and the piston.
The radiation of the piston transducer is modelled by setting
the velocitywp uniformly at the piston surface to:

FIG. 13. Initial pressure condition (t50).

FIG. 14. Detailed pressure field (t50.3).

FIG. 15. Detailed pressure field (t52.0).

FIG. 16. Comparison of CAFIT and disk model.

FIG. 17. Geometry of Doppler injection device.
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wp~ t !5H sin~2p f 0t !sinS 2p f 0t

10 D , 0<t<
5

f 0

0, otherwise.

In the following, the simulation results are shown by
snapshots of the pressure magnitude at different times.

In Fig. 18, the sound wave at timet51.032 is shown.
The plane wave and the edge wave component coming from
the radiators rim can be observed.

Figure 19 shows the sound wave travelling through the
adapter into the needle. The parts of the wave fronts near the
axis enter the needle nearly undisturbed, whereas the outer
parts—multiplied at the wall reflected—enter needle and
adapter later and at different angles. This is the reason for the
excitation of higher mode sound propagation in the needle.

In order to identify the mode order one has to count the
maxima along the cross section of the needle. The higher the

mode, the slower it propagates along the axis. Thus, the dis-
tance between the modes increases during their passing
through the needle~Fig. 20!.

V. CONCLUSIONS

The CAFIT code provides a suitable tool for calculating
cylindrical wave propagation. It may be utilised for the com-
putation of many probe characteristics in nondestructive ul-
trasonic testing applications, using cylindrical probe trans-
ducers in fluids. Further applications are the description of
arbritrary thermoacoustic sources, like laser, ion, or electron
beams, which mostly have a cylindrical geometry. Sound
propagation in pipes may be calculated, for instance to sup-
port the construction of sound absorbers. For this purpose the
CAFIT code has to be extended to the Navier–Stokes equa-
tions including dissipative terms.

This cylindrical code is also extended to elastodynamic
equations for describing sound propagation in solids. Never-
theless, this code can be used for initial evaluation of the
pressure waves, neglecting the shear wave components.

FIG. 18. Wave fronts near the transducer (t51.032).

FIG. 19. Wave entering the needle; time stepst58.25, t512.375, t516.5 andt520.

FIG. 20. Higher order mode propagation in the needle.
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An experimental investigation of the propagation of sound
over a curved, rough, rigid surface

James P. Chambers
National Center for Physical Acoustics, University of Mississippi, University, Mississippi 38677

Yves H. Berthelot
School of Mechanical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332-0405

~Received 16 May 1996; revised 29 January 1997; accepted 22 March 1997!

Small-scale laboratory experiments have been conducted to study the propagation of sound over a
curved, rough, rigid, convex surface in the rangekR5275– 550, andke50.09– 0.18, wherek is the
wave number,R the radius of curvature, ande the characteristic roughness length scale of
steep-sloped, densely packed scatterers. Experimental results are presented at 6, 8, and 12 kHz, with
the receiver successively on the surface, along the line of sight behind the surface, and along a
vertical axis in the shadow zone. At low frequencies~f 56 kHz, ke50.09!, a boundary wave caused
by coherent multiple scattering develops near the surface, creeps into the deep shadow zone, and
increases the sound-pressure levels measured in the deep shadow zone by up to 8 dB as compared
to the levels measured in the absence of surface roughness. At high frequencies~f 512 kHz, ke
50.18!, surface roughness causes incoherent scattering and decreases the measured sound-pressure
levels by about 10 dB on the surface, in the shadow zone, and by 10 to 20 dB along the line of sight
behind the apex. It is shown that incoherent scattering occurs mostly in the bright zone, before the
apex, whereas coherent scattering~boundary wave growth! occurs all along the surface, even in the
deep shadow. ©1997 Acoustical Society of America.@S0001-4966~97!03707-7#

PACS numbers: 43.20.Fn, 43.28.Fp, 43.30.Hw, 43.50.Vt@LCS#

INTRODUCTION

The scattering of sound by rough surfaces with charac-
teristic roughness length scales smaller than the acoustic
wavelength has received considerable attention over the last
four decades in the context of underwater acoustics and, to a
lesser extent, atmospheric acoustics. The book by Ogilvy1

gives a very comprehensive review of the state of the art in
acoustic and electromagnetic scattering by rough surfaces.
Similarly, wave diffraction by curved surfaces, with radius
of curvature much greater than the wavelength, has been
treated in great detail.~See, for instance, the work of Fock2

for electromagnetic waves, Pierce3 and Berry and Daigle4 for
acoustic waves.! There seems to be, however, neither data
nor theory on the combined problem of low-frequency scat-
tering and high-frequency diffraction of sound waves propa-
gating over curved rough surfaces, even though such prob-
lems are frequently encountered in either atmospheric or
ocean acoustics~e.g., shadowing behind a realistic berm, hill,
or seamount!. Another motivation for studying the sound
field behind a curved rough surface is that the problem is
analogous3 to sound propagation over a flat, rough ground in
an upwardly refractive atmosphere, a common occurence in
outdoor sound propagation. Within this context, Medwin and
Novarini5 have given a somewhat qualitative description of
what might be expected when refraction and bottom scatter-
ing are combined in underwater acoustic propagation, but to
the authors’ knowledge, no work has been published on the
diffraction of sound by curved, rough surfaces. The objective
of this paper is to report experimental results on the relative
contributions of diffraction and scattering in the shadow
zone, behind a curved, rough surface. This problem has po-

tential relevance in the design of effective sound barriers and
berms, and also in the propagation of sound over realistic
topography in an upwardly refracting atmosphere.

In many practical cases, the ground surface is made of or
covered by steep-sloped, densely packed scatterers upon
which sound waves impinge at shallow grazing angles.
Within this context, the seminal work of Twersky,6

Tolstoy,7,8 and, more recently, that of Lucas and Twersky9,10

on sound propagation over a flat, rough surface is particu-
larly important. The main result is that the coherent part of
the scattered field appears in the form of a so-called bound-
ary wave localized near the rough surface. The amplitude of
this boundary wave can be very substantial at large distances
in outdoor sound propagation near a rough ground because it
spreads cylindrically and not spherically. Its amplitude is
proportional toek, wheree is the characteristic roughness
length scale which will be defined in Sec. I, and wherek is
the acoustic wave number.~One should note that methods
based on perturbation techniques cannot predict this first-
order effect inek because these methods are intrinsically
second-order effects. For instance, the classical result11 that
incoherent scattering by surface irregularities causes the re-
flection coefficient to decrease by a factor of the order of

e22kz
2e2

is a second-order effect inekz , wherekz represents
the wave-number component normal to the surface.!

Scale model experiments with grazing sound propaga-
tion over flat, rigid, rough surfaces have been reported by
Medwin and others.12–14 They measured a boundary wave
which propagates near the surface with cylindrical diver-
gence at a slightly subsonic sound speed and, eventually,
self-destructs at large distances because of incoherent scat-
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tering. Medwin and D’Spain14 have shown experimentally
that, under proper conditions, surface roughness can cause an
increase in the amplitude of the peak pressure by a factor of
up to 4.5~or 13 dB! as compared to what would have been
measured over a smooth surface. Medwinet al.13 also stud-
ied experimentally the diffraction of the boundary wave by a
rigid 208° wedge covered with hemispherical scatterers. The
main result is that the boundary wave diffracts in the same
manner as a volume wave. At present, the authors are un-
aware of any experimental results~or theory! on the diffrac-
tion of sound by curved surfaces randomly covered with
steep-sloped scatterers.

In this paper, we present data in the 6–12 kHz range on
the propagation of sound over a convex surface~with radius
of curvatureR52.5 m, i.e.,kR5275– 550!, covered with
small gravel with characteristic roughness length scalee
50.085 cm. With these parameters, the values ofke range
from 0.09 to 0.18, a range where substantial effects caused
by surface roughness can be anticipated.12–14 The experi-
mental arrangement is described in the first section. In the
second section, we present experimental data obtained suc-
cessively on the curved rough surface, along the line of sight
behind the surface, and along a vertical axis in the shadow
zone. In an attempt to predict the measured data, we also
present calculations of the creeping wave series4,15 ~for
smooth convex surfaces! in which the surface impedance
takes a finite value that is calculated according to the analogy
between surface roughness and surface impedance. Such an
analogy has been proposed by Tolstoy,8,16 Howe,17 and more
recently by Attenborough and Taherzadeh.18 Because of the
limited success of this approach, more experiments have
been carried out to further understand the relative contribu-
tions of scattering and diffraction of sound by curved, rough
surfaces. These experiments are also reported in the second
section. In the third section, we discuss how these indoor
model experiments might scale for outdoor sound propaga-
tion applications and we draw some conclusions from the
experimental work presented in this paper.

I. EXPERIMENTAL ARRANGEMENT

Experiments were conducted indoors in a standard labo-
ratory environment. The curved surface was constructed of
rigid plywood. Its radius of curvature was approximately 2.5
m near its apex. To produce rigid surface roughness, fishtank
gravel was spread over a thin adhesive sheet of paper placed
over the plywood surface. The statistics of the rough surface
were measured and found to be comparable to those reported
by Medwin14 for #2 gravel. For a broad range of steep-
sloped, isotropic, randomly rough, rigid surfaces, the charac-
teristic roughness length scalee is empirically described14 in
terms of the surface statistics: average height^H&, standard
deviation in heights, and horizontal correlation lengthLe ,
according to

e

^H&
50.3520.156F&S s

Le
D21.5G2

. ~1!

We found thate was 0.08560.025 cm in our experiment.
The sound source was a small midrange tweeter driven by a

tone-burst generator set to produce six cycles of a pure tone
of tunable frequency. In our experiments, the frequency
range of interest was between 6 and 12 kHz. The source was
found to be omnidirectional to within 1 dB in a 15° cone
around its axis of symmetry. The source was placed at a
distance of 1.12 m from the apex of the convex surface.~See
Fig. 1.! The receiving microphone was a 6.35-mm (1/4 in.)
condenser microphone. The signal was amplified and filtered
~3–30 kHz!, captured on a digital oscilloscope triggered by
the tone-burst generator, and transferred by general purpose
interface bus~GPIB! to a computer for further analysis. The
signal-to-noise ratio was 30 dB or better. In the results
shown below, the measured quantity is the insertion loss
~IL !, which is, in decibels, the sound-pressure level in the
presence of the rough surface relative to that which would
have existed in a free field at the same location.

II. RESULTS

A. Fully rough surface

The geometry of the problem is shown in Fig. 1. Experi-
mental results were obtained at 6, 8, and 12 kHz, succes-
sively on the surface~Fig. 2!, along the line of sight behind
the surface~Fig. 3!, and along a vertical axis in the shadow
zone ~Fig. 4!. In Fig. 2, the abcissa is the arc distances
measured from the apex (s50) such thats is positive in the
shadow zone and negative in the bright zone. The solid line
in Figs. 2–4 represents the theory for a curved, smooth, sur-
face based on the creeping wave series.4,15 ~In this calcula-
tion, the receiver is 5 mm above the plywood surface to
account for the physical size of the microphone used in the
experiment.! As expected, there is a marked contrast between
the effects of surface roughness at low frequencies and at
high frequencies. Figure 2~a! shows that, at 6 kHz, the effect
of surface roughness is to decrease the insertion loss~i.e.,
increase the sound-pressure level! relative to that of a smooth
surface. For instance, ats5100 cm, the effect of surface
roughness is to decrease the insertion loss by 6 dB relative to
that measured on a smooth surface. At 12 kHz, shown in Fig.
2~c!, incoherent scattering dominates and leads to increased
insertion losses~i.e., reduced relative sound-pressure levels!
both in the bright zone (s,0) and in the shadow zone (s
.0). At 8 kHz, there is a transition regime where the inser-
tion loss is higher in the bright zone (s,0) but lower than in
the shadow zone pasts.60 cm, relative to that which would
exist over a curved smooth surface.

Figure 3 shows the insertion loss behind the curved sur-
face along the line of sight, also at 6, 8, and 12 kHz. In Fig.
3~a!–~c!, the abscissax is zero at the apex of the curved
surface. Clearly, the effect of surface roughness is to increase

FIG. 1. Geometry of the problem.
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the insertion loss along the line of sight relative to that mea-
sured over the smooth surface. Figure 3~c! shows that, at 12
kHz, the effect of surface roughness is to increase the inser-
tion loss measured along the line of sight, 40 cm behind the
apex, by as much as 20 dB compared to what would have
been observed over a smooth surface. In fact, the difference
in relative insertion losses remains of the order of 15 dB or
more from x540 cm to x5150 cm, a rather astounding
value considering the relatively small size of the roughness
elements used in this experiment~ek50.18, i.e., whene
.3% of the wavelength!.

Figure 4 shows the insertion loss behind a curved sur-
face along a vertical axis in the shadow zone. The receiver’s
initial position was on the surface (z50), deep into the
shadow zone, at an arc distances5100 cm from the apex.
The receiver was moved vertically across the shadow zone,
crossed the line of sight atz520 cm, up to a heightz
540 cm above the surface. At 6 kHz, Fig. 4~a! shows near
the surface (z,10 cm) a pronounced decrease in insertion
loss relative to that of a curved smooth surface. This de-
crease in insertion loss diminishes with increasingek ~or
increasing frequency in our experiment! which is qualita-
tively consistent with the notion that a boundary wave creeps
into the shadow zone.13 Indeed, at 12 kHz the insertion loss
of the curved, rough surface is higher than that of the smooth
surface at all locations along thez axis. An interesting trend

in the data can be observed. The insertion loss of the curved,
rough surface is lower at the surface (z50) than it is just
above~at z52 cm!. This dip indicates that a boundary wave
is present, even at 12 kHz where incoherent scattering is
clearly the dominant effect.

Figures 2–4 indicate that the effect of coherent scatter-
ing ~i.e., the boundary wave! is significant at 6 kHz, i.e., at
ke50.09. An experiment was carried out with very small
surface roughness to assess the smallest value ofke at which
the boundary wave becomes noticeable. In this experiment,
the plywood surface was covered with thin sheets of chiseled
plexiglass used for fluorescent overhead fixtures, with a mea-
sured value ofe50.008 cm. At 5 kHz (ke50.0075), the
results followed within experimental errors the insertion loss
obtained over a smooth, rigid surface. However, at 10 kHz
(ke50.015), the insertion loss for the rough surface was
systematically slightly lower (;0.5 dB) than for the smooth
rigid surface, thus showing that the effect of the boundary
wave becomes measurable at values ofe/l as low as 0.24%.

B. Analogy between surface roughness and surface
impedance

Tolstoy8,16 and Howe17 have shown that, under certain
conditions, one can rewrite the boundary condition above a
flat, rough surface in the form of a standard impedance

FIG. 2. Insertion loss on the surface at~a! 6 kHz, ~b! 8 kHz, and~c! 12 kHz.
d: experimental data over the curved, rough surface;l: experimental data
over the curved smooth surface; ———: creeping wave series for a rigid
smooth surface; ----: creeping wave series for a smooth surface with imped-
anceZ* 5rc/(2 ike), with e50.085 cm.

FIG. 3. Insertion loss along the line of sight at~a! 6 kHz, ~b! 8 kHz, and~c!
12 kHz. d: experimental data over the curved, rough surface;l: experi-
mental data over the curved smooth surface; ———: creeping wave series
for a rigid smooth surface; ----: creeping wave series for a smooth surface
with impedanceZ* 5rc/(2 ike), with e50.085 cm.
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boundary condition. The approach consists in replacing the
rough boundary by a distribution of monopoles and dipoles
whose scattering coefficients depend on the geometry of the
boundary. If the scatterers are smaller than a wavelength,
their strengths can be calculated from Rayleigh scattering
theory. In the case of isotropic roughness, the boundary con-
dition is written8,16 as

fz1e~k2f1sfzz!50, ~2!

wheref is the acoustic velocity potential, thez axis is nor-
mal to the surface baseline~no curvature assumed!, ands is
a parameter characterizing the dipole interactions. For the
purpose of this paper, the scatterers are assumed to be per-
fectly rigid, although this is not a limitation of the approach.
When usfzzu!uk2fu, i.e., whens sin2 u!1, whereu is the
grazing angle, the boundary condition~2! is approximated by

fz1ek2f50. ~3!

This approximate boundary condition is therefore appropri-
ate at near grazing sound propagation and/or for sparse scat-
terers. This boundary condition at a rough interface is in the
form of a standard impedance boundary condition at a flat
plane~with the e2 ivt convention!

fz1hf50, ~4!

whereh5 ikb and b5rc/Zs is the normalized surface ad-
mittance,rc being the characteristic impedance of the upper
fluid, and Zs is the acoustic impedance of the smooth sur-
face. By comparing boundary conditions~3! and ~4!, it ap-
pears that there is a formal analogy between sound propaga-
tion near a flat impedance plane and near a randomly rough,
rigid plane, ifh5k2e, i.e., if

b5
rc

Zs
52 ike. ~5!

Therefore, rigid surface roughness can be understood as add-
ing a purely reactive part to the surface impedance. This
analogy has been suggested by several authors, and it has
also been discussed in the context of nonrigid rough
surfaces.8,16,17 Recently, Attenborough and Taherzadeh18

have combined and somewhat generalized Tolstoy and
Howe’s results.~In Attenborough and Taherzadeh’s paper,e
appears assV/2, wheresV is the volume of scatterers per
unit area.! With the analogy represented by Eq.~5!, the
boundary wave that propagates along a rough surface is for-
mally equivalent to Wenzel’s trapped surface wave19 near an
impedance plane with large reactance. Indeed, Wenzel’s Eq.
~20! in Ref. 19 has exactly the same form as Tolstoy’s equa-
tion ~13! in Ref. 20 if h is replaced byk2e, andk, the wave
number of the boundary mode, byAk21h2. Both boundary
modes~surface wave or boundary wave! decay exponentially
with height. The 1/e height is (ek2)21, ~or 1/h!; both modes
are slightly subsonic, but the deviation from the free-field
sound speed is a second-order effect and it can be safely
ignored.

If such an analogy is also valid over a curved surface,
one should be able to predict the insertion loss of a curved,
rough surface by evaluating the creeping wave series4,15 with
an effective surface impedanceZs* 5rc/(2 ike). The nondi-
mensional surface impedance parameterq which appears in
the creeping wave series is therefore calculated asq*
5(kl)(ke), wherel 5(R/2k2)1/3 is the characteristic diffrac-
tion length2 associated with the curvature of the hill.

The results are plotted with a dashed line in Figs. 2–4.
Clearly, the analogy yields poor predictions, except possibly
at low frequencies, on the surface, in the shadow zone@Fig.
2~a!#. A likely explanation is that the analogy does not take
into account incoherent scattering. Also, it may not hold for
densely packed scatterers. In other words, the equivalent im-
pedanceZs* should also include a resistive component asso-
ciated with the attenuation of the boundary wave. Therefore,
the characteristic roughness length scalee should be treated
as a complex quantity, even when dealing with rigid, rough
surfaces. Preliminary results with a complexe have been
recently reported21 but more work needs to be done to estab-
lish the range of validity of the analogy between a rough
boundary and an impedance boundary with finite curvature.

C. Partially rough surface

Three additional experiments were carried out to deter-
mine the relative effect of boundary wave growth~coherent
scattering! and attenuation~incoherent scattering! along and
behind a curved, rough surface with a configuration identical

FIG. 4. Insertion loss along a vertical axis at an arc lengths51.00 m behind
the apex on the surface.z50 is on the surface,z520 cm is the line of sight,
z540 cm is in the bright zone.~a! 6 kHz, ~b! 8 kHz, and~c! 12 kHz. d:
experimental data over the curved, rough surface;l: experimental data
over the curved smooth surface; ———: creeping wave series for a rigid
smooth surface; ---: creeping wave series for a smooth surface with imped-
anceZ* 5rc/(2 ike), with e50.085 cm.
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to that shown in Fig. 1. In the first two experiments, the
source and receiver were fixed, the receiver being on the
surface, deep into the shadow zone ats5100 cm. In the first
experiment, strips of surface roughness~10-cm wide! were
progressively removed from the bright side to the shadow
side to study the transition from a fully rough to a fully
smooth surface. In the second experiment, a single strip
~20-cm wide! of roughness elements was progressively
moved from the bright side to the shadow side, every 10 cm,
over the otherwise smooth surface to examine where the
scattering effects were dominant. In the third experiment, the
bright side of the hill was left smooth, the shadow side was
covered with roughness elements, and the insertion loss was
measured successively on the surface and along the line of
sight. The results are purely experimental.

1. Gradually removing the roughness (fixed source,
fixed receiver)

Figure 5~a!–~c! shows the experimental results obtained
at 6, 8, and 12 kHz, respectively, when gradually removing
the roughness. The abscissa in Fig. 5 is the location of the
smooth–rough interface, and the ordinate is the insertion loss
measured at the receiver.~The data at 6 kHz is available only
up to a smooth–rough interface located at160 cm in the

shadow zone, whereas it is plotted up to 120 cm for 8 and 12
kHz.! As roughness is removed, the insertion loss remains
nearly constant until the smooth–rough interface reaches ap-
proximately s5260 cm, s being the arc length measured
from the apex. At this location, the ray path between the
source and the receiver makes an angle of 8° with the hori-
zontal axis~source apex!, so that the angle of incidence with
respect to the curved surface is about 22°. When roughness is
removed beyond this point, the insertion loss in the shadow
zone drops. The location of this drop characterizes where
scattering effects dominate and that location appears to be
nearly independent of frequency. However, the magnitude of
this drop is much more dramatic at higher frequencies as one
would expect, since attenuation by incoherent scattering is
dominant at higher frequencies. As the roughness is removed
near the apex and beyond, the insertion loss begins to rise.
This is consistent with the notion that a boundary wave that
is creeping into the shadow zone grows with distance. Re-
moving roughness in the shadow zone reduces the distance
over which the boundary wave can grow and one observes,
at a given frequency, a progressive increase in insertion loss,
as shown in Fig. 5.

2. Moving a strip of roughness across the smooth
surface (fixed source, fixed receiver)

In this experiment, a strip of roughness with a width of
20 cm was moved over the otherwise smooth, curved sur-
face, from the bright zone to the deep shadow zone. The
source was fixed, 1.12 m from the apex. The receiver was in
the deep shadow, on the surface, at an arc lengths
5100 cm. The results obtained at 6, 8, and 12 kHz are
shown in Fig. 6~a!–~c!, where the abcissa is the location of
the center of the strip of roughness, and the ordinate is the
insertion loss at the receiver. An increase in insertion loss
can be observed at arounds5260 to240 cm as the rough-
ness strip is moved through the bright zone. This effect is
more pronounced at higher frequencies and confirms that this
region is where incoherent scattering effects are dominant.
The drop in insertion loss~i.e., increase in sound-pressure
level! that is observed fors.240 cm confirms the notion
that a boundary wave develops along the surface. Again,
when comparing the insertion loss measured at different fre-
quencies, one should keep in mind that the strip of roughness
‘‘looks’’ twice as long at 12 kHz than at 6 kHz, thus allow-
ing for further boundary wave growth.

3. Roughness in the shadow zone only (fixed source,
moving receiver)

In this experiment, the curved surface was completely
smooth in the bright zone (s,0) and covered with gravel
over the entire shadow zone (s.0). The source was 1.12 m
from the apex. Figure 7~a!–~c! shows the insertion loss~open
circles! measured on the surface at 6, 8, and 12 kHz, whereas
Fig. 8~a!–~c! shows the insertion loss~open circles! along
the line of sight, also at 6, 8, and 12 kHz. For comparison,
we also show the insertion loss measured over the fully
rough surface~black circles!, over the fully smooth surface
~black diamonds!, as well as the predictions from the creep-
ing wave series~solid line!. Again, the results shown in Figs.

FIG. 5. Insertion loss in the deep shadow zone as roughness is gradually
removed. The receiver is on the surface at an arc length,s51.00 m behind
the apex. The abcissa is the location of the smooth-rough interface.~a! 6
kHz, ~b! 8 kHz, and~c! 12 kHz.s: experimental data;d: experimental data
from Fig. 2 for the curved, fully rough surface;l: experimental data from
Fig. 2 for the curved, fully smooth surface;j: prediction from the creeping
wave series for the fully smooth surface.
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7 and 8 are consistent with the notion that boundary wave
growth, which occurs near and along the surface in the
shadow zone, is dominant at 6 kHz, whereas incoherent scat-
tering, which occurs mostly in the bright zone, is the domi-
nant effect at 12 kHz. Indeed, removing the scatterers in the
bright zone consistently lowered the insertion loss at all fre-
quencies and receiver locations~except at 6 kHz where scat-
tering effects are negligible!. This result may have some
practical importance in the design of berms for highway
noise reduction. To the authors’ knowledge, no theory is
currently available to predict the measured insertion losses.

III. SCALING

For practical applications, it is necessary to discuss the
scaling involved in our indoor experiments. We discuss first
the scaling associated with the diffraction problem, and then,
the scaling associated with surface roughness. Fock2 has
shown that, for the diffraction of waves~wave numberk! by
a curved smooth surface of radius of curvatureR, the char-
acteristic nondimensional scale is

kl5S kR

2 D 1/3

. ~6!

The nondimensional field coordinates~j,n! can be found22 by
introducing a parabolic coordinate system, (s,v), wheres

represents the arc length along the surface, andv is the
height of the field point measured along a normal to the
surface. The apex of the hill is defined bys50 andv50.
The nondimensional parabolic coordinates which scale the
problem are given by

j5S s

RD ~kl !, n5S 2v
R D ~kl !2. ~7!

Similarly, the distancex along the line of sight can be non-
dimensionalized into

X521/3S x

RD ~kl !. ~8!

As far as the roughness scaling is concerned, one can
introduceH̄5kH, s̄5ks, and L̄e5kLe as nondimensional
variables for average height, standard deviation, or rms
height, and correlation length, respectively, which leads14 to
the nondimensional roughness scale parameterē5ke. For
propagation over a flat, rough surface, the boundary wave is
expressed in nondimensional form as

UPB

PD
U}ē r̄ 1/2e2 z̄ ē e2 d̄ r̄ e2 b̄ r̄ 2

, ~9!

wherer̄ 5kr, z̄5kz ~z being the height above the boundary!,
d̄5d/k, andb̄5bM /k2, whered andbM are the linear and

FIG. 6. Insertion loss in the deep shadow zone as a 20-cm-wide strip of
roughness is gradually moved across the surface. The receiver is on the
surface at an arc length,s51.00 m behind the apex. The abcissa is the
location of the center of the strip of roughness.~a! 6 kHz, ~b! 8 kHz, and~c!
12 kHz. s: experimental data;l: experimental data from Fig. 2 for the
curved, fully smooth surface.

FIG. 7. Insertion loss on the curved surface at~a! 6 kHz, ~b! 8 kHz, and~c!
12 kHz when the surface is fully smooth fors,0 and fully rough fors
.0. The abcissa is the location of the receiver.s: experimental data;d:
experimental data from Fig. 2 for the curved, fully rough surface;l: ex-
perimental data from Fig. 2 for the curved, fully smooth surface; ———:
creeping wave series for a rigid smooth surface.
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quadratic attenuation coefficients introduced in Ref. 14.
(bM has the units ofm22.! As an example, consider the case
of a 100:1 scale factor. Figure 2~a! indicates that, by adding
roughness of average height^H&;25 cm, rms heights
;16 cm, and correlation lengthLe;18 cm~i.e., a roughness
length scale parametere;8.5 cm!, one should measure at 60
Hz a relative increase of about 6 dBin sound-pressure level
in the shadow zone, on the surface at a distance of 100 m
behind the apex of a hill of radius of curvature 250 m. Under
the same conditions, it appears from Fig. 3~c! that, at 120 Hz,
one should expect a relative decrease of about 15 dB in
sound-pressure levels measured along the line of sight at a
distance of 40 to 140 m behind the apex. These predictions
are for rigid roughness over a rigid ground. Clearly, rigid
roughness can drastically alter the sound field in the shadow
zone and in the penumbra behind a convex obstacle, or, simi-
larly, in an upwardly refractive atmosphere. Real scale out-
door experiments are needed to validate these results.

IV. CONCLUSIONS

Small-scale experiments have been conducted to study
the propagation of sound over a curved, convex, rigid surface
covered with steep-sloped, densely packed roughness ele-
ments. The sound-pressure levels~relative to free field! were
measured at 6, 8, and 12 kHz, successively on the surface,

along the line of sight behind the surface, and along a verti-
cal axis in the shadow zone. It appears that surface roughness
can have a drastic effect on the sound-pressure levels mea-
sured in the shadow zone and in the penumbra region. At
low frequencies~f 56 kHz, ke50.09!, a boundary wave
caused by coherent multiple scattering develops near the sur-
face, creeps into the deep shadow zone, and increases the
sound-pressure levels measured in the deep shadow zone by
up to 8 dB as compared to the levels measured in the absence
of surface roughness. At high frequencies~f 512 kHz, ke
50.18!, surface roughness causes incoherent scattering and
decreases the measured sound-pressure levels by about 10
dB on the surface, in the shadow zone, and by 10 to 20 dB
along the line of sight behind the apex. Predictions obtained
by modeling the rough surface as an equivalent smooth sur-
face of finite impedance17,18 in the computation of the creep-
ing wave series4,15 are, in general, poor estimates of the mea-
sured data, except on the surface and at low frequencies.
~Recent results,21 however, indicate that good predictions
can be obtained if one introduces a complexe whose phase
accounts for the attenuation of the boundary wave by inco-
herent scattering.! To further understand the relative contri-
butions of the diffraction and scattering mechanisms, addi-
tional experiments were performed with a partially rough,
curved surface. It appears that incoherent scattering occurs
mostly in the bright zone, before the apex, whereas coherent
scattering~boundary wave growth! occurs all along the sur-
face, even in the deep shadow. These effects may be impor-
tant when considering long-range sound propagation over
realistic terrain, or in the design of effective sound barriers
and berms for highway noise reduction. At present, the au-
thors are not aware of any theory available to predict the
measurements reported in this paper.

ACKNOWLEDGMENTS

James P. Chambers was supported by a Hertz Fellow-
ship from the Fannie and John Hertz Foundation for his
graduate studies at the Georgia Institute of Technology. The
authors are also very grateful to Shane Stone for his experi-
mental assistance and to Lou Sutherland for his insightful
comments and constructive criticism of this paper.

1J. A. Ogilvy, Theory of Wave Scattering from Random Rough Surfaces
~Hilger, New York, 1991!.

2V. A. Fock, Electromagnetic Diffraction and Propagation Problems~Per-
gamon, New York, 1965!.

3A. D. Pierce,Acoustics: An Introduction to Its Physical Principles and
Applications~McGraw-Hill, New York, 1981!, pp. 469–478.

4A. Berry and G. Daigle, ‘‘Controlled experiments on the diffraction of
sound by a curved surface,’’ J. Acoust. Soc. Am.83, 2047–2058~1988!.

5H. Medwin and J. C. Novarini, ‘‘Modified sound refraction near a rough
ocean bottom,’’ J. Acoust. Soc. Am.76, 1791–1796~1984!.

6V. Twersky, ‘‘On scattering and reflection of sound by rough surfaces,’’ J.
Acoust. Soc. Am.29, 209–225~1957!.

7I. Tolstoy, ‘‘The scattering of spherical pulses by slightly rough sur-
faces,’’ J. Acoust. Soc. Am.66, 1135–1144~1979!.

8I. Tolstoy, ‘‘Smoothed boundary conditions, coherent low-frequency scat-
ter, and boundary modes,’’ J. Acoust. Soc. Am.75, 1–22~1984!.

9R. J. Lucas and V. Twersky, ‘‘Coherent response to a point source irra-
diating a rough plane,’’ J. Acoust. Soc. Am.76, 1847–1863~1984!.

10R. J. Lucas and V. Twersky, ‘‘Inversion of data for near-grazing propa-
gation over rough surfaces,’’ J. Acoust. Soc. Am.80, 1459–1472~1986!.

11C. Eckart, ‘‘The scattering of sound from the sea surface,’’ J. Acoust. Soc.
Am. 25, 556–570~1953!.

FIG. 8. Insertion loss along the line of sight behind the apex of the curved
surface at~a! 6 kHz, ~b! 8 kHz, and~c! 12 kHz when the surface is fully
smooth fors,0 and fully rough fors.0. The abcissa is the location of the
receiver along the line of sight.s: experimental data;d: experimental data
from Fig. 3 for the curved, fully rough surface;l: experimental data from
Fig. 3 for the curved, fully smooth surface; ———: creeping wave series for
a rigid smooth surface.

713 713J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 J. P. Chambers and Y. H. Berthelot: Propagation of sound



12H. Medwin, J. Bailie, J. Bremhorst, B. J. Savage, and I. Tolstoy, ‘‘The
scattered acoustic boundary wave generated by grazing incidence at a
slightly rough rigid surface,’’ J. Acoust. Soc. Am.66, 1131–1134~1979!.

13H. Medwin, G. L. D’Spain, E. Childs, and S. J. Hollis, ‘‘Low-frequency
grazing propagation over periodic steep-sloped rigid roughness ele-
ments,’’ J. Acoust. Soc. Am.76, 1774–1790~1984!.

14H. Medwin and G. L. D’Spain, ‘‘Near-grazing, low-frequency propaga-
tion over randomly rough, rigid surfaces,’’ J. Acoust. Soc. Am.79, 657–
665 ~1986!.

15Y. H. Berthelot, ‘‘A note on the acoustic penumbra behind a curved sur-
face,’’ J. Acoust. Soc. Am.99, 2428–2429~1996!.

16I. Tolstoy, ‘‘Energy transmission into a shadow zone by rough surface
boundary wave,’’ J. Acoust. Soc. Am.69, 1290–1298~1981!.

17M. S. Howe, ‘‘On the long range propagation of sound over irregular
terrain,’’ J. Sound Vib.98, 83–94~1985!.

18K. Attenborough and S. Taherzadeh, ‘‘Propagation from a point source

over a rough finite impedance boundary,’’ J. Acoust. Soc. Am.98, 1717–
1722 ~1995!.

19A. R. Wenzel, ‘‘Propagation of waves along an impedance boundary,’’ J.
Acoust. Soc. Am.55, 956–963~1974!.

20I. Tolstoy, ‘‘Rough surface boundary wave attenuation due to incoherent
scatter,’’ J. Acoust. Soc. Am.77, 482–491~1985!.

21Y. H. Berthelot and J. P. Chambers, ‘‘On the analogy between sound
propagation over a rough surface and sound propagation over a smooth
surface with modified surface impedance,’’ inProceedings of the 7th
Long Range Sound Propagation Symposium~Ecole Centrale de Lyon,
Ecully, France, 1996!.

22Y. H. Berthelot and J.-X. Zhou, ‘‘Scale model experiments on the validity
of the matched asymptotic expansions theory for sound diffraction by a
curved surface of finite impedance,’’ J. Acoust. Soc. Am.93, 605–608
~1993!.

714 714J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 J. P. Chambers and Y. H. Berthelot: Propagation of sound



Focusing and imaging using eigenfunctions of the scattering
operator

T. Douglas Masta)

Department of Electrical Engineering, University of Rochester, Rochester, New York 14642

Adrian I. Nachman
Department of Mathematics, University of Rochester, Rochester, New York 14627

Robert C. Waag
Departments of Electrical Engineering and Radiology, University of Rochester, Rochester, New York 14627

~Received 15 October 1996; accepted 14 February 1997!

An inverse scattering method that uses eigenfunctions of the scattering operator is presented. This
approach provides a unified framework that encompasses eigenfunction methods of focusing and
quantitative image reconstruction in arbitrary media. Scattered acoustic fields are described using a
compact, normal operator. The eigenfunctions of this operator are shown to correspond to the
far-field patterns of source distributions that are directly proportional to the position-dependent
contrast of a scattering object. Conversely, the eigenfunctions of the scattering operator specify
incident-wave patterns that focus on these effective source distributions. These focusing properties
are employed in a new inverse scattering method that represents unknown scattering media using
products of numerically calculated fields of eigenfunctions. A regularized solution to the nonlinear
inverse scattering problem is shown to result from combinations of these products, so that the
products comprise a natural basis for efficient and accurate reconstructions of unknown
inhomogeneities. The corresponding linearized problem is solved analytically, resulting in a simple
formula for the low-pass-filtered scattering potential. The linear formula is analytically equivalent to
known filtered-backpropagation formulas for Born inversion, and, at least in the case of small
scattering objects, has advantages of computational simplicity and efficiency. A similarly efficient
and simple formula is derived for the nonlinear problem in which the total acoustic pressure can be
determined based on an estimate of the medium. Computational results illustrate focusing of
eigenfunctions on discrete and distributed scattering media, quantitative imaging of inhomogeneous
media using products of retransmitted eigenfunctions, inverse scattering in an inhomogeneous
background medium, and reconstructions for data corrupted by noise. ©1997 Acoustical Society
of America.@S0001-4966~97!02308-4#

PACS numbers: 43.20.Fn, 43.60.Pt, 43.35.Wa, 43.80.Qf@ANN#

INTRODUCTION

This paper presents a new inverse scattering method that
employs the focusing properties of certain acoustic fields ob-
tained by retransmitting eigenfunctions of the scattering op-
erator.

Eigensystem decomposition of the scattering operator,
regardless of the inversion method employed, has potential
advantages in methods of collecting and analyzing scattering
data. Previous work in electrical impedance tomography has
employed eigenfunction decomposition of an operator asso-
ciated with the measurement process to determine optimal
input current patterns and quantify the achievable resolution
of imaging systems.1,2 These optimal inputs can also be de-
termined by iteratively retransmitting input patterns that are
proportional to the measured scattered field. This approach is
essentially an analog implementation of the ‘‘power
method’’ for determining the eigenvectors of matrices.2,3

Likewise, the techniques of optical and acoustic phase
conjugation4–7 and the analogous process of time reversal8,9

can be understood as analog methods of computing the
eigenfunctions of an operator associated with the phase con-
jugation or time-reversal process. Simple focusing by phase
conjugation, in which received echoes are conjugated or time
reversed and retransmitted, is equivalent to a single iteration
of the power method. Further iterations of this procedure
correspond to additional steps in the power method, and thus
converge to the most significant eigenfunction of the associ-
ated operator at a rate specified by the ratio of the two largest
eigenvalues.3 The eigenfunctions of the ‘‘time-reversal op-
erator,’’ whether obtained by iterative time reversal or by
numerical diagonalization, have been previously shown to
correspond to source distributions that can focus incident
energy on strong, pointlike scatterers.10,11

Eigensystem analysis has historically played a role in
the theory of inverse scattering for radially symmetric
objects.12 For these objects, separation of variables naturally
leads to a representation of the scattering operator in terms of
trigonometric functions. Since these eigenfunctions are the
same for any radial scatterer, the inverse scattering problem
could be reduced to the problem of determining the unknown
object from the eigenvalues of the scattering operator.

a!Current affiliation: Applied Research Laboratory, The Pennsylvania State
University, P.O.B. 30, State College, PA 16802.
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However, before the method presented here, the focus-
ing properties of eigenfunctions have not been exploited for
quantitative reconstruction of inhomogeneous media. It is
stated in Ref. 9 that the concept of time reversal ‘‘cannot be
directly compared to computed tomography’’ or to ‘‘tech-
niques that generate the image of the medium through signal
analysis.’’ Although the basic principles of focusing on point
targets using the eigenfunctions of scattering operators have
been put forth in Ref. 10, these principles have not previ-
ously been shown to apply to general distributed inhomoge-
neities. Furthermore, no general imaging method has hitherto
been based on these principles.

The current method presents a solution to the imaging
problem by bringing together recent results in the theory of
focusing, diffraction tomography, and inverse problems to
synthesize a unified framework for quantitative imaging of
inhomogeneous media. Application of the method shows that
focusing on distributed inhomogeneities can be achieved us-
ing eigenfunctions and also provides a technique for quanti-
tative imaging of discrete and distributed inhomogeneities
using focusing properties.

This method has several advantages over current inverse
scattering methods. First, the eigenfunction formulation pro-
vides optimal bases for reconstruction of unknown media, so
that inversions are performed with the minimum possible
complexity. Second, the method is applicable to any scatter-
ing medium for which the total acoustic pressure associated
with an incident plane wave can be estimated. Inverse scat-
tering in inhomogeneous background media as well as itera-
tive nonlinear inverse scattering can therefore be directly
implemented. Third, part of the computation necessary for
the inverse scattering algorithm can be performed by analog
means using ideas from the power method.

The present approach also provides new understanding
about existing methods of focusing and imaging. For simple
scattering objects, the new method presented here reduces to
a quantitative specification of focusing similar to that ob-
tained by iterative phase conjugation or time reversal. The
eigenfunctions of scattering operators are shown not only to
focus on pointlike scatterers, as has been previously
shown,10,11 but also to concentrate incident energy in the
vicinity of general, distributed inhomogeneities. The method
also improves on previous approaches to focusing using
eigenfunctions in that quantitative images of medium param-
eters are obtained simultaneously with optimal incident-
wave distributions. For the case of weakly scattering objects,
the method reduces to a simple inversion algorithm that is
mathematically equivalent to the filtered backpropagation
algorithm,13–15but is optimally tailored to the unknown scat-
tering medium. The method reduces to a comparably simple
and efficient formula for the case of weakly nonlinear in-
verse scattering.

Analysis given in Sec. I shows that eigenfunctions of
scattering operators are equal to the acoustic fields of effec-
tive source distributions that are proportional to the com-
pressibility contrast of the scattering object. An inverse scat-
tering method that incorporates products of retransmitted
fields of eigenfunctions is presented. The general method is
then employed to derive an analytic inversion formula valid

under the Born approximation as well as a simple nonlinear
formula valid for small multiple-scattering effects. Numeri-
cal implementation of these methods is presented in Sec. II.
Numerical results shown in Sec. III illustrate focusing on
discrete and distributed inhomogeneities using a few eigen-
functions. Also, quantitative inverse scattering results are
shown both within the context of a homogeneous back-
ground medium and an inhomogeneous background medium.

I. THEORY

A. Background

An inverse scattering method for a medium of variable
sound speed is derived. For simplicity of exposition, the deri-
vation is given for the canonical two-dimensional scattering
configuration sketched in Fig. 1. However, with minor modi-
fications, the method is applicable to arbitrary geometries
and dimensions.

When the incident pressure is a plane wave of unit am-
plitude propagating in the directiona, so that
pi(x)5eika•x, the corresponding total acoustic pressure
p(x,a) at the positionx is given by the Lippman–Schwinger
equation16,17

p~x,a!5eika•x2E G0~x2y,k!q~y!p~y,a!dy, ~1!

whereG0(x2y) is the Green’s function for the Helmholtz
equation in a homogeneous medium. In an unbounded two-
dimensional medium,G0(x2y) is given by the Hankel func-
tion (i /4)H0

(1)(kux2yu).18 The anglea is defined as the
angle corresponding to the direction unit vectora, the wave
numberk is equal to 2p f /c0 wherec0 is the wave speed of
the background medium, andf is the temporal frequency of
the incident wave. The integral appearing in Eq.~1!, as well
as subsequent integrals inx and y, are understood to be
taken over the entire plane inR2. The scattering potential
q is given for a medium of variable sound speed by

q~x!52k2S c0
2

c2~x!
21D . ~2!

The quantity within parentheses is equal, for a medium of
constant density, to the compressibility contrastgk , as de-
fined in Ref. 17. The scattering potential is assumed to be

FIG. 1. Scattering configuration. An incident plane wave traveling in the
directiona is scattered by an inhomogeneity and the scattered field is mea-
sured in the directionu.
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real-valued and to be short-range, that is, the potentialq
decreases at large distances such that

uq~x!u<C~11uxu!212d, ~3!

whereuxu is the magnitude of the position vectorx, for some
d.0.

At a measurement radiusr in the far field and a mea-
surement angleu, the scattered pressure,ps5p2pi , is of
the form

ps~r ,u,a!52A i

8p

eikr

Akr
A~u,a!1oS 1

Akr
D , ~4!

whereA is the far-field pattern of the scattered pressure

A~u,a!5E e2 iku–xq~x!p~x,a!dx. ~5!

The incident pressure may be more generally taken as a
superposition of plane waves propagating in all directions,

pi~x!5E f ~a!eika–x da. ~6!

The far-field pattern of the corresponding scattered acoustic
pressure is then

A f~u!5E A~u,a! f ~a!da. ~7!

Equation~7! defines an operatorA that maps an incident-
wave distributionf (u) into the corresponding far-field scat-
tered pressureA f(u). The operatorA is related to the usual
scattering operatorS ~Ref. 19! by

S5I 2
i

4p
A, ~8!

whereI is the identity operator.
The operatorA is compact19 and therefore has a count-

able number of discrete eigenvalues with zero as the only
possible cluster point. In practice, only a finite number of
eigenvalues are distinguishable from zero. Since the poten-
tial q is real-valued, the scattering operator is unitary, so that
the eigenvalues ofA lie in the complex plane on the circle
centered at24p i and passing through the origin. It also
follows thatA is normal (A* A5AA* , whereA* is the Her-
mitian transpose ofA), so that an orthonormal basis$ f i% for
L2@0,2p# exists consisting of eigenfunctions ofA.

SinceA is a normal operator, the Hermitian transpose
A* satisfies the relationA* f i5l* f i , where f i is an eigen-
function of A and l i

* is the complex conjugate ofl i . The
eigenfunctions ofA therefore also satisfy the equation

A* A fi5ul i u2f i . ~9!

Thus the functionsf i also constitute a basis of eigenfunctions
for A* A and the corresponding eigenvalues are the squared
magnitudes of the eigenvalues ofA. The operatorA* A is
essentially a far-field analog of the ‘‘time-reversal operator’’
as defined in Ref. 10.

B. Focusing properties

The focusing properties ofA are seen by considering the
ratio of the scattered amplitude to the incident amplitude.
SinceA is normal, the magnitude of its largest eigenvalue is
equal to the largest possible value of this ratio for any non-
zero f :

ul1u5supF iA f~u!iL2

i f ~u!iL2
G , ~10!

where sup~•! denotes the least upper bound andi f (•)iL2

denotes the root-mean-square magnitude of a square-
integrable function. Thus the eigenfunction associated with
the largest eigenvalue ofA specifies an incident-wave distri-
bution that maximizes the energy scattered to the far field.
Other eigenfunctions also focus energy on inhomogeneities
with an efficiency that is quantified by the associated eigen-
values.

The focusing property of eigenfunctions ofA is further
illustrated by introducing the acoustic fields of incident-wave
distributions specified by the eigenfunctions. One may define
retransmitted fields of an incident-wave distributionf (a) as

E~x!5E f ~a!eika–x da,
~11!

F~x!5E f ~a!p~x,a!da,

where E(x) is the retransmitted field associated with the
incident-wave distribution in a homogeneous medium and
F(x) is the retransmitted field in a medium containing the
inhomogeneityq(x).

For incident-wave patterns corresponding to eigenfunc-
tions that have nonzero eigenvalues, the retransmitted fields
of Eqs.~11! can be written using Eqs.~5! and~7! in the form

Ei~x!5
2p

l i
E J0~kux2yu!Fi~y!q~y!dy,

~12!

Fi~x!5
1

l i
E ^p~x,u!,eiku–y&Fi~y!q~y!dy.

The brackets in Eq.~12! denote the inner product

^u,v&5E
0

2p

u~u!v* ~u!du, ~13!

while the inner product appearing in the expression forEi

was evaluated using the identity

J0~z!5
1

2pE eiz cosu du ~14!

known as Parseval’s integral.20 The retransmitted fields of
Eq. ~11! are thus seen to be equivalent to a weighted convo-
lution of the unknown scattering potential with inner prod-
ucts of acoustic fields.

When the scattering potentialq(x) is concentrated in a
finite number of pointlike scatterers, each very small com-
pared to a wavelength, Eq.~12! reduces to an expression of
diffraction-limited focusing on each point scatterer. That is,
for a scattering medium defined by
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q~x!5(
1

M

m jd~x2xj !, ~15!

the retransmitted fieldEi(x) is

Ei~x!5
2p

l i
(

j
Fi~xj !J0~kux2xju!m j , ~16!

so that in this case, the retransmitted fieldEi(x) is equal to a
weighted sum of Bessel functions, each centered at the loca-
tion of one of the point scatterers. These Bessel functions
correspond to a group of diffraction-limited main lobes, cen-
tered at each scatterer positionxj, with corresponding Bessel
sidelobes that combine coherently. Thus each retransmitted
field Ei focuses to some extent on all of the individual point
scatterers.

The close relationship between the retransmitted fields
of eigenfunctions and the unknown scattering potential, as
seen in Eq.~12!, is an expression of the focusing property of
eigenfunctions. That is, since eigenfunctions ofA correspond
to incident-wave patterns that concentrate energy within the
support of the scattering potential, they can be said to focus
on general distributed inhomogeneities as well as pointlike
scatterers. This idea is illustrated numerically later in this
paper.

C. Inverse scattering method

Because of the focusing properties outlined above, re-
transmitted fields of eigenfunctions are a useful starting point
for inverse scattering reconstructions. A general inverse scat-
tering method incorporating these ideas is outlined below.

The starting point for this method is an expression of the
inverse scattering problem in terms of the operatorA of
Eq. ~7! and the corresponding retransmitted fields defined in
Eq. ~11!:

^A fi , f j&5d i j l i5E Fi~x!Ej
* ~x!q~x!dx,

i , j 51,2,... . ~17!

The problem can be regularized by seeking the solution that
minimizes the weightedL2 norm

iqiW
2 5E uq~x!u2W~x!dx ~18!

with W(x) an appropriate weight. For the analysis given be-
low, this weight is defined asW(x)5(11uxu)d,d.0. For the
explicit computations given later, other choices ofW(x) are
more natural.

A solution to the minimization problem is obtained us-
ing the method of Lagrange multipliers, analogous to the
approach used in Ref. 21 for a linearized electric impedance
tomography problem. At a minimum, the~infinite-
dimensional! gradient ofiqiW

2 is a linear combination of the
gradients of the constraints in Eq.~17!. The latter can be
calculated using the two-potential formula16

Aq1
~u,a!2Aq2

~u,a!5E p1~x,a!

3„q1~x!2q2~x!…p2~x,u1p!dx,

~19!

whereAq1
, p1 , Aq2

, andp2 are the scattering operators and
the total acoustic pressures for the inhomogeneous media
defined by q1(x) and q2(x), respectively. Equation~19!
yields the derivative

lim
e→0

Aq1e q̃~u,a!2Aq~u,a!

e
5E p~x,a! q̃~x!p~x,u1p!dx,

~20!

while the infinite-dimensional gradient ofiqiW
2 is found from

lim
e→0

iq1e q̃iW
2 2iqiW

2

e
52E q~x! q̃~x!W~x!dx. ~21!

The result follows that if the potentialqM(x) solves the
regularized inverse scattering problem@minimization of the
weighted norm from Eq.~18! under the constraint of Eq.
~17!#, qM must be of the form

qM~x!5
1

W~x!(l
(
m

QlmFl~x!F̄m
* ~x!, ~22!

where F̄m
* (x), the complex conjugate of the retransmitted

field corresponding to an incoming condition at infinity, is
defined as

F̄ * ~x!5E f * ~a!p~x,a1p!da, ~23!

and the coefficientsQlm are the Lagrange multipliers. If the
above gradients are taken with respect to the real and imagi-
nary parts of a complex potential, Eq.~22! as stated is also
found to be valid when the potentialqM is complex. In some
of the simplifying approximations made below, Eq.~22! will
yield a complex potentialqM even when the data are as-
sumed to come from a unitary scattering operator associated
with the real potentialq.

By substituting Eq.~22! into Eq. ~17!, the inverse prob-
lem is reduced to the problem of finding the coefficients
Qlm from the nonlinear system

d i j l i5(
l

(
m

F E Fi~x!Ej
* ~x!Fl~x!F̄m

* ~x!

W~x!
dxGQlm ,

i , j 51,2,... , ~24!

where the dependence of the fieldsF and F̄ * on the scatter-
ing potentialq is implicit.

In general, the scattering potentialq(x), and therefore
the total pressure fieldp(x,a), are unknown in inverse scat-
tering problems. The functionp(x,a) that implicitly appears
in Eq. ~24! may therefore be replaced by the best available
estimate for the total pressure. Equation~24! can then be
solved for the coefficientsQlm by standard numerical tech-
niques for solution of linear systems.

The number of termsN can be chosen arbitrarily; how-
ever, increasingN beyond the number of nonzero eigenval-
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ues ofA is of limited benefit in reconstructions. For simple
scattering objects,q can be represented by expansions em-
ploying small values ofN. For instance, for an inhomogene-
ity consisting of finitely many point scatterers,N comparable
to the number of scatterers is sufficient.

The above method simplifies further in the case of a
weakly scattering medium, for which the total pressurep can
be approximated by the incident pressure. In this case, taking
the weightW(x)[1, the coefficientsQlm can be evaluated
analytically. From Eq.~22!, under the Born approximation,
the scattering potential takes the form

qB~x!5(
l

(
m

QlmEl~x!Em
* ~x!. ~25!

Substituting Eq.~25! into Eq. ~5! gives the equation

A~u,a!5(
l

(
m

QlmE e2 iku–xEl~x!Em
* ~x!p~x,a!dx.

~26!

Replacement ofp(x,a) in Eq. ~26! by the incident plane
wave eika–x, use of Eq.~11!, and integration inx over R2

yields

A~u,a!5
~2p!2

k2 (
l

(
m

QlmE
2p

p E
2p

p

d~u2a2u81a8!

3 f l~u8! f m
* ~a8!du8da8 ~27!

for u2a not equal to 0 orp. The double integral in Eq.~27!
can be evaluated using the change of variables

x185cosu82cosa8, x285sin u82sin a8, ~28!

which is one-to-one when restricted to the regionsa8,u8
anda8.u8. Evaluation of the integral yields

usin~u2a!uA~u,a!5
~2p!2

k2 (
l

(
m

Qlm„f l~u! f m
* ~a!

1 f l~a1p! f m
* ~u1p!…. ~29!

Equation~29! can be solved for the coefficientsQlm using
the fact that the eigenfunctionsf l(u) are orthonormal as well
as the reciprocity identity16

A~u1p,a1p!5A~a,u!. ~30!

The solution is

Qlm5
k2

8p2EEusin~u2a!uA~u,a! f l
* ~u! f m~a!da du.

~31!

Equations~25! and ~31! specify a solutionqB to the
linearized inverse problem. This solution is, in general, com-
plex, even when the true potentialq is purely real. A physi-
cal way to understand why the Born approximation yields a
complex scattering potential for a lossless medium is to rec-
ognize that this approximation neglects multiple scattering
and thus, the resulting output energy differs from the input
energy. The corresponding scattering operator is then no
longer unitary, and is only physically realizable by a poten-
tial with a nonzero imaginary part. For weak scattering, the

energy discrepancy is small and so is the imaginary part of
the potential.

The analytic solution of Eqs.~25! and~31! is equivalent
to the well-known filtered backpropagation formula13–15and
has the advantage of computational simplicity, as discussed
later in this paper. Equivalence between the two formulas is
shown by formulating an expansion ofe2 ika–x, viewed as a
function ofa, in terms of the orthonormal basis$ f m(a)%. In
view of Eqs.~11!, this expansion yields the identity

e2 ika–x5(
m

Em
* ~x! f m~a!. ~32!

Substituting Eq.~31! in Eq. ~25! and using Eq.~32! as well
as its conjugate gives

qB~x!5
k2

8p2EEusin~a2u!uA~u,a!eikx•~u2a!da du, ~33!

which is the standard filtered backpropagation formula.
Equation~33! yields the low-pass-filtered version of the true
potentialq if multiple scattering effects are negligible. The
correct nonlinear generalization of the linearized low-pass
filtered solutionqB is the minimalL2 ~or weightedL2) so-
lution qM , which is of a form specified by Eq.~22!.

The inverse scattering method developed above can also
be used with any orthonormal set of basis functions for
L2@0,2p#. For instance, reconstructions can be performed
using eigenfunctions ofA for axisymmetric objects rather
than using the eigenfunctions associated with the measured
A. In this case, the eigenfunctions take the form

f m~u!5
1

A2p
eimu, m50,61,62,... . ~34!

The retransmitted fieldsEm can be analytically evaluated to
be

Em~r ,f!5A2p i meimfJm~kr !, ~35!

and the coefficientsQlm for the low-pass-filtered reconstruc-
tion of q are given by

Qlm5
k2

16p3EEusin~u2a!uA~u,a!e2 i l ueimada du.

~36!

While the retransmitted fields specified by Eq.~35! are not
ideally matched to nonaxisymmetric scattering media, they
can be analytically evaluated and stored for use in fast re-
constructions. Since these retransmitted fields are also unaf-
fected by uncertainties in scattering measurements, they are
suitable for reconstructions from data corrupted by noise.

Finally, use of the eigenfunction method beyond linear
inversion is demonstrated by considering the case where the
inhomogeneous-medium retransmitted fieldsF can be esti-
mated from a first approximation to the scattering potential
q. One approach in this case is to solve the full system of
equations defined by Eq.~24!; however, a more numerically
efficient correction to the Born approximation can be ob-
tained by invoking the localized nonlinear approximation in-
troduced in Ref. 22 for electromagnetic scattering. This ap-
proximation follows from writing the Lippman–Schwinger
equation@Eq. ~1!# in the form
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p~x,a!5G~x!S eika–x2E „p~y,a!2p~x,a!…

3q~y!G0~x2y!dyD , ~37!

where the quantityG(x), called the depolarization tensor in
electromagnetic scattering,22 is defined by

G~x!5S 11E q~y!G0~x2y!dyD 21

. ~38!

The second term in Eq.~37! is presumed to be small because
the singularity of the Green’s function is cancelled by the
difference term appearing in the integrand. Thus the total
pressure may be approximated by the formula

p~x,a!'G~x!eika–x. ~39!

The form for the scattering potential given by Eq.~22!
then becomes

qM~x!'
G~x!2

W~x! (l
(
m

QlmEl~x!Em
* ~x!. ~40!

Substituting this form into Eq.~5! and using Eq.~39!
gives

A~u,a!'(
l

(
m

QlmE e2 iku–xW~x!21El~x!Em
* ~x!

3G~x!3eika–x dx. ~41!

An approximate nonlinear formula for the scattering poten-
tial q can be obtained by takingW(x)[G(x)3. Equation~41!
then yields the coefficientsQlm from Eq.~31! and the result-
ing solution for the scattering potential is

qM~x!'(
l

(
m

Qlm

El~x!Em
* ~x!

G~x!
. ~42!

The solution of Eq.~42! is simplified by making the
further approximation

1

G~x!
'22G~x!, ~43!

which is valid for small scattering potentials. This substitu-
tion results in

qM~x!'(
l

(
m

Qlm„2El~x!2Fl~x!…Em
* ~x!. ~44!

This nonlinear equation for the potentialqM can be approxi-
mately solved by using a form of the retransmitted field
Fl(x) corresponding to the low-pass-filtered potentialqB or
to another estimate of the scattering potential.

II. COMPUTATIONAL METHODS

The focusing and imaging methods outlined in Sec. I
were implemented using numerically computed scattered
fields of inhomogeneous objects. Scattering operators were
calculated using a method due to Kirsch and Monk,23 in
which an inner solution of the Helmholtz equation for a me-
dium of variable sound speed is matched to an outer solution
of integral equations that implicitly satisfy the Sommerfeld

radiation condition. The inner solution is obtained using a
finite-element method, while the outer integral equations are
solved using Nystro¨m’s method.23

Scattering data were calculated numerically for a num-
ber of incident plane waves evenly distributed overM angles
between 0 and 2p. For each incident-wave angle, the scat-
tered field was computed atM far-field receiver angles be-
tween 0 and 2p, so that the angular sampling rate was
M /(2p) samples per radian. The number of receiver angles
M should be chosen such that the scattered field has no sig-
nificant frequency components above the Nyquist frequency
of M /(4p) samples per radian. This computation yields a
discrete representation of the scattering operatorA as an
M3M matrix, AM .

The eigenfunctions ofA and their associated eigenval-
ues were estimated numerically by direct computation of the
eigenvectors and eigenvalues ofAM . Retransmitted fields of
eigenfunctions were evaluated numerically by numerical in-
tegration of Eq.~11!. Images of inhomogeneous objects were
then obtained using a straightforward numerical implemen-
tation of Eqs.~25! and~31!. The integrals appearing in these
equations were evaluated using corresponding discrete sum-
mations of the components ofAM and its eigenvectors. For
comparison, standard diffraction tomography inversions
were also performed by numerical integration of Eq.~33!.

Stability of the eigenfunction imaging method was
tested by inversion of noisy data obtained by adding numeri-
cally generated Gaussian white noise to the scattering matrix
AM . The rms amplitude of the noise was specified as a frac-
tion of the rms value ofAM . Thus, for instance, a signal-to-
noise ratio of 6 dB was obtained by adding noise with an rms
amplitude one-half the rms value ofAM .

Inversions were also performed using the basis of eigen-
functions corresponding to axisymmetric inhomogeneities.
In this case, the formula of Eq.~25! was implemented nu-
merically using the trigonometric basis functions defined in
Eq. ~34!, the retransmitted fields given in closed form in Eq.
~35!, and the coefficients defined in Eq.~36!.

Nonlinear eigenfunction images were obtained using the
analytic formula of Eq.~44! with the total pressurep(x,a)
approximated by the total pressure for a medium including a
cylinder of specified radius and compressibility contrast.
This computation employed an exact solution for the scatter-
ing of a plane wave by a cylinder.17

III. NUMERICAL RESULTS

Focusing of eigenfunctions on a distributed scattering
object is illustrated in Fig. 2. Here, the magnitudes of the
retransmitted fieldsE1(x) andE2(x) are shown for an inho-
mogeneity consisting of a weakly scattering triangle
(gk50.01) approximately two wavelengths in height. The
triangle is shown in outline together with the retransmitted
fields. The corresponding scattering operator, calculated us-
ing the finite-element/Nystro¨m method described above, was
represented by a matrix of size 1283128. The retransmitted
fields show that the significant eigenfunctions ofA specify
incident-wave patterns that concentrate energy within the
support of the inhomogeneity. Notable is that this focused
energy is distributed throughout the support of the triangle.
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Implementation of the eigenfunction method in focusing
on pointlike scatterers is illustrated in Figs. 3 and 4. These
figures, obtained using the linearized eigenfunction method,
show not only diffraction-limited focusing but also quantita-
tive reconstructions of the associated scattering potentials.
Figure 3 shows images made from the scattered field of two
pointlike scatterers at locations (20.5,0) and (0,20.2), each
of radius 0.01 and compressibility variation20.9. The nu-
merically computed scattered field was sampled at 128
equally spaced angles for each of 128 incident-wave angles,
so that the operatorA was represented by a 1283128 matrix.
The wave number used was 10, so that the scatterers were
separated by approximately one wavelength. Since, in this
case, two eigenvalues ofA were much larger than the re-
maining eigenvalues, the basic reconstruction required only
the use of two retransmitted fields. This result illustrates that,
for an inhomogeneity consisting of finitely many pointlike
scatterers, the present inverse scattering method provides an
accurate reconstruction with diffraction-limited point resolu-
tion using a corresponding number of eigenfunctions.

A stability test of the eigenfunction method is illustrated
in Fig. 4. This image shows a reconstruction of the two
pointlike scatterers of Fig. 3 using the same scattering data
with added Gaussian white noise for a signal-to-noise ratio
of 3 dB. The method of reconstruction was identical to that
used for Fig. 3. The reconstruction shown is almost indistin-
guishable from the noiseless reconstruction, indicating the
stability of the eigenfunction imaging method.

Linear eigenfunction images of the triangular inhomoge-
neity of Fig. 2 are presented in Fig. 5. These images were
constructed using the same scattering data as that used for
Fig. 2. The first image, obtained using five retransmitted
fields, shows that strong focusing is achieved using only a
few eigenfunctions ofA. The entire inhomogeneity is well-
insonified and little incident energy is transmitted outside the
support of the inhomogeneity. The second image, obtained
using 15 eigenfunctions, shows that the eigenfunction
method rapidly converges to the ideal low-pass-filtered solu-
tion for the scattering potential. Notable is that the eigen-
function method using 15 eigenfunctions required 69.1 s of
CPU time on a Sun SPARCstation 10, while an analogous
image obtained using the diffraction tomography formula of
Eq. ~33!, with the integrals evaluated in an analogous man-
ner, required 3014.3 s.

Eigenfunction reconstructions of a test phantom, shown
in Figs. 6–8, illustrate application of the eigenfunction im-
aging method to a larger-scale imaging problem. The phan-
tom, also represented in Fig. 1, is a cylinder of compressibil-
ity contrast 0.01 and diameter of 5 mm. Internal objects
include a water-filled~cystic! region of diameter 1 mm, a
wire of diameter 0.1 mm and compressibility contrast
20.5, and an internal cylinder of diameter 1 mm and com-
pressibility contrast20.01. Scattered fields were calculated
using the methods described above, with the operatorA dis-
cretized as a matrix of 2563256 points. The first image
shown in Fig. 6, obtained using the single wave number
k510 has high resolution but contains ringing~Gibbs phe-
nomenon! artifacts and loss of contrast in the cystic region.
These artifacts are removed by compounding of images ob-

tained using five linearly spaced wave numbers, 8<k<12,
so that the dimensionless parameterka varied between 20
and 30. The five-frequency image, shown in the second panel
of Fig. 6, also shows increased point and contrast resolution
compared to the single-frequency image. Both images shown
in Fig. 6 were obtained using the linearized eigenfunction
method described above, with 64 eigenfunctions ofA for
k58, 9, and 10, 68 eigenfunctions fork511, and 72 eigen-
functions fork512.

Reconstructions of the test phantom obtained from noisy
data are shown in Fig. 7. Gaussian white noise was added to
the scattering data employed in Fig. 6, so that the signal-to-
noise ratio was 6 dB at each of the frequencies employed.
The reconstructions employed the formula of Eq.~25! and
coefficients obtained from Eqs.~34!–~36!. The numbers of
basis functions employed were equal to the number of eigen-
functions employed in Fig. 6. These results indicate the sta-
bility of the method for large objects with scattering data
severely degraded by noise.

Nonlinear reconstructions of the same test phantom, ob-
tained using Eq.~44!, are presented in Fig. 8 together with
linear reconstructions. In the nonlinear reconstructions, the
retransmitted fieldsFl(x) were estimated using pressure
fields associated with a cylinder of diameter 5 mm and com-
pressibility contrast 0.01.17 The scattering data employed
was identical to that used in Fig. 6~b!, with five linearly
spaced wave numbers such that 20<ka<30. The number of
eigenfunctions employed in each image were also the same
as those used for the images in Fig. 6. The first panel shows
the real part of the nonlinear reconstruction, taken along the
line y50, together with the real part of the analogous linear
reconstruction from Fig. 6~b!. The nonlinear reconstruction
shows improved resolution over the linear reconstruction by
increased height of the peak associated with the internal
wire. The second panel shows the imaginary part of the non-
linear reconstruction with the corresponding linear recon-
struction from Fig. 6~b!. Here, the inaccuracy of the Born
approximation results in a significant imaginary part for the
linear reconstruction, while the true potential is purely real.
The nonlinear inversion shows improved quantitative accu-
racy over the linear inversion by reduction of the recon-
structed imaginary part.

IV. DISCUSSION

Our method has shown that eigenfunctions of the scat-
tering operator can be employed to focus on distributed in-
homogeneities as well as pointlike scatterers. However, the
focusing on distributed inhomogeneities occurs in a different
manner from focusing on pointlike scatterers. That is, the
incident energy is not maximized at a single point within the
medium. Instead, when combined according to the present
reconstruction method, retransmitted eigenfunctions specify
incident-wave distributions that distribute energy throughout
the inhomogeneous region. This type of focusing, which re-
sults from the eigenfunction property of maximizing the
scattered energy, is clearly connected to imaging of the me-
dium by inverse scattering.

The quantitative inverse scattering method presented in
this paper can considerably simplify imaging computations.
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The computational complexity of the current method de-
pends mainly on the number of significant eigenfunctions,
which in turn depends only on the complexity of the scatter-
ing medium. Furthermore, the basis for expansion of the un-
known medium is determined directly from the scattering
data. Since the basis functions are closely related to the un-
known medium, reconstructions performed using this basis
employ a minimal amount of unnecessary information. This
property gives the present inverse scattering method advan-
tages over other methods in which a fixed basis is used to
expand the unknown medium.24–27 These advantages are

most apparent for inhomogeneities a small number of wave-
lengths in size.

The present inverse scattering method also has the ad-
vantage of applicability to any medium for which the back-
ground pressure field can be estimated. Use of background
pressure estimates can greatly improve accuracy over recon-
structions based on simpler approximations. For instance,
Born inversion can yield a spurious reconstructed imaginary
part even when the true potential is real-valued; use of an
estimated background pressure field can greatly reduce this
error, as seen in Fig. 8. The inverse scattering method pre-

FIG. 2. Focusing on a distributed inhomogeneity. Magnitudes of the retransmitted fields of the two most significant eigenfunctions are shown on a linear gray
scale with black indicating zero and white indicating maximum amplitude. The scattering object is a uniform triangle, compressibility contrast 0.01, within the
sketched boundaries.~a! E1(x), ~b! E2(x).

FIG. 3. Eigenfunction image of two pointlike scatterers, compressibility
contrast20.9, separated by approximately one wavelength. The image was
obtained using retransmitted fields of the two most significant eigenfunc-
tions.

FIG. 4. Effect of noise on eigenfunction reconstruction. The object of Fig. 3
was reconstructed from two eigenfunctions of synthetically noised scattering
data with a signal-to-noise ratio of 3 dB.
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sented here is also extensible to any background medium for
which a pressure field can be estimated, including moving
fluids, layered or stratified media, and enclosed or otherwise
bounded regions.

The imaging, focusing, and inverse scattering methods
presented here also intrinsically take advantage of any poten-
tial increase in resolution that is associated with multiple
scattering or other higher-order effects, as long as these ef-
fects are taken into account in the estimated pressure field.
This increase in resolution is possible because the retransmit-
ted fields of eigenfunctions may have desirable qualities,
such as higher spatial-frequency components, that are asso-
ciated with the presence of an inhomogeneous background.
Such improvements in resolution have been shown experi-
mentally for time-reversal focusing in a multiply scattering
medium.28

The most significant eigenfunctions ofA can be deter-
mined experimentally through iterative retransmission of re-
ceived scattered fields in a manner similar to that performed
in Refs. 1 and 10. This implementation of the power method3

allows computation of the most significant eigenfunctions of
A by analog means, which may be preferable to numerical
computation for very large scattering objects. These eigen-
functions are useful as optimal incident-wave patterns for
inverse scattering experiments.

The inverse scattering method presented here includes
the assumption that the scattering potential is purely real,
that is, the inhomogeneous medium is assumed to have zero
absorption. Eigensystem analysis of the scattering operator
A is more complicated in the presence of absorption.29,30

However, the methods introduced here are expected to still

FIG. 5. Eigenfunction images of a triangle about three wavelengths in height having compressibility contrast 0.01.~a! Real part of an inversion obtained using
retransmitted fields of five eigenfunctions.~b! Analogous image obtained using 15 eigenfunctions.

FIG. 6. Eigenfunction images of a test object having background compressibility contrast 0.01, a cystic~water-filled! region, a pointlike scatterer, and an
internal cylinder. The images are shown on a logarithmic scale with a 40 dB dynamic range.~a! Real part of inversion obtained for a wave number such that
ka525. ~b! Analogous image obtained using five wavenumbers such that 20,ka,30.
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be useful for media such as biological tissue when absorption
is finite but small.

A disadvantage of the inverse scattering method as cur-
rently implemented is that nonlinear inversion requires an
accurate specification of the background acoustic field. This
disadvantage is not unique to the eigenfunction method, but
is a common feature of most current inversion methods. Re-
cent theoretically exact methods, while not limited in this
manner,31,32 have not yet been implemented numerically.

The general, nonlinear version of the eigenfunction
imaging approach, as defined in Eqs.~24! and~44! and illus-
trated in Fig. 8, has obvious application to iterative recon-
struction of unknown inhomogeneities. In such reconstruc-
tions, the total pressure field can be estimated at each
iteration from a numerical solution of the direct scattering
problem for the currently estimated inhomogeneity, and an
eigenfunction inversion can be performed using this pressure
field. This procedure can then be repeated to obtain im-
proved estimates of the scattering potential until convergence
is achieved.

V. CONCLUSION

A method for focusing and imaging using scattered
fields has been presented. The method outlined here makes
use of the physical properties of scattering operators by using
their eigenfunctions as incident-wave patterns. The eigen-
functions have been shown to provide optimal focusing on
pointlike and distributed scattering objects.

The inverse scattering scheme presented exploits the fo-
cusing properties of eigenfunctions as well as recent analytic
results to obtain a robust and efficient means of quantita-
tively reconstructing unknown scattering media. This new
method has a complexity dependent only on the size and
complexity of the scattering medium. Particular cases of the
method provide improved implementations of eigenfunction
focusing and filtered backpropagation. The method can be
implemented for any background medium for which the total
acoustic pressure field can be estimated.

Another particular case of the presented method results
in a nonlinear inverse scattering formula that yields a solu-
tion for the scattering potentialq in terms of retransmitted
fields of eigenfunctions in the scattering medium and in the
background medium. This formula has been demonstrated to
yield improvement in accuracy and resolution over Born in-
version.

FIG. 7. Images of test object obtained using noised data with 6 dB signal-to-noise ratio. The images are shown on a logarithmic scale with a 40 dB dynamic
range.~a! Real part of inversion obtained for a wave number such thatka525. ~b! Analogous image obtained using five wave numbers such that 20,ka
,30.

FIG. 8. Cross sections of real and imaginary parts of test object reconstruc-
tions using data from five wave numbers. Linear reconstructions were ob-
tained using retransmitted fields in a homogeneous medium, while nonlinear
reconstructions were obtained using retransmitted fields in a homogeneous
medium and in a background cylinder of compressibility contrast 0.01.~a!
Cross sections of real parts.~b! Cross sections of imaginary parts.
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The ideas reported here are expected to be useful in
further studies of inverse scattering, adaptive focusing, and
ultrasonic imaging. The eigenfunctions of the scattering op-
eratorA, whether determined by iterative retransmission or
by numerical diagonalization, may be used to focus through
inhomogeneous media and to determine optimal incident-
wave patterns for inverse scattering experiments. Also, the
products of fields of eigenfunctions are expected to form a
useful basis for expansion of unknown scattering media in
iterative reconstruction algorithms.
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of revolution using the internal source density
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A brief review is presented of a previously developed mean-square error method to solve the
Neumann boundary-value problem corresponding to acoustic axisymmetric harmonic radiation and
rigid body scattering from bodies of revolution of arbitrary shape. The method is based on the use
of an internal line monopole source distribution along the axis. In contrast to earlier work, the
pressures are simply expressed as line integrals of the source distributions which in the far field
reduce to Fourier transform relationships. Exact expressions for the source strength distributions for
a sphere are developed using the Fourier transform relationships. The source strength distributions
involve spatial derivatives of Dirac delta functions and thus have a vanishingly small region of
support about the center of the sphere. For cylindrically shaped bodies with large aspect ratios the
spatial characteristics of the source strength distributions are shown to be more closely matched to
the normal velocity distribution. The use of a discrete series of Dirac delta functions to represent the
continuous line source distributions is presented for spherical radiation and scattering problems.
© 1997 Acoustical Society of America.@S0001-4966~97!00407-4#

PACS numbers: 43.20.Fn, 43.20.Rz, 43.20.Tb@JEG#

INTRODUCTION

Acoustic harmonic radiation and rigid body scattering
radiation and scattering from rigid bodies may be formulated
as classical boundary-value problems in physics. Bowman
et al.1 have compiled a comprehensive summary of numeri-
cal results for electromagnetic and acoustic scattering by
bodies of various shapes for which the wave equation is
separable. Extensive numerical results for three-dimensional
harmonic problems are presented for point-source and plane-
wave excitations. In particular, numerical results are pre-
sented for spherical, prolate spheroidal, and oblate spheroidal
bodies.

There are numerous classical analytical methods1–4

which have been developed to address acoustic harmonic
radiation and rigid body scattering problems. These methods
include low-frequency expansions and high-frequency
asymptotic techniques, e.g., classical ray theory and the geo-
metrical theory of diffraction. However, integral equation
methods5–7 are the present choice for addressing the general
three-dimensional acoustic harmonic radiation and scattering
problem at low and mid frequencies for arbitrary geometries.

In the present paper an alternative to the integral equa-
tion approach is presented to address acoustic three-
dimensional harmonic radiation and rigid body scattering
problems from bodies of revolution. The approach is based
on a previously developed mean-square~MS! error
method8–10 which uses an internal line monopole source dis-
tribution along the axis of symmetry. In contrast to the ear-
lier method, pressures are simply obtained here from line
integrals of the source distributions which in the far field
reduce to Fourier transform relationships. A similar approach
and development for the acoustic two-dimensional harmonic
radiation and rigid body scattering problem from cylindrical

bodies with a plane of symmetry has also been recently
developed.11

In contrast to the earlier papers8–10 in which the MS and
internal source density method was utilized to obtain numeri-
cal results for specific spherical and prolate spheroidal geom-
etries, closed-form solutions for the monopole line source
distributions for selected geometries are developed in the
present paper. More specifically, examples are presented to
illustrate the general spatial characteristics of the source
strength distributions for bodies of revolution with widely
varying aspect ratios. These examples provide insight into
the nature of the frequency and spatial dependence of the
source strength distributions for spheres and long thin cylin-
ders.

Finally, a discrete series approximation using spatial
Dirac delta functions for the monopole line-source distribu-
tion is introduced and several classical examples involving
acoustic radiation from a sphere are then solved in closed
form. These examples provide additional insight into the ac-
curacy of the internal source density method using such ap-
proximations to evaluate the source density distributions and
the associated pressure fields. Limited numerical results for
acoustic plane-wave scattering by a rigid sphere are pre-
sented to illustrate the accuracy of the basic approach to
evaluate the surface pressure and the general spatial charac-
teristics of the source strength distributions. Numerical re-
sults for more general spheroidal bodies have been previ-
ously presented.8–10

I. THEORY

Consider a smooth body of revolution which is in con-
tact with an external ideal fluid as shown in Fig. 1. Since the
acoustic axisymmetric harmonic radiation and/or rigid body
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scattering problem is of interest, the total pressure field in the
external fluid is to be determined for an incident harmonic
pressure field and/or the harmonic normal velocity on the
surface of the body which are specified to be axisymmetric
aboutx1 .

It is convenient to express the total pressure field for the
acoustic harmonic radiation/scattering problem of interest as

pt~x!5pi~x!1p~x!, ~1!

where the total pressure fieldpt(x) is decomposed into the
incident harmonic pressure fieldpi(x) and the pressure field
p(x) which accounts for the rigid body scattering and/or the
radiation due to the specified normal velocity. For the radia-
tion problem, the normal velocity of the surfaceS, v r(xs), is
a specified function ofs, a contour parameter.

Now p(x) can be posed as the solution of the following
Neumann boundary value problem:

¹2p~x!1k2p~x!50, xPV, ~2a!

v~s!5
21

jkr0c0

]p~xs!

]n
xs~s!PS

5
1

jkr0c0

]pi~xs!

]n
1v r~xs!, ~2b!

lim
r⇀`

r F]p

]r
1 jkpG50, ~2c!

wherek is the acoustic wave number,n denotes the exterior
normal on the surfaceS, i.e., into the fluid volumeV, and
r0 and c0 are the density and acoustic wave speed of the
fluid. Equation~2b! is the specified Neumann boundary con-
dition and Eq.~2c! is the Sommerfeld radiation condition
which is required to ensure uniqueness of the solution. The
pressure fieldp(x) is considered here to be the superposition
of the radiated and scattered fields and interaction with the
incident field is neglected.

In order to determine the pressure fieldp(x) in the ex-
ternal fluid consider now a line distribution of unknown
monopole sources along the axis of symmetry of the body as
shown in Fig. 1. The associated pressure field can be ex-
pressed as the following line integral along the axis of sym-
metry of the body:

p~x!5 jkr0c0E g~xux1!s~x1!dx1 , ~3!

where s(x1) denotes the unknown line-source density
~source strength per unit length!, and g(xux1) is the three-
dimensional free-space Green’s function, i.e.,

g~xux1!5
e2 jkr

4pr
, ~4!

where r 5ux2x1u. It then follows from the linearized mo-
mentum equation that the associated normal velocity at the
surface can be expressed as

vm~s!52E ]g~xsux1!

]n
s~x1!dx1 , ~5!

wheres and x1 denote positions along the contour and the
axis of symmetry, respectively.

A previously developed MS or mean-square error crite-
ria is now used to determine the unknown source strengths of
the internal monopole source distribution.8–10 More specifi-
cally, J is introduced as follows to measure the error between
the specified normal surface velocityv(s) and that due to the
monopole source density distribution:

J5E uv~s!2vm~s!u2 dS. ~6!

The procedure to minimizeJ thus requires the solution of the
following integral equation of the first kind for the unknown
source distribution

v~s!52E ]g~xsuz!

]n
s~z!dz, ~7!

wherev(s) is known andz5zx̂1 is used to denote position
along thex1 axis.

Closed-form solutions fors(z) in Eq. ~7! for spherical
and cylindrical geometries are presented in the following
section; however, in general, closed-form solutions for the
unknown line source densitys(z) cannot be obtained for an
arbitrarily shaped body. A general result for the internal
monopole source distribution is, however, readily apparent
for bodies of revolution which are doubly symmetric, i.e.,
surfaces whose cross sections are symmetric about both the
x1 and x2 axes. If the normal axisymmetric velocity on the
surfaceS is symmetric or antisymmetric aboutx2 , the mono-
pole distribution clearly exhibits the same symmetry as a
function of z5x1 .

For the general case of a body of arbitrary shape numeri-
cal approximation methods must thus be employed. Such
methods lead to the following generic representation for
s(z):

s~z!5(
i 51

N

hi~z!s i , ~8!

where thehi(z) may be a suitable set of local basis or inter-
polation functions which are defined within a subinterval
about zi . As a specific example of a local basis function,
hi(z) could be represented as

hi~z!5d~z2zi !, ~9!

FIG. 1. A smooth body of revolution in a fluid.
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whered(z) is a Dirac delta function. The local basis func-
tions in Eq.~9! result in a useful discrete approximation to
the continuous distributions(z) as noted later.

It now follows from Eqs.~7! and ~8! that v(s) can be
represented as

v~s!5(
i 51

N

K~suzi !s i , ~10a!

where theK(suzi) are simply expressed as

K~suzi !52E ]g~xsuz!

]n
hi~z! dz. ~10b!

For anM.N point collocation on the surfaceS it then fol-
lows from Eq.~10! that

v~sm!5(
i 51

N

K~smuzi !s i , m51,...,M ~11!

which can also be expressed in matrix form as

@K#s5v, ~12!

where@K# is anM3N matrix with M.N. SVD methods12

can then be used to expresss, the best approximation in the
least-squares sense, as

s5@K#†v, ~13!

where@K#† denotes the pseudo-inverse of@K#.
Now s(z) can be simply evaluated from Eq.~8! and the

associated pressure field can then be simply expressed as
follows from Eq.~3! for all x:

p~x!5(
i 51

N

G~xuzi !s i , ~14a!

where theG(xuzi) are simply defined as

G~xuzi !5 jkr0c0E g~xuz!hi~z! dz. ~14b!

For spatial points in the far field of the body of interest, the
free-space Green’s function can be approximated as follows:

g~xuz!;
ejkR

4pR
ejk cosuz, ~15!

where (R,u) denotes the spherical coordinates of the point of
interest. The far-field pressure can then be expressed as

p~R,u!; jkr0c0

ejkR

4pR
s̄~k cosu!, ~16!

wheres(kz) is a one-dimensional Fourier transform of the
source distribution, i.e.,

s̄~kz!5E
2`

`

s~z!ejkzz dz. ~17!

Finally, for the case where the local basis functions in Eq.~9!
are used to approximates(z) it is apparent that

s~z!5(
i 51

N

d~z2zi !s i ~18!

ands(kz) can then be expressed as

s̄~kz!5(
i 51

N

ejkzxis i . ~19!

For equispacedzi it is thus apparent that the directional char-
acteristics of the pressure field can be readily obtained via
the use of fast Fourier transform~FFT! algorithms.

II. SPECIAL CASES

In order to provide some insight into the characteristics
of the internal source density distributions for axisymmetric
bodies, the geometry shown in Fig. 2 consisting of a cylinder
of length L and radius a with spherical end caps is now
considered. The aspect ratio for the indicated cylinder with
hemispherical end caps isL/a11. Although the general case
of interest may be addressed using the numerical approach
based on singular value decomposition~SVD!, the limiting
cases ofL/a zero and infinite are addressed here. These
cases correspond to spherical and cylindrical geometries, re-
spectively. Although edge effects are not present in the latter
case, the analysis provides insight into the use of the MS
method for axisymmetric bodies with large aspect ratios.

The acoustic radiation and scattering from a sphere are
classical boundary-value problems which are readily solved
using the method of separation of variables.13 Since closed-
form solutions for these problems can be readily obtained,
such solutions can be used to obtain insight into the nature of
the source distributions for bodies with aspect ratios close to
unity.

In general the axisymmetric normal velocity distribution
on a sphere with a radiusa can be expressed as the following
series:

v~a,u!5 (
n50

`

VnPn~cosu!, ~20!

wherePn() denotes thenth-order Legendre polynomial,u is
the polar angle relative to the axis of symmetry, and theVn

are assumed to be known. The associated axisymmetric pres-
sure field in the fluid can then be expressed as a function of
the spherical coordinates (R,u)

p~R,u!52 j r0c0(
n50

`

Vn

hn
~2!~kR!

hn
~2!8~ka!

Pn~cosu!, ~21!

FIG. 2. A cylinder with hemispherical end caps.
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where hn
(2)() denotes the spherical Hankel function of the

second kind. It is thus apparent that the associated source
density distributions(z) can be expressed as

s~z!5 (
n50

`

sn~z!, ~22!

wheresn(z) is a line source density which is associated with
the nth-order Legendre polynomial.

It is sufficient to consider only a single azimuthal har-
monic of arbitrary order to obtain insight into the nature of
the internal source distribution. After noting the asymptotic
form of hn(kR) it is readily apparent from Eq.~21! that the
far-field pressure for thenth azimuthal mode can be ex-
pressed as

pn~R,u!; j nr0c0Vn

ejkR

4pkR

Pn~cosu!

hn
~2!8~ka!

. ~23!

The following Fourier transform or integral equation of the
first kind is then obtained forsn(z) by equating the results in
Eqs.~16!, ~17!, and~23!

E
2`

`

sn~z!ejk cosuzdz5snPn~cosu!, ~24a!

wheresn is defined as

sn5 j n21
4pa2Vn

~ka!2hn
~2!8~ka!

. ~24b!

In order to determinesn(z) using Eq.~24!, it is first
noted thatPn(cosu) can be expressed as annth-order poly-
nomial in cosu, i.e.,

Pn~cosu!5(
i 50

n

bi~cosu! i , ~25!

where thebi are constants wherebi50 for i odd~even! and
n even~odd!. It then follows that

E
2`

`

sn~z!ejk cosuz dz5sn(
i 50

n

bi cosi u. ~26!

After noting the following property14 of the Dirac delta func-
tion d(z)

E
2`

`

d~p!~z!ejk cosuz dz5~2 jk cosu!p, ~27!

whered (p)(z) denotes thepth derivative, it then follows that

sn~z!5sn(
i 50

n

bi

d~ i !~z!

~2 jk ! i . ~28!

In light of the exact solution of the internal source dis-
tribution in Eq. ~28!, several observations regarding the use
of the MS method for spherical bodies are readily apparent.
Since d (I )(z) is an even~odd! generalized function forI
even~odd!, and it was noted thatbi50 for I odd~even! and
n even~odd!, then sm,n(z) is an even~odd! function for n
even~odd!. It then follows from earlier discussion that the
pressure is zero on thex2 axis forn odd. This is of course an
expected result since the associated field is proportional to

Pn(cosu) which is zero foru5p/2 andn odd.
The most striking features about the exact solution of the

internal source distributions in Eq.~28! are the singular be-
havior and the limited region of support of the source distri-
bution about the origin due to nature of the Dirac delta func-
tion and its derivatives. Clearly as n increases the region of
support for any discrete numerical approximation ofsn(z)
will increase, the peak amplitudes will increase, and the re-
sultant approximation will become more oscillatory. Also, as
ka increases the maximum number ofn for a specified prob-
lem will also generally increase.

It is thus to be expected that high-frequency problems
will be more formidable to address using the MS method. In
contrast to the use of the normal equations to solve the least
mean-square error problem for smallka, the present analysis
indicates that it becomes increasingly necessary to utilize the
SVD methods noted earlier for largeka. These conclusions
are consistent with the observations noted during recent nu-
merical studies conducted with the method.

Consider now the limiting case of the geometry shown
in Fig. 2 whereL/a→` and end effects of the cylinder are
thus omitted. The axisymmetric normal or radial velocity is
denoted in cylindrical coordinates (r ,z,f) as

v~a,z,0!5V0ej bz, r 5a, ~29!

wherez, which replacess used earlier, is measured from the
origin z50 andb is a constant. It is apparent from Eq.~7!
that s(z) must satisfy the following integral equation of the
first kind:

V0ej bz52E
2`

` ]g~xsuz!

]r
s~z!dz, r 5a. ~30!

As a result of the periodicity of the normal velocity distribu-
tion in z, the internal monopole source distribution may be
represented as

s~z!5s0ej bz, ~31!

wheres0 is to be determined. It then follows from Eqs.~30!
and ~31! that

V052s0

]I

]r
, y5a, ~32a!

where, due to the symmetric nature of the integrand,I is
expressed as

I 5
1

4p E
2`

` e2 jkAr 21z2

Ar 21z2
ej az dz. ~32b!

Since15

2 j

4
H0~Ak22a2r !5

1

4p E
2`

` e2 jkAr 21z2

Ar 21z2
ej az dz,

~33!

whereH0() denotes the zeroth-order Hankel function of the
second kind, thens0 may be expressed as
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s05
V0

Ak22b2H08~Ak22b2a!
. ~34!

If s(z) is substituted into Eq.~6a! and the resultant integral
evaluated using Eq.~33!, the following expression is then
obtained for the pressure field:

p~r ,z,0!5
kr0c0V0

Ak22b2
ej bz

H0~Ak22b2r !

H08~Ak22b2a!
. ~35!

The expression in Eq.~35! clearly satisfies the boundary con-
ditions and the Helmholtz equation and is thus the solution to
the boundary value problem of interest. Of course for this
problem the same solution is obtained more directly via the
method of separation of variables.

The solution fors(z) defined in Eqs.~31! and ~34! is
noted to exhibit significantly different characteristics than the
monopole source density distribution for the sphere. In con-
trast to the sphere, the region of support is not confined to the
origin but is in fact the entire axis of symmetry. In addition,
the spatial dependence of the source density for the ‘‘large
aspect cylindrical body of revolution’’ matches the spatial
variation of the normal velocity on the surface which is in
contrast to that of the sphere.

It is now noted thatb is a free parameter in the solution
for the ‘‘large aspect cylinder.’’ IfV0 is considered to be a
function ofb, more general spatially bounded normal veloc-
ity distributions may be represented via an integration over
b, i.e.,

v~a,z,0!5
1

2p E
2`

`

V0~b!e2 j bz db. ~36a!

It is then apparent thatV0(b) is the Fourier transform of the
spatially bounded normal velocity distributionv(a,z,0), i.e.,

V0~b!5E
2`

`

v~a,z,0!ej bz dz. ~36b!

The associateds(z) for the spatially bounded normal veloc-
ity distributions of interest can also be obtained by integra-
tion overb

sm~z!5
1

2p E
2`

` V0~b!

Ak22b2H08~Ak22b2a!
e2 j bz db.

~37!

It then follows from Eq.~37! that the source distribution will,
in general, be different than the normal velocity distribution.
It is noted, however, that the spatially bounded normal ve-
locity and source strength distributions become more similar
as the spectral bandwidth of the velocity decreases.

After performing an integration overb in Eq. ~35! the
following expression for the associated pressure is obtained:

p~r ,z,0!5
1

2p E
2`

` kr0c0V0~b!

Ak22b2

H0~Ak22b2r !

H08~Ak22b2a!
ej bz db.

~38!

This latter expression is equivalent to a previous result used
to study the forward and backward projection of acoustic

fields from finite cylindrical vibrators with infinite rigid cy-
lindrical extensions.16

III. A DISCRETE APPROXIMATION FOR s(z)

Consider again the special case of a sphere of radius
a. The use of a discrete approximation for the continuous
source distributions of the sphere are now investigated. For
the sake of simplicity the source distributions in Eq.~22! for
all cases are represented using Eqs.~8! and ~9! as

sn~z!5 (
m52M

M

sn
~m!d~z2mD!, ~39!

whereMD,a is required in order that the source distribu-
tions be contained within the sphere and the constantssn

(m)

are now to be determined.
The case ofn50 is almost trivial and is first addressed.

In light of Eqs.~24b!, ~25!, and~28! it is apparent that

s0~z!5s0d~z!. ~40!

It then follows from Eq.~14! that the pressure field can be
expressed as

p~x!5 jkr0c0s0g~xu0!. ~41!

After using Eq. ~24b! for n50 and noting thatg(xu0)
52 jkh0

(2)(kR)/4p it then follows that

p~x!52 j r0c0V0

h0
~2!~kR!

h0
~2!8~ka!

, ~42!

which is the exact solution.
The n51 case can also be simply addressed since it is

noted from Eq.~25! thatb151 andbi50 for iÞ1. From Eq.
~28! it is then apparent that

s1~z!5s1

d~1!~z!

~2 jk !
, ~43!

which can be approximated using a central difference
method as

s1~z!5
s1

jkD
d~z2D!2

s1

jkD
d~z1D!. ~44!

It is now obvious thats1
(1)52s1

(21)5s1D/ jk and sn
(m)

50 for otherm andn. It then follows from Eq.~14! that the
pressure field for this case can be expressed as

p~x!5
r0c0s1

D
@g~xu2z!2g~xu1z!#, ~45!

where z5D x̂1 . In the limit as D→0 it is apparent that
p(x) can be expressed as

p~x!5r0c0s1

]g~xuz!

]z U
z50

. ~46!

It then follows from the limiting case of the finite difference
approximation for the derivative noted earlier thatp(x) can
simply be expressed as

p~x!52 j r0c0V1

h1
~2!~kR!

h1
~2!8~ka!

P1~cosu!, ~47!
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which is the exact solution for the field.
Several comments regarding the use of the discrete ap-

proximation in Eq.~39! are now apparent from Eq.~45!. It is
noted that: The source strengths coefficients for then51
azimuthal mode are proportional toD21, the region of sup-
port for then51 distribution is 2D, and successive coeffi-
cients are of opposite sign for then51 case. It can be simply
shown by repeating the procedure for highern that: The
source strengths coefficients for thenth azimuthal mode are
proportional toD2n, the region of support for thenth azi-
muthal mode increases withn, and successive coefficients
for a fixedn are of opposite sign.

In order to illustrate the nature of the source distribution
for a problem of interest, consider now plane-wave scattering
from a rigid sphere. A closed-form solution is readily ob-
tained for the scattered pressure in the form of Eq.~21! and
the total pressure field can then be evaluated using Eq.~1!. In
general, as ka increases an increasing number of terms is
required in order for the modal series to converge.

Numerical results are presented for the surface pressure
and associated source density distribution forka520 in Fig.
3~a! and ~b!, respectively. In contrast to the preceding ex-
amples where a modal decomposition was used, the source

distribution is the total distributions(z) which was obtained
via the use of Eq.~12!. It is apparent from Fig. 3~a! that the
surface pressure obtained via the LMS method is in excellent
agreement with the exact analytical modal solution in both
the illuminated and shadow regions of the sphere. The results
for the source density distribution in Fig. 3~b! are concen-
trated into a spatial region ofuzu,0.2a. The large amplitude
oscillatory behavior is to be expected in light of the preced-
ing discussion. Similar numerical results have also been ob-
tained in earlier studies using the LMS method for the acous-
tic axisymmetric harmonic radiation and rigid body
scattering from spherical bodies.

IV. SUMMARY AND CONCLUSIONS

A previously developed MS error method8–10 is used to
solve the acoustic harmonic radiation and rigid body scatter-
ing problem for bodies of revolution. Both problems are sim-
ply combined into a single Neumann boundary-value prob-
lem which is solved via the use of an internal line monopole
distribution along the axis of symmetry. The MS method
leads to an inhomogeneous integral equation of the first kind
for the unknown line monopole distribution. Field pressures
are simply obtained from line integrals of the source distri-
butions which in the far field reduce to Fourier transform
relationships.

In contrast to earlier investigations of the MS method in
which extensive numerical studies were performed, the focus
of the present study was to determine closed-form analytical
solutions to specific problems. These problems were selected
to represent two broad classes of bodies of interest, i.e., bod-
ies with aspect ratios near 1 and bodies with large aspect
ratio. The former class of problems encompass spheres while
the latter class encompass long thin cylinders.

Exact expressions for the source strength distributions
corresponding to acoustic two-dimensional harmonic radia-
tion and rigid body scattering from spheres are developed
using asymptotic and Fourier transform relationships. The
resulting source strength distributions involve spatial deriva-
tives of Dirac delta functions and thus have a vanishingly
small region of support about the center of the sphere. The
spatial characteristics of the distributions indicate that prob-
lems involving spheres provide formidable test problems for
the general MS approach presented here.

In order to provide insight into the nature of the line-
source distributions for cylindrical shaped bodies of revolu-
tion with large aspect ratios, the spatial characteristics of the
source strength distributions were investigated for the case of
a long thin cylinder with hemispherical end caps. Ignoring.
end effects, it is apparent that the spatial characteristics of
the source strength distributions are different than those of
the normal velocity distribution. The differences decrease as
the spectral purity of the velocity increases, i.e., as the ve-
locity becomes more narrow band in wave-number space.
The resulting expression for the pressure field was also noted
to agree with a previously developed expression which was
developed using separation of variables and a wave-number
transform technique.

Since discrete numerical methods are in general required
to use the MS method to address the axisymmetric three-

FIG. 3. Surface pressure on a rigid sphere versusu ~in radians! and the
associated monopole source strength represented as a continuous function of
position.~a! Surface pressure.~b! Monopole source strength.
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dimensional harmonic radiation and scattering problems
from an arbitrary body of revolution, the effects of using a
discrete series approximation for the source distributions are
briefly addressed. The discrete series approximation is used
for the spherical problem and the resulting expressions for
the source strength distributions are noted to exhibit the same
characteristics as those which were observed using SVD
methods during previous numerical studies. A single numeri-
cal result for a scattering problem from a sphere is also pre-
sented to further illustrate the behavior of the source distri-
bution and the pressure field.

In concluding, it appears that the proposed MS method
is a viable approach for addressing the axisymmetric three-
dimensional acoustic harmonic radiation and scattering prob-
lems from smooth bodies of revolution. It is easily imple-
mented and circumvents many of the numerical problems
which arise in using integral equation methods. Although the
focus in the present paper is on the acoustic problem, the
approach is obviously applicable to a wide range of physical
problems which are described mathematically by the reduced
wave equation and Neumann boundary conditions.

Finally it is noted the basic MS or internal source den-
sity and SVD approach has been recently generalized to ad-
dress the nonaxisymmetric problem.17 It is not surprising that
such an extension is possible since the analogous approach
for two-dimensional problems has already been completed
and reported.11,18–20
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For transversely isotropic materials like fiber composites, but also unidirectionally grain-structured
austenitic steels, the elastodynamic dyadic and triadic Green’s functions for the pure shear (SH)
wave mode are given in the space–time domain. The first stage of the derivation is performed in a
way similar to the derivation of these functions in the form of their 2D space–time spectral
representations@M. Spies, J. Acoust. Soc. Am.96, 1144–1157~1994!#. In the present study, the
inverse Fourier integrations are performed using a far-field approximation. The resulting
expressions appear in a coordinate-free form and contain the orientation of the material’s fiber axis
as an additional parameter. Thus the results are particularly useful for extension to the case of
layered material. Numerical evaluation is performed for a unidirectional composite material for
several orientations. Since the application of theSH-wave type bears considerable potential in
nondestructive testing, the results presented in this article may find some application within this
framework. © 1997 Acoustical Society of America.@S0001-4966~97!00108-2#

PACS numbers: 43.20.Gp, 43.20.Jr, 43.35.Cg, 43.35.Zc@JEG#

INTRODUCTION

The application of structural materials like composites/
composite laminates and columnar-grained steels raises the
demand for appropriate testing and quality inspection. How-
ever, due to the high degree of anisotropy, conventional test-
ing methods based on elastic wave propagation fail in gen-
eral when applied to these media. Therefore, considerable
interest is dedicated to studying wave propagation in elasti-
cally anisotropic materials, as well as scope to the wave scat-
tering problem. In this respect, Green’s dyadic and triadic
functions—the kernel of the fundamental mathematical for-
mulation of Huygens’ principle by Pao and
Varatharajulu1—are of considerable importance. Their sig-
nificance in the development of wave propagation theory for
isotropic media is well-known; corresponding analytical for-
mulations for anisotropic materials are scarce and mostly re-
strictive and approximative in character.2–4 To account for
the generality required in many problems, a number of recent
studies have dealt with numerical Green’s function
models.5–8

For the case of transversely isotropic~TI! symmetry,
which is characteristic for unidirectional fiber composites
and extruded metal-matrix composites, but also for ideally
fiber-textured columnar-grained steels, analytical representa-
tions for Green’s dyadic and triadic functions have recently
been given.9 Since the material’s spatial orientation has been
included as an additional parameter, which is most conve-
nient in view of layered structures, the functions have been
obtained in the form of their 2D space–time spectral repre-
sentations to be evaluated using fast Fourier transformation.
The functions are given by the sum of three terms, each one
generating the different patterns of wave propagation related
to the quasi-pressure, quasi-shear, and pure shear wave in-
herent to transversely isotropic materials. The analytical de-
termination of these tensor Green’s functions in the space–

time domain has not been possible due to the complex
analytical expressions characterizing the quasi-wave terms.

However, as shown in this study, far-field representa-
tions of Green’s dyadic and triadic functions can be obtained
in the space–time domain for the pure shear wave propagat-
ing in TI media. This wave is usually called theSH wave,
while the coupled waves are called the quasi-longitudinal
(qP) and quasi-transverse (qSV) wave. In order to empha-
size reference to the planes of symmetry, Helbig10 used
‘‘cross-planeS’’ for SH, ‘‘in-plane waves’’ collectively for
the two coupled waves, and ‘‘in-planeS’’ for the qSVwave.
AlthoughSH will be used throughout this article for histori-
cal and notational reasons, the designation ‘‘cross-planeS’’
seems, from the physical point of view, to be more correct.
Since the application of this wave type bears considerable
potential in nondestructive testing,11–14 the results presented
in this article may find some application within this
framework.15,16

In Sec. I, fundamental relationships of plane-wave
theory for transversely isotropic media with arbitrary spatial
orientation~TIA media!,17 as relevant to this article, are sum-
marized. Section II deals with with the construction of
Green’s dyadic~or displacement tensor1! function using an
approach similar to the one taken in Ref. 9. On this basis, the
‘‘cross-planeS’’ or SH part of the dyad is derived in space–
time domain in Sec. III, making use of a far-field approxi-
mation. Finally, the analytical results, given in coordinate-
free representation, are evaluated and discussed in Sec. IV
for a TI composite material. The derivation of Green’s triadic
~or stress tensor1! function, which is in principle straightfor-
ward, is given in the Appendices.

I. PLANE-WAVE PROPAGATION IN TIA MEDIA

The equation of motion for the displacement vectoruO in
a homogeneous anisotropic solid reads1
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~“I –CU –“I !–uO ~RO ,v!1%v2uO ~RO ,v!52fO~RO ,v!, ~1!

where“I is the gradient vector,% is the material density,fO
accounts for the volume force density, andv denotes the
circular frequency, if time dependence;e2 j vt is assumed.
The elastic stiffness tensorCU is for the general transversely
isotropic case given by

CU ~aO !5l'I=I=1m'@~ I=I=!13241~ I=I=!1342#1~n2l'!@ I=aOaO

1aOaO I=#1~m i2m'!@~ I=aOaO !13241~aOaO I=!1324

1~ I=aOaO !13421~aOaO I=!1342#1@l'12m'1l i12m i

22~n12m i!#aOaOaOaO , ~2!

where unit vectoraO indicates the orientation of the material’s
rotational symmetry axis, which will in the following be re-
ferred to as the ‘‘fiber direction.’’I= is the dyadic idemfactor,
which can be decomposed, using dyadic products of the Car-
tesian unit vectors, according to

I=5eOxeOx1eOyeOy1eOzeOz5S 1 0 0

0 1 0

0 0 1
D ; ~3!

accordingly, the tetradI=I= is the dyadic product ofI= with
itself. The upper indicial notation indicates transposition of
elements in the tetrads;l i12m i , l'12m' , m' , m i , and
n8 are the elastic constants corresponding toC11, C33,
C44, C66, andC13, respectively, in Voigt’s abbreviated no-
tation, when the fiber direction is parallel to thex direction
~Fig. 1!.

The plane harmonic wave solutions of~1! with the stiff-
ness tensor given by Eq.~2!, i.e., the solutions to the homo-
geneous (fO50O) equation of motion, are in the form

uOa~RO ,v!5UuÔa exp@ jK aKÔ –RO #, ~4!

where KÎ is the propagation direction. The wave numbers
Ka are given by the dispersion relations as17

KSH
2 5%v2/@m'1~m i2m'!~aO–KÔ !2#, ~5!

KqSV,qP
2 5%v2

„B6~B224A!1/2
…/~2A!, ~6!

where

A5m i~l'12m'!1~aO–KÔ !2
„l i~l'12m'!2n~n

12m i!…1~aO–KÔ !4@~l i1m i!~m i2~l'12m'!!

1~n1m i!
2#, ~7!

B5m i1l'12m'1~aO–KÔ !2
„l i12m i2~l'12m'!….

~8!

The discrimination into the pure transverse wave~SH: shear
horizontal! and the two quasi-waves~qSV: quasi-shear ver-
tical; qP: quasi-pressure! becomes apparent when the re-
spective polarizationsuÔa are considered, which are given by

uÔ SH5N SH~aO3KÔ !, ~9!

uÔ qSV,qP5N qSV,qP~F1
qSV,qPKÔ 1F2

qSV,qPaO !. ~10!

The abbreviated quantities can be found in Ref. 17. Since the
SH polarization is always perpendicular to theaO-KÔ plane,
i.e., in general not horizontally polarized, whereas the quasi-
wave polarizations lie within this plane, Helbig’s designa-
tions ascross-plane Swave andin-plane waves, respec-
tively, are less misleading.10

II. CONSTRUCTION OF GREEN’S DYADIC FUNCTION

Green’s dyadic functionG= is defined by the differential
equation1

~“I –CU –“I !•G= ~RO ,v!1%v2G= ~RO ,v!52I=d~RO !, ~11!

whered is Dirac’s three-dimensional delta function. Appli-
cation of spatial Fourier transform~FT! with respect toRO in
terms of

G=̃ ~KO ,v!5E
2`

` E
2`

` E
2`

`

G= ~RO ,v!e2 j KO –RO d3RO ~12!

results in

W=̃ ~KO ,v!•G=̃ ~KO ,v!5I=. ~13!

This facilitates the construction of the dyadic Green’s func-
tion which is obtained according to

G= ~RO ,v!5
1

~2p!3 E
2`

` E
2`

` E
2`

`

W=̃ 21~KO ,v!ej KO –RO d3KO .

~14!

Here the wave matrix

W=̃ ~KO ,v!5KO –CU –KO 2%v2I= ~15!

appears, which is explicitly given by18

W=̃ ~KO ,v!5aI=1bKO KO 1gaOaO1e~KO aO1aOKO !, ~16!

where

a5m'K21~m i2m'!~aO–KO !22%v2, ~17!

FIG. 1. The fiber directiona is variable in 3D space, specified bya, the
angle between its projection onto thex-y plane and thex axis, andk, the
angle between itsx-y projection and itself.

734 734J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Martin Spies: Cross-plane shear waves



b5l'1m' , ~18!

g5„l'12m'1l i12m i22~n12m i!…~aO–KO !2

1~m i2m'!K2, ~19!

e5„~n1m i!2~l'1m'!…~aO–KO !. ~20!

The integral representation~14! of the dyadic Green’s func-
tion satisfies the radiation condition and thus constitutes the
solution of Eq. ~11! that leads to a physically reasonable
result.19,20

The inverse ofW=̃ (KO ,v) is obtained according to

W=̃ 21~KO ,v!5
adj W=̃ ~KO ,v!

det W=̃ ~KO ,v!
, ~21!

where the adjoint, determined using dyadic algebra, is given
by9,18

adj W=̃ ~KO ,v!5
1

a
~det W=̃ !I=2~ab1bg2e2!KO KO 2@ag

1~bg2e2!K2#aOaO2@ae2~bg2e2!

3~aO–KO !#~KO aO1aOKO !. ~22!

The determinant ofW=̃ is given by

det W=̃ ~KO ,v!5a@a„a1bK21g12e~aO•KO !…1~bg

2e2!„K22~aO–KO !2
…#[aL, ~23!

wherea characterizes theSH-wave propagation, while the
quasi-waves are characterized byL as can be easily seen
from Eqs.~17! to ~20!.

Thus the inverse of the wave matrix can be written as

W=̃ 21~KO ,v!5
1

a
I=2

~bg2e2!

aL
@KO KO 1K2aOaO2~aO–KO !~KO aO

1aOKO !#2
1

L
„bKO KO 1gaOaO1e~KO aO1aOKO !….

~24!

Using this equation, the 3D space–time spectral representa-

tion of Green’s dyadic function has been derived in Ref. 9.
Due to the complex structure of the wave numbersKqSV

2 and
KqP

2 @Eq. ~6!#, the backtransformation ofG=̃ (KO ,v) into spatial
domain does not succeed, thus a 2D space–time spectral rep-
resentation to be evaluated via FFT has been obtained.9,18

However, since the wave numberKSH
2 @Eq. ~5!# is less com-

plicated in structure, a space–time representation ofG= can
be derived for theSH part as is done in the next section.

III. DERIVATION OF G= SH IN THE SPACE–TIME
DOMAIN

A. SH part of the inverse wave matrix

Performing a partial fracture expansion of Eq.~24! with
respect toa and L and sorting for theSH and quasi-wave
terms, respectively, yields theSH part according to

W=̃ SH
21~KO ,v!5

1

a
I=1

m'

as
@KO KO 1K2aOaO2~aO–KO !~KO aO1aOKO !#,

~25!

where

s5m i~aO–KO !22%v2. ~26!

Inserting Eq.~25! into Eq. ~14!, replacing wave vectorKO in
the numerator by2 j “I , and interchanging the order of dif-
ferentiation and integration, theSH part of Green’s dyad is
obtained as

G= SH~RO ,v!5I= I 1~RO ,v!2@“I “I 1“I 2aOaO2~aO–“I !~“I aO

1aO“I !# I 2~RO ,v!, ~27!

where

I 1~RO ,v!5
1

~2p!3 E
2`

` E
2`

` E
2`

` ej KO –RO d3KO

m'K21~m i2m'!~aO–KO !22%v2 , ~28!

I 2~RO ,v!5
1

~2p!3 E
2`

` E
2`

` E
2`

` ej KO –RO d3KO

„m'K21~m i2m'!~aO–KO !22%v2
…„m i~aO–KO !22%v2

…

, ~29!
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B. Evaluation of integrals

The following considerations are easier to perform using
cylindrical coordinates, where for convenience and without
loss of generalityaO5eOx is chosen~Fig. 2!. Once the respec-
tive results have been obtained, they will be rewritten in
coordinate-free form. This approach has been used previ-
ously by Chen20 to evaluate an integral similar toI 1(RO ,v). It
is

KO 5Kx eOx1Kr cosF eOy1Kr sin F eOz , ~30!

RO 5x eOx1r cosf eOy1r sin f eOz , ~31!

KO •RO 5xKx1rK r cos~F2f!, ~32!

the differential volume element isd3KO 5Kr dKr dKx dF,
the limits forKx , Kr , andF are from2` to `, from 0 to`,
and from 0 to 2p, respectively. Furthermore,a ands trans-
form into

a5m iKx
21m'Kr

22%v2, ~33!

s5m iKx
22%v2. ~34!

Substituting Eq.~32! into Eq. ~28! and using Eq.~A1! of
Appendix A to perform theF integration provides

I 1~RO ,v!5
1

~2p!2 E
2`

` E
0

` J0~rK r !Kr dKr

m'Kr
21m iKx

22%v2

3ejxKx dKx , ~35!

whereJ0 is the Bessel function of the first kind of order zero.
Using Eq.~A2!, the integration overKr can be performed to
yield

I 1~RO ,v!5
1

4p2m'

3E
2`

`

K0S rAm i

m'

Kx
22

%v2

m'
D ejxKx dKx ,

~36!

whereK0 is the modified Bessel function of the second kind
of order zero. Finally theKx integration is carried out ac-
cording to Eq.~A3!, and the result is

I 1~RO ,v!5
1

4p

exp~ j vA~%/m im'!•~m'x21m ir 2!!

Am'Am'x21m ir 2

~37!

or in coordinate-free representation

I 1~RO ,v!5
1

4pR

3
exp~ j vRA%/m im'

Am i1~m'2m i!~aO•RÔ !2!

Am'
Am i1~m'2m i!~aO•RÔ !2

.

~38!

The evaluation ofI 2(RO ,v) with respect to the integra-
tion overF andKr is performed in the same way as above to
give

I 2~RO ,v!5
1

~2p!2 E
2`

` E
0

` J0~rK r !Kr dKr

~m'Kr
21m iKx

22%v2!~m iKx
22%v2!

ejxKx dKx

5
1

4p2m i
E

2`

` K0~rAm i /m'AKx
22%v2/m i!

Kx
22

%v2

m i

ejxKx dKx . ~39!

Application of Eqs.~A4! and ~A5! then leads to

I 2~RO ,v!5expS j vA %

m im'

•~m'x21m ir 2! D
•H 2

1

4p

Am'

%v2

Am'x21m ir 2

m ir 2

1
1

4p

j

2A%v2m i

•S E
0

` e2t dt

~z11t !2 1E
0

` e2t dt

~z21t !2D , ~40!

where

z1,252 j v
%

m im'

~Am'x21m ir 26Am'x2!. ~41!

FIG. 2. Coordinate system used in evaluating the integralsI 1 and I 2 .
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In the far field (x,r→`), z1,2 goes to infinity so that the integrals in~40! vanish, resulting in the coordinate-free representation

I 2
far~RO ,v!52

1

%v2

Am'
Am i1~m'2m i!~aO•RÔ !2

m i~12~aO•RÔ !2!

exp@ j vRA%/m im'
Am i1~m'2m i!~aO•RÔ !2#

4pR
. ~42!

C. Explicit coordinate-free form of G = SH
far

Thus resulting from Eq.~27!, the far-field representation
to be further evaluated is

G= SH
far ~RO ,v!5I= I 1~RO ,v!2@“I “I 1“I 2aOaO2~aO•“I !~“I aO

1aO“I !# I 2
far~RO ,v!, ~43!

with I 1 and I 2
far given by Eqs.~38! and ~42!. Performing the

“I operations onI 2
far according to

“I R5RÔ , ~44!

“I RÔ 5
1

R
~ I=2RÔ RÔ ! ~45!

results, after some algebraic manipulations, in

@“I “I 1“I 2aOaO2~aO–“I !~“I aO1aO“I !# I 2
far~RO ,v!

5
@RÔ RÔ 1aOaO2~aO–RÔ !~RÔ aO1aORÔ !#

@12~aO–RÔ !2#
I 1~RO ,v!. ~46!

Here, relations~B1!–~B4! of Appendix B as well as the con-
dition R→` have been used. Obeying the identity

~aO3RÔ !5@12~aO–RÔ !2#I=2@RÔ RÔ 1aOaO2~aO–RÔ !~RÔ aO1aORÔ !#,
~47!

and introducing the unit vector

uÔ ~RÔ !5
aO3RÔ

@12~aO–RÔ !2#1/2
, ~48!

then yields

G= SH
far ~RO ,v!5A%

m i

cSH~RÔ !

m'

ej vR/cSH~RÔ !

4pR
uÔ ~RÔ !uÔ ~RÔ !, ~49!

where the modulus of group velocitycSH has been intro-
duced, the derivation of which is described in Appendix C.
Performing the inverse Fourier transformation of this expres-
sion with respect tov finally results in

G= SH
far ~RO ,t !5A%

m i

cSH~RÔ !

m'

uÔ ~RÔ !uÔ ~RÔ !
d„t2R/cSH~RÔ !…

4pR
,

~50!

whered(t) designates the Dirac-delta function. This is the
space–time far-field representation of Green’s dyadic func-
tion for cross-plane shear waves in TIA media; the corre-
sponding representation of the triadic function is given in
Appendix D.

IV. NUMERICAL EVALUATION AND DISCUSSION

Numerical evaluation is performed for a unidirectional
graphite-epoxy composite; the relevant material parameters
are given by m'53.4 GPa, m i56.8 GPa, and %
51.6 g/cm3. Due to the symmetry conditions and the vari-
ability of fiber directionaO in the results given above, evalu-
ation in thex-z plane is sufficient. In the following, Green’s
dyadic function is convoluted with an appropriate time func-
tion and then plotted for several orientations of fiber direc-
tion aO , which is characterized by anglesa andk as shown in
Fig. 1. To account for a realistic experimental pulse as ap-
plied in nondestructive testing, a raised cosine~RC2! time
function as shown in Fig. 3 has been used according to

f RC2~ t !5@12cos~vt/2!#cos~vt !, 0<t<4p/v. ~51!

In Figs. 4–6, the modulus of the nonzero components
(G= SH

far ) i j , which, physically, represent the displacement com-
ponents inj direction due to a concentrated force ini direc-
tion, are plotted for a frequency ofv52p•1 MHz at time
t55 ms in linear scale. The represented area is 20
320 mm2 in the x-z plane, the generating force being lo-
cated in the center.

In cases wherea50° ~Fig. 4! only the component
(G= SH

far )yy does not vanish; here ay-directed force excites a
y-polarized cross-plane shear wave at the highest amplitude.
A variation of k leads to a respective rotation of the wave
fronts. Fork50° fixed, as also displayed in Fig. 4, a varia-
tion of a leads to changes in the wave patterns with vanish-
ing contributions inx direction and no excitation at all for
a590°. Correspondingly, as shown in Figs. 5 and 6, the
other components increase with the characteristic patterns of
wave excitation which can, qualitatively speaking, be easily
understood according to the nature of the cross-planeSH
waves.

The application of the space–time far-field representa-
tion of Green’s dyadic function forSH waves@Eq. ~50!# is

FIG. 3. Raised cosine~RC2! time function used to account for a realistic
experimental pulse.
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not restricted to homogeneous TIA media since the orienta-
tion of the rotational symmetry axis has been retained as an
additional parameter. Thus the results presented in this study
are particularly useful in the case of layered structures when
emphasis is onSH-wave propagation. This is the case, e.g.,
for two mutually orthogonal layers of composite material
with SH waves polarized perpendicular to the fibers and ob-
liquely incident on the interface. The resulting reflected
waves are also ofSH type, having the same polarization as
the incident wave. Particularly useful for this consideration is
the algorithm to numerically evaluate the~plane-wave! re-

flection and transmission coefficients for the case of two ar-
bitrarily oriented transversely isotropic layers presented
previously.17

It should be noted that the appearance of group velocity
in the exponential function in Eq.~49! is independent of the
far-field approximation, as can be seen from Eq.~40!, while
in the classical paper by Buchwald,21 group velocity, ex-
pressed by the correspondingKO vectors, appears through the
applied asymptotic integral evaluation. It should also be
mentioned that the neglection of the integrals in Eq.~40!
does not affect the accuracy of the far-field approximation.
Performing the¹ operations onI 2 instead ofI 2

far @Eq. ~43!#
and retaining resulting integrals with terms of order 1/(z1,2

1t)2 leads to an additional term in Eq.~49!, which, how-
ever, vanishes when the inverse Fourier transformation with
respect tov is performed. The direct functional relationship
between the modulus of group velocity and the spatial coor-
dinates given in the Appendices has proven to be particularly
useful for modeling ofSH-wave propagation at low compu-
tation times.15,16 Finally, it is worth mentioning that the rep-
resentation given in Eq.~49! leads to the same result as the
one given by Ben-Menahem and Gibson22 for poroelastic
inhomogeneous anisotropic media when applied to the ho-
mogeneous transversely isotropic case with fiber direction
fixed parallel to a coordinate axis.

ACKNOWLEDGMENTS

The author would like to express his thanks to Professor
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APPENDIX A. INTEGRAL FORMULAS

The evaluation of the integralsI 1(RO ,v) and I 2(RO ,v) is
performed using the following integral formulas. WithJ0

FIG. 4. Component (G= SH
far )yy for a50° and different values ofk ~first row!,

and for k50° and variablea ~second row!. The values in parentheses
indicate the respective maximum amplitudes in percentages of the absolute
maximum in the casea5k50°.

FIG. 5. Components (G= SH
far )xx,zz,xz for k50° and variablea. The values in

parentheses indicate the respective maximum amplitudes in percentages of
the absolute maximum in the casea5k50°.

FIG. 6. Components (G= SH
far )xy,yz for k50° and variablea. The values in

parentheses indicate the respective maximum amplitudes in percentages of
the absolute maximum in the casea5k50°.
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designating the Bessel function of first kind of order zero,
K0 designating the modified Bessel function of the second
kind of order zero andEi being the exponential-integral
function23 it is:

E
0

2p

ejx cos~F2f!dF52pJ0~x!, ~A1!

E
0

` J0~ax!

x21b2 x dx5K0~ab!, a.0, Reb.0, ~A2!

E
2`

`

K0~aAx22b2!ejcx dx5
p

Aa21c2
exp~ jbAa21c2!,

~A3!

E
0

` K0~bAa21x2!

a21x2 ejcx dx52
p

4a
@e2acEi~2d2!

1eacEi~2d1!#, ~A4!

where

d1,25aAb21c26ac,

Ei~2x!5e2xF2
1

x
1E

0

` e2t

~x1t !2 dtG , x.0. ~A5!

Equation~A3! can be found in Ref. 24, while the other rela-
tionships are taken from Ref. 23.

APPENDIX B. SPATIAL DERIVATIVES

In the evaluation of the“I operations in Eq.~43! the
following relationships are used~D[m i1(m'2m i)(aO
•RÔ )2, C[vA%/m im'!:

“I ~aO–RÔ !5
1

R
„aO2~aO–RÔ !RÔ …, ~B1!

“I ~RAD !5„m iRÔ 1~m'2m i!~aO•RÔ !aO…/AD, ~B2!

“I S D

m i@12~aO–RÔ !2#
D 52

m'

m i

~aO–RÔ !

R@12~aO–RÔ !2#2

3„aO2~aO•RÔ !RÔ …, ~B3!

“I S ejCRAD

RAD
D 5

jCRAD21

RD

ejCRAD

RAD
~m iRÔ 1~m'2m i!

3~aO–RÔ !aO !. ~B4!

APPENDIX C. DERIVATION OF GROUP VELOCITY AS
SPATIAL FUNCTION

In lossless media, the velocity of energy transport is
given by the group velocity, which has, for the materials
under concern, been obtained previously.17 For SH waves,
group velocity can be written as

cOSH5~%vSH!21@m'KÔ 1~m i2m'!~aO–KÔ !aO#, ~C1!

wherevSH5v/KSH designates the phase velocity. Since the
~energy! contribution to the wave field at an observation

point RO is characterized by group velocity, it is for the re-
spective unit vectors

RÔ 5cÔSH , uRÔ u5ucÔSHu51. ~C2!

Thus it is

RÔ 5
m'KÔ 1~m i2m'!~aO–KÔ !aO

Am'
2 1~m i

22m'
2 !~aO–KÔ !2

, ~C3!

and

~aO–RÔ !5
m i~aO–KÔ !

Am'
2 1~m i

22m'
2 !~aO–KÔ !2

. ~C4!

Combination of these two equations leads to a direct rela-
tionship betweenKÔ andRÔ according to

KÔ 5
m iRÔ 1~m'2m i!~aO–RÔ !aO

Am i
21~m'

2 2m i
2!~aO–RÔ !2

; ~C5!

also the modulus of group velocity can be obtained as a
spatial function as

cSH~RÔ !5A m'm i

%„m i1~m'2m i!~aO–RÔ !2
…

. ~C6!

APPENDIX D. GREEN’S TRIADIC FUNCTION

The SH part of Green’s triadic functionSSH is defined
as1

ST SH~RO ,v!5CU :“I G= SH~RO ,v! ~D1!

and is symmetrical in the first two indices. Using Eqs.~B1!–
~B4! and obeyingR→` allows us to perform the“I opera-
tions onG= SH according to Eq.~D1!. Additionally it is

“I uÔ ~RÔ !52
1

R@12~aO–RÔ !2#1/2 F ~RÔ 2~aO–RÔ !aO !~aO3RÔ !

@12~aO–RÔ !2#

1~aO3I=!G , ~D2!

where, with aO5(ax ,ay ,az), the antisymmetric matrix is
given by

aO3I=5S 0 az 2ay

2az 0 ax

ay 2ax 0
D . ~D3!

In the far-field approximation the derivatives according to
Eq. ~D2! can be neglected, since only terms of the order
(1/R) are retained. Thus it is

ST SH
far ~RO ,v!5 j vt

ej vR/cSH~RÔ !

4pR

3CT :„m iRÔ 1~m'2m i!aO…uÔ ~RÔ !uÔ ~RÔ !, ~D4!

where
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t5
A%/m i

m'„m i1~m'2m i!~aO–RÔ !2
…

. ~D5!

The performance of the double contraction in~D4! is
straightforward; the final result for the space–time far-field
representation of Green’s triadic function for cross-plane
shear waves in TIA media is

ST SH
far ~RO ,t !5

A%m i

m i1~m'2m i!~aO–RÔ !2
„uÔ ~RÔ !RÔ uÔ ~RÔ !

1RÔ uÔ ~RÔ !uÔ ~RÔ !…
d8„t2R/cSH~RÔ !…

4pR
. ~D6!
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Focusing of N waves in air by an ellipsoidal reflector
Wayne M. Wrighta) and David T. Blackstock
Applied Research Laboratories, The University of Texas at Austin, P.O. Box 8029, Austin,
Texas 78713-8029

~Received 14 June 1996; accepted for publication 31 March 1997!

An experimental investigation of the focusing of intense, airborne pressure pulses by an ellipsoidal
reflector is reported. Short-durationN waves were generated by weak sparks at the near focusF1 of
four different prolate ellipsoidal surfaces. Reflection then concentrated the rays at the far focus
F2 . Measurements were made with a wide-band microphone, primarily along the axis of the
reflector. A few transverse measurements in the plane ofF2 were also made. In the axial
measurements the reflected~uprightN wave! and edge-diffracted~invertedN wave! components of
the signal are distinct at points distant fromF2 , approach each other as the focus is neared, and
merge at the focus. At the focus the waveform is U-shaped, or cusped. BeyondF2 a ‘‘droopy’’
N wave emerges and, where the edge wave can be resolved, it now arrives first and is phase inverted
relative to its prefocal version. The more intense reflected wave does not experience phase
inversion. Some features of the observed waveforms are consistent with recent calculations by
Hamilton, which are based on lossless, linear theory. Other wave characteristics, including pulse
amplitude and location of the head and tail shocks, are strongly influenced by nonlinear effects.
© 1997 Acoustical Society of America.@S0001-4966~97!04708-5#

PACS numbers: 43.25.Jh, 43.25.Zx, 43.20.Px, 43.80.Sh@MAB #

INTRODUCTION

Focusing by ellipsoidal reflectors, demonstrated by mea-
surements with short-duration pressure pulses in air, is the
subject of this paper. The use of pulses instead of cw signals
helps identify various components of the wave field. In our
case the pulses areN waves generated by weak electrical
sparks. AirborneN waves have also been used to study fo-
cusing by a spherical mirror~see, for example, Cornet1! and
by a paraboloidal reflector~see, for example, Beasleyet al.2!.
Other surface contours have advantages for particular appli-
cations. The ellipsoidal surface provides excellent transfer of
wave energy between two points~or foci! of moderate sepa-
ration. Ellipsoidal reflectors find practical use in
lithotripsy,3–6 an important recent application of acoustical
technology to medicine, in which the fluid medium consists
of water and body tissue. Indeed, questions raised about
lithotriper sound fields motivated the present study.

Extracorporeal shock wave lithotripters employ a source
of intense acoustic waves, located outside the human body,
to destroy kidney stones and gallstonesin situ without ~it is
hoped! causing appreciable damage to living tissue. In one
widely used commercial lithotripter, from the German firm
Dornier,5,6 energetic sparks in water produce~nearly unipo-
lar! positive pressure pulses at the interior focusF1 of a
hemi-ellipsoidal reflector, and the patient’s body is posi-
tioned so that the stone is located at the second focusF2 .
Irradiation by successive focused pulses causes erosion and
eventual breakup of the stone into fragments small enough to
pass out of the body naturally through the urinary tract.

Theoretical modeling of the ellipsoidal sound field is
challenging. Three factors—focusing, nonlinear distortion,

and diffraction—interact in a complicated way to produce
the characteristic lithotripter pulse shape at the focus.5 An
analytical solution has been obtained by Hamilton7 for the
small-signal problem~nonlinear effects and losses ne-
glected!. He used the Helmholtz–Kirchhoff integral to pre-
dict waveforms along the axis of an ellipsoidal reflector.
Christopher6 has developed a computational model for ellip-
soidal focusing of finite-amplitude waves~effects of absorp-
tion and dispersion also included!. His predictions, specifi-
cally for a Dornier HM3 lithotripter, agree well with the
corresponding measurements of Colemanet al.5 When ab-
sorption and nonlinearity are removed from the algorithm, he
obtains excellent agreement with Hamilton’s on-axis analyti-
cal waveforms. When nonlinearity is included, his computed
waveforms nearF2 differ substantially in both shape and
amplitude from the small-signal waveforms.

Most experimental studies of ellipsoidal focusing have
been done in water or tissue. By performing our study in air,
we avoided the complication of cavitation and the bubble
pulse. Moreover, the nearly symmetricN wave produced by
a spark in air is in some ways better suited for interpretation
and analysis than is the waterborne spark-produced pulse.
That pulse is a very sharp positive spike followed by a long
shallow negative tail.

Most of the measurements reported here are along the
axis, but a few are transverse, in the plane ofF2 . The effects
of focusing, diffraction, and nonlinearity are clearly evident
in the waveforms.

I. ELLIPSOIDAL REFLECTION

Figure 1 indicates the pertinent definitions and geometry
for the prolate ellipsoidal reflectors used in this study. The
origin of the r ,z cylindrical coordinate system is at the sec-
ond focusF2 ; the center of the ellipsoid is atz 5 2z0 . The

a!Permanent address: Department of Physics, Kalamazoo College, Kalama-
zoo, MI 49006, Electronic mail: wwright@kzoo.edu
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equation of the surface isr 2/b21(z1z0)2/a251, the lengths
of the major and minor axes are 2a and 2b, respectively, and
e 5 A12(b/a)2 is the eccentricity. Regardless of the launch
direction, sound originating at focusF1 , arrives after a
single reflection at the second focusF2 after having traveled
a path of length 2a. If the waves are small signal, therefore,
the travel time fromF1 to F2 is independent of the particular
path followed.

Since the reflectors used in this experiment are only por-
tions of an ellipsoidal surface, for example, the section to the
left of one of the vertical dashed lines in Fig. 1, the fraction
of energy actually reachingF2 from F1 is proportional to the
solid angle subtended by the surface atF1 . Diffraction by
the edge of the reflector is expected to produced an edge
wave. The spatial relation of the edge wave to the reflected
wave is indicated in Fig. 2, which shows representative re-
flected wavefrontsB and edge wavefrontsC. It is seen that if
the receiver is on-axis in front of the focus (z,0), the re-
flected wave leads the edge wave. The reverse is true if the
receiver is beyond the focus (z.0). Only at focusF2 do
both waves arrive simultaneously. From linear theory one
expects~1! the edge wave on axis to be phase inverted rela-
tive to the reflected wave, and~2! the reflected wave to suffer
phase inversion as it passes through the focus. Thus if the
prefocal reflected signal is a conventionalN wave, the edge
wave there is an upside downN; beyond the focus the po-
larities of the two signals reverse. If finite-amplitude effects

are important, nonlinear distortion of the reflected wave
should be particularly consequential in the vicinity of the
focal point. Indeed, finite-amplitude effects may prevent, or
at least modify, phase inversion of the reflected wave.8

Another expectation has to do with the magnitude of the
edge wave relative to that of the reflected wave. The rays
striking the rim of the reflector are weaker than the paraxial
reflected rays, since on the ellipsoidal surface the ray density
is least at the rim, and thus the edge wave is relatively weak.
The weakness of the edge wave is expected to be more pro-
nounced for deep reflectors than for shallow ones.

II. EXPERIMENT

Four ellipsoidal reflectors were machined from alumi-
num blocks. Three—denoted Large, Mid-Size, and Small in
Fig. 1—all have the same major axis 2a528 cm, minor axis
2b514 cm, and eccentricitye50.866. The depths are given
in Fig. 1. The fourth reflector has the same separation be-
tween foci but eccentricitye50.753 ~other measurements:
2a532.2 cm, 2b 5 21.2 cm, depth behindF154.0 cm!. The
large reflector is the deepest one. It is a hemi-ellipsoid; the
separation between its aperture plane and either focus is
12.12 cm. Although the fourth reflector has the same aper-
ture size and distance between foci as the large reflector, it is
much more shallow; its aperture is in the plane ofF1 . The
reason for making four different reflectors for the experiment
was that we wished to test some of the expectations de-
scribed in the previous paragraph, particularly the properties
of the edge wave.

The acoustic source for each reflector was the same, a
weak spark produced atF1 between pointed tungsten elec-
trodes having nominal 3-mm separation. The parallel combi-
nation of a high-voltage power supply~Glassman series EH!,
a 1.0-nF mica capacitor, and the spark gap functions as a
simple relaxation oscillator. Firing voltage was about 5 kV.
Adjustment of the spark repetition rate was possible, through
control of the supply voltage, up to several discharges per
second.9

The microphone was of the wide-band electrostatic
type.10 The diaphragm was 1/4-mil~6-mm! aluminized My-
lar, stretched over a 16-mm-diam cartridge which contained
the 1.6-mm-diam smooth metal back electrode, embedded in
a plastic insulator. To avoid diffraction by the microphone
itself, we fit the cartridge flush in a 127-mm-diam plane
baffle.9 The microphone was attached directly to a preamp-
lifier, which provided a high-impedance load as well as a
135-V dc bias voltage for the microphone. Individual wave-
forms were stored on a Tektronix RTD 710A Digitizer. The
baffled microphone had a free-field response of approxi-
mately 0.05 mV/Pa from low frequencies to above 0.5 MHz.

A sturdy optical bench was used for mounting the spark
electrodes, ellipsoidal reflector, and microphone. Positioning
was done manually. Alignment was maintained with a HeNe
laser beam.

Careful measurement technique was required. Near the
exterior focusF2 , the measured waveforms were found to be
especially sensitive to shifts in spark location. Successive
sparks do not follow precisely the same path between
pointed electrodes, and a spark 3 mm in length is not truly a

FIG. 1. Geometry of ellipsoid, showing interior (F1) and exterior (F2) foci
and three reflectors with differing depths but common axes~2a528 cm,
2b514 cm! and eccentricitye 5 0.866.

FIG. 2. Schematic representation of reflected (B) and edge-diffracted (C)
wavefronts from a hemi-ellipsoidal reflector.
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point acoustic source. Even when the experimental apparatus
was aligned with great care, variations in amplitude at the
focus of up to 20% were not unusual.

III. EXPERIMENTAL RESULTS

Figure 3 shows axial waveforms for the large reflector.
The pressure scale is the same for all traces. A time reference
is provided by the directN wave from the spark, labeled
A. For the top waveform (z5212 cm), the microphone is
midway between the foci, in the aperture plane of the reflec-
tor. One notes that the reflected signalB is initially an ordi-
nary N wave ~similar to A!, while the edge wave, labeled
C, is inverted. As the microphone approaches the focus
F2 , the separation between the edge and reflected waves
decreases, but the two signals are still fully resolved 4 cm in
front of the focus. For both pulses, the amplitude increases
slightly asF2 is approached.

Reflected and diffracted waves merge to produce a
cusped, or U-shaped, wave at the focus. The pressure ampli-
tude there is greater than 5000 Pa50.05 atm. At larger axial
distances the waveform takes on a ‘‘droopy’’N wave ap-
pearance, a kind of blend ofU andN shapes. Two shocks are
evident, but the curve connecting them is not linear. The
second shock overshoots into the positive pressure region

and has a tail. BeyondF2 the diffracted pulseC arrives
ahead of the reflected one, as promised by Fig. 2. Moreover,
it appears inverted relative to its prefocal shape, beginning
with a peak rather than a trough. Also to be noticed in the
sequence of waveforms is the gradual increase in separation
of the head and tail shocks; this is a finite-amplitude effect.

Similar sequences are shown for the mid-size reflector in
Fig. 4~a! and for the small reflector in Fig. 4~b!. Source con-
ditions were not quite the same as those used for the large
reflector. The sparks were slightly more intense. Because of
the relative weakness of the small reflector field, the signals
in Fig. 4~b! have been magnified by a factor of 2 relative to
those in Fig. 4~a!. Although no pressure scale is given~it is
not known to the same accuracy as that in Fig. 3!, the trend
of the waveforms is clear. One sees that the results differ
considerably from those obtained for the large reflector. The
edge waveC is relatively stronger, but because of the
smaller aperture radius, signalsC andB have smaller sepa-
ration andC merges withB more quickly. These results
were expected. Failure of an inverted edge wave to emerge
in front of the reflected wave for the postfocal region is note-
worthy. The amplitude increase of the reflected wave as it
approachesF2 is not as appreciable as in Fig. 3. Nor is the
wave at the focus as far along in the transition fromN to
U shape.

Measurements with the fourth reflector~wide but shal-
low! are presented in Fig. 5. Axial measurements are shown
in Fig. 5~a!, transverse measurements in the plane ofF2 in
Fig. 5~b!. In the axial waveforms the pressure amplitude at
the focus is comparable to that measured for the large reflec-
tor, while the overall waveform shapes beyondF2 more
closely resemble those for the mid-size reflector. Especially
noticeable in Fig. 5~a! are~1! a pronounced increase in shock
separation atz 5 24 cm, where the negative initial portion of
the edge wave has merged with the negative second half of
the reflected wave, and~2! the gradual lengthening of the
wave beyond the focus. The transverse waveform sequence
in Fig. 5~b!, displayed as left and right pairs, shows that the
field was symmetric and the apparatus well-aligned. Since
the edge wave is strong~coherent! only on the axis, it does
not appear in the Fig. 5~b! traces. The approximate diameter
of the focal region, within which the pressure amplitude de-
creases from the axial value by 6 dB, is 1.6 cm.

IV. COMPARISON WITH LINEAR THEORY

Hamilton7,11 has evaluated his linear solution to predict
the axial pressure waveforms forN waves incident upon a
number of ellipsoidal reflectors. For each case he calculates
three distinct contributions: acenter wave, anedge wave, and
a wake. The wake is controlled by a term in the analytical
solution that results from the nonuniform pressure amplitude
at the mirror surface.

Hamilton’s linear analysis~as presented in Ref. 7! and
our experiments in air show qualitative agreement as fol-
lows:

~1! When the axial observation point is in front of the
focus F2 , the edge wave is distinct and inverted and lags
behind the center wave. AsF2 is approached the lag de-
creases. The relative amplitudes of reflected and edge waves

FIG. 3. Waveforms observed along the axis of the large hemi-ellipsoidal
reflector, with aperture diameter 14 cm, depth 14.0 cm, and eccentricity
0.866. The time origin for each position corresponds to arrival of the direct
N wave from the spark (A). Reflected (B) and edge-diffracted (C) signals
are indicated.
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that we observed are in reasonable agreement with predic-
tions. The two waves merge in the focal region, and at
greater distances the edge wave leads and, for those experi-
mental situations in which it is resolved, is an uprightN. The
failure of the reflected wave in our experiments to invert may
be attributed to finite-amplitude effects.

~2! For the situations of Figs. 4 and 5, even before the
reflected wave reaches focusF2 the expansion connecting
the head and tail shocks ceases be linear and curves upward.
The tail shock overshoots into positive pressure and has its
own tail. These features are associated with the wake. See,
e.g., Fig. 8~h! of Ref. 7.

~3! At the exterior focus the waveform tends to be
cusped orU-shaped. The observed shape is consistent with
the derivative of the source function that is predicted by Eq.
~30! of Ref. 7.

~4! Between the two foci the edge wave for a particular
ellipsoidal surface becomes more significant, relative to the
reflected wave, as the reflector depth is reduced. This effect
corresponds to the fact that rims of shallow reflectors are in
regions of higher ray density than rims of deep reflectors.

Although the assumption of linear superposition of wave
contributions is not truly valid for the finite-amplitude sig-
nals in our experiments, it can still lead to helpful bench-
marks. Consider, for example, the amount of radiation that
would be incident upon each of the reflectors if the spark
were an ideal point source atF1 . The initial solid angle
within which the incident wave is specularly reflected is re-

duced, relative to that for our large reflector, by factors of
0.85 and 0.54 for the mid-size and small reflectors, respec-
tively. The pressure amplitudes measured atF2 for these two
reflectors are about 40% of the values based on these factors.
The discrepancy can be attributed largely to nonlinear propa-
gation effects, which cause attenuation of theN wave.

Much evidence of finite-amplitude effects appears in the
measured waveforms. The head and tail shocks of the re-
flected wave become increasingly separated with propaga-
tion distance. Moreover, notice the difference between the
duration of the much weaker direct waveA and the reflected
wave B, even far before the focus. Attention has already
been called to the failure of the reflected wave to invert when
it passes through the focus. In the postfocal region, steepen-
ing of the compression segments of the waveform, and cor-
responding easing of the expansion segments, contribute to
the gradual change from U shape in the focal region to the
‘‘droopy’’ N shape beyond the focus.

V. CONCLUSIONS

Short-duration acoustic transients~N waves!, produced
by weak sparks at the interior focusF1 , have been reflected
from four different ellipsoidal mirrors. As the microphone is
moved along the mirror axis toward the exterior focusF2 ,
the initial N wave distorts somewhat toward a U-shaped, or
cusped, wave. Shocks are present in all of the observed
waveforms.

FIG. 4. Waveforms observed along the major axis of~a! the mid-size reflector~depth 5.92 cm! and ~b! the small reflector~depth 1.88 cm; with 2x gain!.
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A distinct diffracted wave, which originates at the edge
of the reflector and propagates with leading rarefaction, is
observed in front of the focus for each of the four reflectors.
Only for the largest reflector did we observe the edge wave
in the postfocal region. In that case the edge wave begins, as
predicted, with a condensation.

Numerical calculations by Hamilton, based on a lossless,
linear propagation model, predict waveforms that compare
favorably in several respects with our observations. Particu-
larly noteworthy is the observed distortion of theN wave
that is attributable to the wake term in the analysis.

The most interesting finite-amplitude effects are the
lengthening of the signal between shocks and the failure of
the reflected wave to become an invertedN beyond the focus
F2 . The computational work of Christopher supports our
finding that neglect of nonlinear propagation effects can lead
to a substantial overestimate for the amplitude in the focal
region.
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The time-averaged forces exerted by a sound field between two gas bubbles, normally called
Bjerknes forces, are examined. The surrounding medium is assumed to be an incompressible
viscous liquid. It is shown that the acoustic streaming, which develops around the bubbles due to
viscosity, adds one more term to the Bjerknes force that is dominant when the viscous wavelength
is large compared with the bubble radii. ©1997 Acoustical Society of America.
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INTRODUCTION

Bjerknes forces arising between two bubbles in a sound
field and causing them to attract or repel each other are well-
known in acoustics. They are named for C. A. Bjerknes and
his son V. F. K. Bjerknes, who were the first to report on this
effect and to derive an analytical expression for the forces.1

The later literature on this topic is reviewed in sufficient
detail in several articles2–5 and therefore only works directly
relevant to the subject matter of the present paper will be
mentioned below.

The purpose of this paper is to study dissipative effects
on the Bjerknes forces between two radially pulsating
bubbles. When deriving an expression for the forces, C. A.
Bjerknes is known to have neglected the dissipative effects.
These appeared to be first taken into account by
Zabolotskaya6 using the well-known phenomenological pro-
cedure: She entered damping into equations for the instanta-
neous radii of the bubbles that were initially obtained for an
ideal liquid. This approach, however, takes no account of the
acoustic streaming which develops around the bubbles due to
the viscosity of the surrounding liquid. As is shown in this
paper, the acoustic streaming gives rise to one more term in
the Bjerknes force that plays an important role when the
viscous effects become strong.

I. THEORY

A. Problem formulation

Let two gas bubbles with mean radiiR1 andR2 , sepa-
rated by a distancel , be immersed in a liquid irradiated by a
sound wave field. We assume the wavelength of the sound
field to be much larger thanR1 , R2 , andl . It is also assumed
that thermal effects in the liquid are negligible, which is the
case when the thermal penetration depth is small compared
with R1 andR2 . These assumptions allow us to neglect the
compressibility of the liquid and represent equations of the
liquid motion7 and the mean force on each bubble8 as fol-
lows:

“–v50, ~1!

r
]v

]t
1r~v–“ !v52“p1hDv, ~2!

Fj5E
Sj

^2h~nj–“ !v~2!1hnj3~“3v~2!!2nj p
~2!

2rv~1!~v~1!
–nj !&dSj , ~3!

wherev is the liquid velocity,r is the liquid density,p is the
liquid pressure,h is the shear viscosity of the liquid,Fj is the
mean force on thej th bubble (j 51,2), Sj is the equilibrium
surface of thej th bubble,nj is the unit outward normal to
Sj , the superscripts~1! and~2! in Eq. ~3! denoted quantities
of first and second order in the amplitude of the incident
field, and^ & means an average over the incident field cycle.
As Eq. ~3! shows, calculation of the force requiresv(1),
^v(2)&, and^p(2)&. The first-order velocityv(1) is determined
by the linearized equations~1! and ~2!

“–v~1!50, ~4!

r
]v~1!

]t
1“p~1!2hDv~1!50. ~5!

Assuming thatl @R1 ,R2 , we can treat pulsations of the
bubbles as purely radial and accordingly representv(1) as
follows:

v~1!5“w, ~6!

where w5w I1w11w2 in which w I5A exp(2ivt) is the
incident potential,

w j5A exp~2 ivt !ajRj /r j ~7!

is the scattered potential of thej th bubble,r j is the radial
coordinate of the spherical coordinate system with the origin
at the equilibrium center of thej th bubble~see Fig. 1!, and
a1 and a2 are dimensionless constants to be determined by
the boundary conditions at the surfaces of the bubbles. We
will find expressions for these constants later; for the mo-
ment we assume them to be known and proceed to calculate
^v(2)& and ^p(2)&.

B. Equations of acoustic streaming

By averaging Eqs.~1! and~2! over time and keeping up
to the second order, we obtain equations for^v(2)& and
^p(2)& which are normally called equations of acoustic
streaming
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“–^v~2!&50, ~8!

hD^v~2!&2“^p~2!&5r^~v~1!
–“ !v~1!&. ~9!

We seek̂ v(2)& as

^v~2!&5“F1“3C. ~10!

Substitution of Eqs.~6! and~10! into Eqs.~8! and~9! yields

DF50, ~11!

D2C50, ~12!

“^p~2!&5hD~“3C!2 1
2r“^~“w!2&. ~13!

We shall calculate the force on bubble 1.~The force on
bubble 2 can then be found replacing quantities concerning
bubble 1 by similar quantities concerning bubble 2 andvice
versa.! In view of axial symmetry, we seekF andC as

F5a~R1 /r 1!2 cosu1 , ~14!

C5bee1
sin u1 , ~15!

whereee1
is the unit vector of the spherical coordinate sys-

tem related to bubble 1, anda andb are constants. Equations
~14! and~15!, as written here, assume effects of the acoustic
streaming of bubble 2 on the force exerted on bubble 1 to be
negligible. It is easy to verify that Eqs.~14! and ~15! meet
Eqs. ~11! and ~12! as well as the condition̂v(2)&→0 as
r 1→`. To find a andb, we use the boundary condition for
the liquid velocity at the surface of bubble 1. Note that the
condition should be applied to theperturbed surface of
bubble 1, whereupon it should be taken with an accuracy up
to the second order and averaged over time. To get this re-
sult, we represent the perturbed surface of bubble 1 asr 1

5R11x1(t) and expand the liquid velocityv at this surface
in a Taylor series

vur 15R11x1
'vur 15R1

1x1

]v

]r 1
U

r 15R1

'v~1!ur 15R1
1v~2!ur 15R1

1x1
~1!

]v~1!

]r 1
U

r 15R1

,

~16!

wherex1
(1) is the first-order change in the radius of bubble 1,

subject to the following relation:]x1
(1)/]t5v r 1

(1) at r 15R1 .

When averaged over time, Eq.~16! gives

^vur 15R11x1
&5^v~2!&ur 15R1

1K x1
~1!

]v~1!

]r 1
U

r 15R1
L . ~17!

We should also take into consideration that the total steady
velocity field in addition to the velocity considered above
involves a component due to slow translational motions of
the bubbles caused by the Bjerknes forces. Calling this com-
ponentU and adding to Eq.~17!, the desired boundary con-
dition is given by

U1^v~2!&1K x1
~1!

]v~1!

]r 1
L 5u1 at r 15R1 , ~18!

whereu1 is the velocity of the slow translational motion of
bubble 1. By its very definition,U should be subject to the
condition:U5u1 at r 15R1 ~as well asU5u2 at r 25R2! and
hence Eq.~18! becomes

^v~2!&5
1

v2 K ]v r 1

~1!

]t

]v~1!

]r 1
L at r 15R1 . ~19!

This equation means that when calculating the Bjerknes
forces, we treat the bubbles as if they were immobile in the
second approximation. Substituting Eqs.~6!, ~7!, ~10!, ~14!,
and~15! into Eq.~19! and retaining only the leading terms in
the small parametersR1 / l andR2 / l , one findsb52a and

a5
uAu2

4vR1
2

R1R2

l 2 Im~a1a2* !, ~20!

where Im denotes ‘‘the imaginary part of,’’ and the asterisk
indicates the complex conjugate. Substituting Eq.~15! into
Eq. ~13!, we obtain

^p~2!&52hb
cosu1

r 1
2 2

1

2
r^~“w!2&. ~21!

Here, we have also used that“3(ee1
r 1

22 sinu1)

52“(r 1
22 cosu1) and that̂ p(2)&→0 asr 1→`.

C. Calculation of the Bjerknes force

Substituting Eqs.~6!, ~7!, ~10!, ~14!, ~15!, ~20!, and~21!
into Eq. ~3! and retaining only the leading term, one finds

F152pruAu2
R1R2

l 2 FRe~a1a2* !1
1

2 S dv

R1
D 2

Im~a1a2* !G ,
~22!

where F1 is the magnitude ofF1 , including sign, so that
F1.0 corresponds to attraction of bubble 1 to bubble 2, and
F1,0 to repulsion,dv5A2h/rv is the viscous penetration
depth, and Re denotes ‘‘the real part of.’’ It is seen from Eq.
~22! that it will suffice to calculatea1 and a2 in the zero
approximation inR1 / l andR2 / l , i.e., as if the other bubble
were absent. This result is well-known~see, for example,
Ref. 9! and for the case considered here is represented as
follows:

aj5~v j
2/v2212 id j !

21, ~23!

where

FIG. 1. Illustration of the coordinate systems used.
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v j5S 3k j Pg j

rRj
2 2

2s

rRj
3D 1/2

~24!

is the resonance frequency of thej th bubble,

d j5
vRj

c
12S dv

Rj
D 2

1S v j

v D 2

dt j ~25!

is the total dimensionless damping constant,Pg j5P0

12s/Rj is the equilibrium gas pressure inside thej th
bubble,P05PA1rgZ is the equilibrium pressure of the host
liquid, PA is the atmospheric pressure,g is the gravity,Z is
the depth of submergence of the bubbles, andk j anddt j are
given by

k j5gF ~11dt j !
2S 11

3~g21!~sinh Xj2sin Xj !

Xj~coshXj2cosXj !
D G21

, ~26!

dt j5
3~g21!@Xj~sinh Xj1sin Xj !22~coshXj2cosXj !#

Xj
2~coshXj2cosXj !13~g21!Xj~sinh Xj2sin Xj !

,

~27!

where g is the specific heat ratio of the gas,Xj

5RjA2v/D j , D j5K/r j cpg is the thermal diffusivity of the
gas inside thej th bubble,K is the thermal gas conductivity,
cpg is the specific gas heat at constant pressure,r j

5rAPg j /PA is the density of the gas inside thej th bubble,
andrA is the gas density at the atmospheric pressurePA .

Upon substitution of Eq.~23! into Eq. ~22!, we finally
obtain

F15
2pruAu2R1R2G1

l 2@~12v1
2/v2!21d1

2#@~12v2
2/v2!21d2

2#
, ~28!

where

G15V1d1d21D1 , ~29!

V5~12v1
2/v2!~12v2

2/v2!, ~30!

D15
1

2 S dv

R1
D 2Fd1S v2

2

v221D 2d2S v1
2

v221D G . ~31!

Let us compare Eq.~28! with the result of Zabolotskaya.6

Recall that she entered damping into equations for the instan-
taneous radii of the bubbles, which were initially derived for
an ideal liquid. The comparison shows that in this approach
she has lost the termD1 due to acoustic streaming. This term
has two peculiarities: First, it can change sign and in conse-
quence either increase or decrease the net contribution from
the dissipative effects, and second, if we find the force on
bubble 2,F2 @for which purpose we should change the sub-
script 1 in Eqs.~28!–~31! to 2 and vice versa and take Eq.
~28! with negative sign#, we will see thatF1Þ2F2 as D1

ÞD2 . This result may be explained as follows: In an ideal
liquid, the system of two interacting bubbles is conservative,
and mechanisms of the occurrence of the Bjerknes forces on
each bubble are symmetrical. The Bjerknes force on bubble
1 is caused by interaction of its linear pulsations, induced by
the incident field, with the linear scattered field from bubble
2. The same process occurs for bubble 2. Therefore the
forces on the bubbles are equal and opposite. In a viscous
liquid, both the conservatism and the symmetry of the sys-

tem are broken. Clearly the acoustic streaming generated by
bubble 1 and resulting in an additional force on that bubble is
different from that generated by bubble 2 if the bubbles are
of unequal size. Therefore the total forces on the bubbles are
not equal and opposite to each other. A similar result occurs
for a compressible liquid10 where the conservatism of the
system and its symmetry with respect to the incident field are
broken by the finite sound speed.

II. NUMERICAL EXAMPLES

Typically the contribution to the Bjerknes forces from
the dissipative effects is insignificant. There are, however,
cases where these effects do govern the Bjerknes forces.
First, this occurs whenv1 or v2 or both are close tov, a
trivial case. Second, this happens when parameters of the
system are such that the viscous wavelength is much larger
than the radii of the bubbles. To illustrate both these cases,
some numerical calculations have been made.

Figure 2 refers to two air bubbles in water. The corre-
sponding physical parameters arer51000 kg/m3, h
51023 Pa s, c51500 m/s, s50.0727 N/m, K
50.034 J/~sm K!, cpg51009 J/~kg K!, g51.4, rA

51.2 kg/m3, PA51.0133105 Pa, and g59.8 m/s2. The
mean radii of the bubbles were taken to beR1520mm and
R2510mm, and the depth of their submergenceZ50.1 m.
Figure 2~a! exhibits the ratio of the ‘‘ideal’’ term of Eq.~29!,
V, to the sum of all the terms,G1 , for frequencies below the
resonance frequencyf 1 of the larger bubble, Fig. 2~c! shows
this ratio for frequencies above the resonance frequencyf 2

of the smaller bubble, and Fig. 2~b! presents curves forV
andG1 for the domain betweenf 1 and f 2 . These results give
an indication of a role of the dissipative effects in usual
cases. It is seen that those are most conspicuous near the
resonance frequencies and change moderately the magnitude
of G1 in the domain betweenf 1 and f 2 .

Figures 3–5 present the same two bubbles in glycerin.
The data for glycerin were taken to ber51260 kg/m3, h
51.48 Pa s,c51923 m/s,s50.0657 N/m. Figure 3 illus-
trates the force on the bigger bubble, bubble 1, and allows
one to compare contributions toG1 from each term of Eq.
~29! for various frequency regions. It is seen from Fig. 3~a!
that for low frequencies, up to about 15 kHz, the main con-
tribution to G1 comes from the ‘‘acoustic streaming’’ term
D1 . Notice that for this frequency range the viscous wave-
length, defined aslv52pdv , is large compared with the
bubble radii. For frequencies near and above the resonance
frequencies of the bubbles, Fig. 3~b! and~c!, the other dissi-
pative term,d1d2 , becomes dominant. Thus Fig. 3 shows
that at all frequencies investigated the contribution of the
‘‘ideal’’ term V is negligible.

Figure 4 illustrates the force on the smaller bubble,
bubble 2. The quantitiesG2 andD2 , shown in Fig. 4~a! with
negative sign, are found from Eqs.~29! to ~31! by changing
the subscript 1 to 2 andvice versa. Positive values ofG2

correspond to attraction of bubble 2 to bubble 1, and nega-
tive values to repulsion. It is seen from Fig. 4~a! that for low
frequencies, wherelv@R1 ,R2 , the termD2 is dominant and
bubble 2 is repelled from bubble 1. For frequencies above 41
kHz, the termd1d2 starts to predominate, and the force on
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bubble 2 becomes attractive; see Fig. 4~b!. It follows from
Fig. 4~a! and comparison of Figs. 3~c! and 4~b! that the
‘‘ideal’’ term V is negligible in the whole frequency range,
except for frequencies close to 41 kHz whereD2 and d1d2

cancel each other.

Figure 5 shows the ratio ofG2 to G1 as a function of
frequency. Note that asG1.0 for all frequencies,G2 /G1

.0 corresponds to mutual attraction between the bubbles,
while G2 /G1,0 denotes that bubble 2 is repelled from

FIG. 2. Dissipative effects on Bjerknes forces between two air bubbles in
water ~R1520mm, R2510mm!.

FIG. 3. Contributions from different terms of Eq.~29! to the force on the
bigger bubble~bubble 1!. The host liquid is glycerin, the gas inside the
bubbles is air, the mean radii of the bubbles areR1520mm and R2

510mm.
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bubble 1. It is seen from Fig. 5 that in general the forces on
the bubbles are not equal and opposite to each other. For
high frequencies, both bubbles experience attraction to each
other but the force on the smaller bubble, bubble 2, is about
four times smaller in magnitude than that on the bigger
bubble, bubble 1. For low frequencies, the force on the
smaller bubble becomes repulsive, and its magnitude is
larger than that of the force on the bigger bubble.

III. CONCLUSIONS

It has been shown that dissipative effects on Bjerknes
forces between two bubbles are due to two processes,
namely, losses in the linear pulsations of the bubbles, which

were first taken into account by Zabolotskaya,6 and the
acoustic streaming developing around the bubbles due to the
viscosity of the host liquid, which has not been considered
previously. It has been found that the acoustic streaming
adds one more term to the Bjerknes force. This new term has
been demonstrated by numerical examples to be dominant
when the viscous wavelength is large compared with the
bubble radii. In addition, its presence results in the forces on
the bubbles which are not equal and opposite to each other.
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This paper studies sound scattering by a moving turbulent atmospheric medium, following the work
of Clifford and Brown @J. Acoust. Soc. Am.55, 929–933~1974!#. A formula for the sound
scattering cross section is derived using the Galilean transformation and Snell’s law of wave
refraction. Effects of the mean flow on the scattering process are examined. Numerical examples
show that, unlike the zero-flow case, there exists a nonzero cross section at right scattering angles
for scattering from both velocity and temperature fluctuations. More importantly, the mean flow
may give rise to significant contributions to the backscattering from turbulent eddies, in contrast to
the zero-flow case and the previous results. ©1997 Acoustical Society of America.
@S0001-4966~97!05107-2#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

LIST OF SYMBOLS

v transmitted acoustic frequency
c sound speed in the still air
v8 acoustic frequency in the actual scattering process
v medium moving velocity
v̂ v/v—unit vector for the moving velocity
M v/c—Mach number
k i incident wave vector
k i8 incident wave vector in the moving medium
ks scattering wave vector

ks8 scattering wave vector in the moving medium

k̂i incident unit vector

k̂i8 incident unit vector in the moving medium

k̂s scattering unit vector

k̂s8 scattering unit vector in the moving medium
k uk i u5v/c
k8 uk i8u5v8/c
u,f polar angles for vectors

INTRODUCTION

Over the years, there has been considerable interest in
the study of acoustic scattering in turbulent media. This is
not only because acoustic techniques are a powerful mean to
probe various turbulent environments, such as the atmo-
sphere, the ocean, and rivers, but also the interaction between
acoustic waves and turbulent media itself is an interesting,
long-standing, and theoretically challenging problem. Since
the pioneering studies by Blokhintzev,1 Kraichnan,2 and
Lighthill 3 who considered the effects of velocity fluctuation
on sound scattering by turbulent media, further effort has
been directed to this problem. A solution for sound scattering
by turbulent media including the fluctuation of refractive in-
dex was first obtained by Batchelor4 based on Kolmogorov’s
homogeneous turbulence model. This result was later red-
erived and improved independently by several other
authors,5 and the results are summarized in Tatarskii6 and
Ishimaru,7 and have been reviewed by Brown and Hall.8 The
research on sound scattering from turbulence has continued
to be active from both the theoretical and experimental as-
pects. The more recent works by, for example, Clifford and
Lataitis,9 L’Espéranceet al.,10 McBride et al.,11 Goodman,12

and Noble and Ostachev,13 have shed further light on the
subject.

However, most previous studies are for cases of zero
mean flow. Although this may be a valid approximation for

many situations, studies of effects due to nonzero mean flow
are needed. The reason is twofold. First, such studies provide
a justification to the approximation. Second, there are cases
where the effects of the mean flow can be a major concern.
In fact, how to extend the studies to scattering from moving
turbulent flows has been an intriguing and important prob-
lem, not only from the viewpoint of atmospheric acoustics
where the wind speed is often comparable with the sound
speed in the air, but from the standpoint of ocean acoustics
where the influence of flows on sound propagation and scat-
tering poses a long-standing problem, e.g., the Doppler ef-
fect.

The early theoretical investigation of sound scattering by
moving turbulence was given by Clifford and Brown14 fol-
lowing the work of Brown.15 The situation they considered
can be described as follows. A horizontally stratified turbu-
lent layer is advected by wind with a constant velocity, and
is insonified by a sounder located outside the layer. The scat-
tered signal is then recorded by a receiver which is also
located outside the layer. The medium outside the layer is
assumed to be stationary. Using Snell’s law for sound refrac-
tion, waves inside and outside the turbulent medium can be
related at the interface. Clifford and Brown derived a for-
mula for the sound scattering cross section of the moving
turbulent medium. In their approach, it was shown that ex-
cept for a modified angular dependence, basically there is no
change in the form of scattering cross section. Their results
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show that there are several important influences of the non-
zero mean flow on the turbulent scattering process, particu-
larly at scattering angles where the zero mean flow turbu-
lence cross section is small. The scattering pattern can thus
be modified significantly.

In this article, following the spirit of Clifford and
Brown, we reconsider sound scattering from a moving tur-
bulent medium. The situation considered here is identical to
Clifford and Brown’s. Using the Galilean transformation, we
first write the incident wave in the frame that is comoving
with the medium. Second, the refracted and incident waves
are connected in the comoving frame by Snell’s law of re-
fraction that requires the phase to be continuous across the
boundary. We will then derive a formula for the sound scat-
tering cross section for a moving turbulent medium as a
function of scattering angles. It will be shown that this scat-
tering cross section can be written in terms of the scattering
function that would be obtained without mean flow. The ef-
fects of mean medium movement on the scattering cross sec-
tion will be examined by several examples in the context of
Kolmogorov’s isotropic turbulence theory. We will point out
that due to the advection, there can be a significant contribu-
tion to the backscattering cross section from velocity fluctua-
tion, in contrast to the zero mean flow case, and also differ-
ent from the result of Clifford and Brown.

I. ANALYSIS

The scattering problem considered in this article is simi-
lar to Ref. 14, and is illustrated in Fig. 1. Here is shown a
turbulent variability embedded in a stratified medium ad-
vected by a mean flow with velocityv assumed to be known.
Note that although the mean flow direction is shown in the
figure to be parallel to the interface~not necessarily restricted
to the plane spanned byk i andks , i.e., the reception plane!,
the later development is also valid when the direction is not
parallel to the interface, which may be the case when the
turbulent medium is advected as a whole. In Ref. 14, Clifford
and Brown actually considered the more general case when
the mean flow direction is at an oblique angleb from the
interface.

We assume that the medium around the acoustic system
stays still. The advected medium is insonified by a sounder
S from the direction ofk̂i . The acoustic frequency transmit-
ted atS is v and, for simplicity, the magnitude ofv is taken

to be constant. The echo returns along the direction ofk̂s and
reaches the receiver (R). Here, k̂i and k̂s denote the trans-
mitting and receiving unit vectors, respectively, i.e.,uk̂i u
5uk̂su51. We note that the three vectorsv, k̂i , andk̂s are not
necessarily in the same plane. The scattering volume is de-
fined as the intersection of the incident and scattered beams.

The interface between the advected medium and the sta-
tionary medium is assumed to be horizontal, as we can al-
ways mathematically adjust the incidence direction to take
into account the case of nonhorizontal interface. We set up
two rectangular frames: one is associated with the acoustic
systemsK ~stationary ground frame!, and the other is mov-
ing with the turbulent mediumK 8 ~comoving!. For conve-
nience we assume the axes of the two coordinate systems to
be parallel to each other, respectively, with thez axis being
upward. Clearly, two steps can be invoked to solve for the
sound scattering cross section as observed by the acoustic
receiving system. First, the scattering cross section is calcu-
lated in the frame moving with the moving medium. Then
the scattering cross section to be observed is obtained by a
proper transformation. For convenience, in the following all
the quantities in frameK 8 are primed. In addition, all quan-
tities with a hat denote the unit vectors.

A. Scattering cross section in the comoving system

First we consider the scattering in the frame moving
with the medium (K 8). Morse and Ingard~Chap. 11 in Ref.
16! shows that the wave equation in this frame is identical to
that when the medium is at rest.

The Born approximation leads to the wave equation near
the scattering region inK 812,17

~¹821k82!p5
1

r
“8r–“8p022

dc

c
¹82p0

22“8–S k̂i–
du

c
“8p0D , ~1!

wherer is the mass density of the turbulent medium,dc is
the propagation speed fluctuation caused by, for example, the
temperature variability, anddu is the turbulence velocity
fluctuation. Moreover, in the above

k85
v8

c
, ~2!

with v8 being the acoustic frequency in the comoving sys-
tem to be determined later. Here,p0 denotes the incident
wave impinging on the turbulence, and is given by

p05A~r 8!eik8k̂r8•r82 iv8t8. ~3!

The change of coordinates from the comoving systemK 8 to
the observation systemK is given by the Galilean
transformation18

r5r1vt, t5t8. ~4!

The corresponding spatial and temporal derivatives are given
by

“5“8,
]

]t
5

]

]t8
2v–“8. ~5!

FIG. 1. A conceptual drawing of the acoustic scattering process. Shown
here is the sounder S and receiver R. The turbulent eddies are advected by
the medium with a velocityv.
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In deriving Eq.~1! and in what follows, the usual far-field
condition is used. We further assume the turbulence to be
statistically homogeneous and isotropic.

From the wave equation in~1! the scattering cross sec-
tion per unit volume per unit solid angle in the moving co-
ordinates can be readily calculated using the procedure out-
lined in Tatarskii,6 and Goodman and Kemp.12 They express
the scattering cross section in the atmosphere as

s8~ k̂i8 ,k̂s8!5
p

2
k84~ k̂i8• k̂s8!2FFT~K8!

T0
2

1
~11 k̂i8• k̂s8!E~K8!

2pc2K82 G , ~6!

whereK8252k82(12 k̂i8• k̂s8), k̂s8 is the unit vector denoting
the scattering direction,FT is the correlation spectrum for
the temperature fluctuation,E is the energy spectral density
of the turbulence, andT0 is the average temperature.

B. Scattering cross section as observed from the
ground system

The wave transmitted from the ground must pass
through the interface between the moving and stationary me-
dia, and then is scattered by the turbulent variability. The
scattered wave will pass across the boundary to reach the
receiver. The process is shown in Fig. 2. The waves inside
and outside the moving medium can be connected by Snell’s
law of wave refraction. Snell’s law of refraction takes a spe-
cial form at the interface between a fluid at rest and a moving
fluid. We apply Snell’s law in the comoving system.

First transform all quantities into the moving frame.
Consider a unit incident wave described by

pin5exp~ ikk̂i•r2 ivt !, ~7!

wherev is the transmitted acoustic frequency,k5v/c. Using
the Galilean transformation in Eq.~4!, the incident wave can
be written in the comoving system as

pin8 5exp~ ikk̂i•r 82 iv8t8!. ~8!

In this frame, the acoustic frequency is found as

v85v~12Mk̂i• v̂ !, ~9!

with M5v/c, the Mach number, andv̂5v/v, the unit factor
in the direction of the velocity.

Since the acoustic frequency is invariant when the wave
propagates across the boundary, the refracted wave can be
written as

pr8;exp~ ik8k̂i8•r 82 iv8t !, ~10!

wherek̂i8 is the phase normal of the refracted wave, which is
invariant under the Galilean transformation, and the wave
number in the moving medium,k8, is found to be

k85
v8

c
, ~11!

which enters into Eq.~6!. At the interface, Snell’s law states
that

kk̂i•n̂5k8k̂i8•n̂, ~12!

where n̂ is an arbitrary unit vector parallel to the boundary
surface.

Using the polar coordinates, the incident and refracted
unit vectors can be conveniently written as

k̂i5~sin u i cosf i , sin u i sin f i , cosu i !,
~13!

k̂i85~sin u i8 cosf i8 , sin u i8 sin f i8 , cosu i8!,

whereu is the angle relative to the upward direction, andf is
the azimuthal angle. The same expressions also hold for the
scattering direction to be encountered later.

In the polar coordinates, the boundary condition in Eq.
~12! leads to

f i85f i , ~14!

and

sin u i85
sin u i

~12Mk̂i• v̂ !
. ~15!

This is generally different from the boundary condition im-
plied by Eq.~14! in Ref. 14. For comparison, the result in
this reference is written out as

FIG. 2. Wave refraction at the boundary. Here we consider scattering in thex-z plane.
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sin u i85sin u i~11Mk̂i8• v̂ !. ~16!

However, Eq.~16! will reduce to Eq.~15! whenv is parallel
to the interface. Note that in Ref. 14,v is not parallel to the
interface; it makes an angleb from the interface, as sug-
gested by their Eq.~12! and Fig. 2. The critical angle for
total reflection indicated by Eq.~15! is determined by sinui

512Mk̂i•v̂, which can be solved numerically. Some special
cases for Eq.~15! can be found in Refs. 16, 19, and 20.

The similar relations can be found for the scattered
wave. Again, it is convenient to write the scattering unit
vectors in terms of the polar coordinates

k̂s5~sin us cosfs , sin us sin fs , cosus!,
~17!

k̂s85~sin us8 cosfs8 , sin us8 sin fs8 , cosus8!.

Since the acoustic wavelength does not change in the scat-
tering process, we have

uks8u5uk i8u5k8.

Under the Galilean transformation, we further obtain

uksu5ks5
k8

12Mk̂s• v̂
.

The following boundary condition for the scattered wave

k8k̂s8•n̂5ksk̂s•n̂, ~18!

leads to

fs85fs , ~19!

and

sin us85
sin us

12Mk̂s• v̂
. ~20!

Clearly, u i8 ,f i8 andus8 ,fs8 are true angles for the incidence
and scattering, whereasu i ,f i andus ,fs are apparent angles
observed in the ground system. They are related through Eqs.
~14!, ~15!, ~19!, and~20!.

To find the scattering cross section from Eq.~6!, we
need to find the quantityk̂i8• k̂s8 in terms ofk̂i and k̂s . Using
Eqs.~14!, ~15!, ~19!, and~20!, we have

k̂i8• k̂s85
1

~12Mk̂i• v̂ !~12Mk̂s• v̂ !

3@sin u i sin us cos~fs2f i !

2A@~12Mk̂i• v̂ !22sin2 u i #

3A@~12Mk̂s• v̂ !22sin2 us#, ~21!

where

k̂i ,s• v̂5sin u i ,s sin uv cos~f i ,s2fv!1cosu i ,s cosuv ,
~22!

in which uv ,fv are polar angles for the unit vectorv̂. Ac-
cording to Ref. 14, the scattering cross section as observed in
the ground frame is obtained by substituting the above ex-
pression into Eq.~6!. This implicitly assumes that the waves

refracted by low speed wind with no significant change in
amplitude. For example, as pointed out by a referee, with
M50.05 andu i530 deg, the amplitude is only reduced by a
small fraction 0.008. From Eq.~21!, it is clear that the quan-
tity k̂i8• k̂s8 can be solved without resorting to approximations.

We note another ambiguity in Clifford and Brown.14 Ac-
cording to Eq.~25! in this reference, the backscattering in the
ground observation would imply that the scattering in the
moving medium is also backward. This can be seen by sub-
stituting u5p into their Eq. ~25!, which leads toê0•ê1

521, with ê0 andê1 being the unit vectors for the incidence
and scattering directions in the moving medium, respec-
tively. This is in conflict to the nonreciprocity for wave re-
fraction in moving media~referring to, e.g., Fig. 11.5 and the
related text in Morse and Ingard16!.

II. DISCUSSION

In this section we consider a few examples to examine
the effects due to the mean flow. Although the above results
are valid for any scattering scenario, without losing general-
ity we focus our attention on a special case, namely, the
direction of the flow is parallel to the plane spanned by the
transmitting directionk̂i and the receiving directionk̂s ~re-
ception plane!. For convenience we assume that the plane is
the x-z plane. In this case, we havef i50, andfs can be
either 0 orf depends on the sign of thex component of
k̂s . Furthermore, we take the conventional assumption that
the turbulence can be described by the Kolmogorov isotropic
spectrum forFT(K) andE(K):7

FT~K !50.033CT
2K211/3, ~23!

and

E~K !50.76C2e2/3K25/3, ~24!

whereCT is the structure constant of the temperature fluc-
tuation, e is the rate of dissipation of turbulent energy,C2

'1.9 is a numerical constant. Equations~23! and ~24! are
valid for wave numberK within the inertial subrange.

With Eqs. ~23! and ~24!, the scattering cross sections
from Eq. ~6! can be written in the following form:

s~ k̂i ,k̂s!5A~v,T0 ,CT
2!~12Mk̂i• v̂ !1/3~ k̂i8• k̂s8!2

3~12 k̂i8• k̂s8!211/61B~v,e,C!~12Mk̂i• v̂ !1/3

3~ k̂i8• k̂s8!2~11 k̂i8• k̂s8!~12 k̂i8• k̂s8!211/6, ~25!

for the atmosphere turbulence, wherek̂i8• k̂s8 is related to the
apparent incidence and scattering vectors through Eq.~21!.
In the above equation, we have

A~v,T0 ,CT
2!50.0145

CT
2

T0
2 S v

c D 1/3

,

B~v,e,C!50.053
C2e2/3

c2 S v

c D 1/3

.

Now we consider the influences of the mean flow on the
scattering process. We chooseM50.05 orv517 m/s as an
example. In order to take into account the case of nonhori-
zontal interface, we consider two incident angles, i.e.,u i
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5p/4 andp/3. Here the sound speed in the air is assumed to
be 340 m/s. In Fig. 3 we plot the normalized scattering cross
section due to velocity fluctuation (sv) as a function of ap-
parent scattering angle (u5us2u i) for four cases. Case~a!
corresponds to the case considered in Ref. 14. In these cases,
the scattering direction is represented by (us ,fs), and fs

equals 0~p! when thex component ofk̂s is positive~nega-
tive!. Figure 3 shows a few interesting aspects of the effects
of the mean flow on the scattering process.

~1! Without mean flow, the scattering due to velocity fluc-
tuation produces nulls at the right angles (u5p/2) and
the backscattering angle (u5p) to the incident direc-
tion.

~2! The figure shows that the most important influences of
the mean flow are represented by the modifications of
the scattering pattern.

~3! Although these influences are small for most of the scat-
tering angles, they take on great significance at angles
where the zero mean flow scattering cross section is
small; it is similar to what has been found by Clifford
and Brown.14

~4! In general, the null positions in the scattering cross sec-

tion are shifted due to the nonzero mean flow; conse-
quently, there will be nonvanishing scattering cross sec-
tion at right scattering angles, unlike the zero mean flow
case.

~5! The null positions can be shifted to either a larger or a
smaller angle, depending on the wind direction; when
the wind blows against the sounding direction, there are
two null positions in the scattering cross section: one at
an angle smaller thanp/2, and the other at an angle
smaller thanp @Fig. 3~c! and ~d!#.

~6! A striking feature associated with the scattering from the
velocity fluctuation is that the backscattering (u5p) no
longer vanishes, in contrast to the zero mean flow case,
and also different from the consideration of Clifford and
Brown,14 who showed that the nonzero mean flow has no
effect on the backscattering~refer to Fig. 4 in Ref. 14!.
The occurrence of this feature is because the apparent
backscattering does not appear to be strictly backscatter-
ing in the moving medium; that is equivalent to say, if a
wave that has been transmitted from the still medium to
the moving medium is reversed in direction, it will not
follow along the path of the initial ray.

FIG. 3. Normalized scattering cross sectionsv due to turbulence fluctuation as a function of apparent scattering angle atM50, 0.05:~a! u i5p/4, f i50, and
uv5p/2, fv50, i.e., the horizontal wind in the positivex-axis direction;~b! u i5p/3, f i50, anduv5p/2, fv50; ~c! u i5p/4, f i50, anduv5p/2, fv
5p, i.e., the horizontal wind in the negativex-axis direction;~d! u i5p/3, f i50, anduv5p/2, fv5p. The scattering cross section is normalized by the
constantB(v,e,C).

756 756J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Zhen Ye: Sound scattering from a moving turbulent medium



~7! The backscattering due to the velocity fluctuation can be
rather significant, especially for largeru i , i.e., larger
slanting angles.

~8! Other than near backscattering, the feature of the effects
of the mean flow is similar to what has been described in
Clifford and Brown.8

Figure 4 shows the normalized scattering cross section
due to temperature fluctuation (sT) as a function of apparent
scattering angle for two cases considered above. Here we see
again that~1! the nonzero flow motion modifies the scatter-
ing pattern;~2! the scattering cross section no longer van-
ishes at right angles to the incident direction;~3! at near
backscattering angles, the effect of nonzero mean flow is
little; ~4! the results in Fig. 4 are very similar to that obtained
in Ref. 14;~5! the null positions in the scattering cross sec-
tion due to the temperature fluctuation are located at one of
the null angles of that due to the velocity fluctuation.

We also plot the total scattering cross section as a func-
tion of apparent scattering angle. As usual, we define a pa-
rameterg as8

g5
C2e2/3T0

2

CT
2c2 ~26!

to denote the strength ratio of the velocity and temperature
fluctuations. In Fig. 5 we plot the total scattering cross sec-
tion against the apparent scattering angle8 for three typicalg
values:g50, 10, and 100. The wind is assumed to be hori-
zontal along thex axis, andM50.05. In ~a!, the incident
angle is taken asu i5p/4, f i50, while in ~b! we takeu i

5p/3, f i50. Here, we can see clearly that the backscatter-
ing can be significantly enhanced by the scattering from the
velocity fluctuation. In particular, in case~a! the backscatter-
ing is enhanced by 10% forg510 and the enhancement
becomes 100% forg5100. In case~b! the backscattering
due to the velocity fluctuation takes about 33% of the total
backscattering, and this portion increases by ten times when
g goes up to 100.

III. SUMMARY

In this article we considered sound scattering from a
moving turbulent medium. An analytic formula for the sound
scattering cross section was derived using the Galilean trans-
formation and Snell’s law of wave refraction. The effects of

FIG. 4. Normalized scattering cross sectionsT due to temperature fluctua-
tion as a function of apparent scattering angle atM50, 0.05:~a! u i5p/4,
f i50, and uv5p/2, fv50, i.e., the horizontal wind in the positive
x-axis direction;~b! u i5p/4, f i50, anduv5p/2, fv5p, i.e., the hori-
zontal wind in the negativex-axis direction; The scattering cross section is
normalized by the constantA(v,T0 ,CT

2).

FIG. 5. Total scattering function as a function of apparent scattering angle at
M50.05 for variousg values:~a! the incident angle is taken asu i5p/4,
f i50, while in ~b! we takeu i5p/3, f i50.
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the nonzero mean flow on scattering by the velocity and
temperature fluctuations were examined in detail. Although
only the atmospheric case was considered, the theoretical
derivation may be extended to sound scattering from other
moving media as well. It is shown that the nonzero mean
flow can have significant effects on the scattering at certain
scattering angles, particularly on the scattering due to the
velocity fluctuation. A major effect of the nonzero mean flow
is that there may exist significant nonvanishing scattering
due to the velocity fluctuation at both the backscattering
angle and at right scattering angles, in contrast to the zero
mean flow case. This is a rather important point to be recog-
nized when performing experiments to resolve the scattering
by temperature fluctuation from the scattering by velocity
fluctuation, since it has been usually assumed that there is no
backscattering from velocity fluctuation so that the tempera-
ture variation may be inferred by backscattering. Finally, we
note that there is in reality no sharp interface, as the buildup
of wind above a ground is gradual. This complicated case is
not considered here.
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Atmospheric turbulence is modeled as a collection of self-similar localized eddies, called turbules.
Turbulent temperature variation and solenoidal velocity structure function spectra and the
corresponding average acoustic scattering cross sections are calculated for several isotropic
homogeneous turbule ensembles. Different scaling laws for turbule strengths, number densities, and
sizes produce different power-law spectra independent of turbule morphology in an ‘‘inertial range’’
of the spectral variableK. For fractal size scaling and Kolmogorov power law}K211/3 in the
inertial range, not only do turbule strengths scale like the one-third power of the size, but also the
turbule packing fractions are scale invariant, as are the expressions derived for the structure
parameters (CT

2,Cv
2). The inertial range boundaries of the spectral variable and scattering angles are

easily estimated from the inner and outer scales of the turbulence. They depend weakly on turbule
morphology, while the spectra and cross sections outside the inertial ranges depend strongly on it.
Scattering at angles outside the inertial range, which occurs in practical cases, is much weaker than
predicted by the Kolmogorov spectrum. For Gaussian turbule ensembles, quasianalytic forms are
obtained for the spectra and scattering cross sections and for the structure functions themselves.
© 1997 Acoustical Society of America.@S0001-4966~97!04108-8#

PACS numbers: 43.28.Py, 43.20.Fn@LCS#

INTRODUCTION

In both classical and quantum physics, scattering is very
often described as scattering of waves by one or more par-
ticles. The particles may be the ‘‘fundamental’’ ones with
which the waves interact, or they may be ‘‘quasiparticles’’
described by an effective interaction with the wave field and
possibly composed of billions of the fundamental scattering
particles. For example, for many electromagnetic waves,
electrons and nuclei or ions may be taken as the fundamental
scattering particles, while atmospheric aerosol particles are
quasiparticles, described by their refractive index morphol-
ogy for wavelengths much greater than the average atomic
spacing in an aerosol particle.

If the properties and distributions of the particles that
constitute a random medium are specified, then the statistical
functions that determine wave propagation and scattering in
the medium can be derived in detail, even for anisotropic
and/or inhomogeneous cases. However, if a particle sub-
structure is not used, then the general behavior of the rel-
evant statistical functions can often be inferred by other
means.

Atmospheric turbulence is most often treated as a sta-
tionary random medium for scattering and propagation of
both electromagnetic and acoustic waves.1,2 The statistical
functions that determine the ensemble average acoustic scat-
tering in Born approximation include the spectra of the tem-
perature variation and velocity structure functions of the tur-
bulence, among others. Conventionally, the general behavior
of each of these spectra is inferred using symmetry argu-
ments, dimensional analysis, the fluid equations, and ex-
pected asymptotic behavior;1–4 their detailed behavior and

values cannot be derived. Even for isotropic homogeneous
turbulence, several different spectra are in common use; for
example, the Kolmogorov and von Karman spectra1,2 and
generalizations and modifications by Tatarski,1 Monin and
Yaglom,5 Hill, 6 and Ostashevet al.7

There are no ‘‘fundamental’’ particles with which sound
waves interact. However, atmospheric turbulence has long
been regarded as composed of eddies of many different sizes.
Implicit in the eddy concept is the notion of localization, i.e.,
an individual turbulent eddy involves fluctuations that go
rapidly to zero beyond some distance or ‘‘scale length’’ from
its nominal center. This localization makes it a suitable qua-
siparticle. Localized turbulent temperature eddies, designated
‘‘turbules,’’ have already been used.8,9 In this paper, we ex-
tend the notion of turbules to include localized solenoidal
turbulent flows as well, and we regard the turbulence as a
superposition of randomly located self-similar turbules hav-
ing sizes ranging between designated inner and outer scale
lengths.

In later work, we plan to utilize a turbule model to
achieve our main goal of predicting observed acoustic scat-
tering and its fluctuations by realistic anisotropic inhomoge-
neous turbulence. In this paper, we focus on a nontrivial and
essential first step: To ascertain whether a turbule model of
isotropic homogeneous turbulence yields physically reason-
able structure function spectra that can be matched to the
Kolmogorov spectra in a so-called ‘‘inertial range,’’ inde-
pendently of turbule morphology. Also, we expect the model
to yield expressions for the boundaries of the inertial range
and the behavior of the scattering both inside and outside the
corresponding inertial range of scattering angles.

In Sec. I, we give a brief reprise of the conventional
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treatment of acoustic scattering by isotropic homogeneous
atmospheric turbulence. In Sec. II, we write down scalable
temperature variation and velocity potential functions and
scattering amplitudes for a single model turbule. In Sec. III,
we derive general expressions for temperature and velocity
spectra and scattering efficiencies for an isotropic ensemble
of one-turbule systems, and we provide expressions and
graphs for two examples of comparable size but different
morphology. We show that an ensemble with members con-
sisting of a spherically symmetric nonuniformly rotating tur-
bule with randomly directed rotation axis may replace a gen-
eral isotropic ensemble of one-turbule systems, and we
derive the minimal azimuthal dependence of the velocity
scattering for a given ensemble member. In Sec. IV, we cal-
culate the incoherent scattering produced by an isotropic ho-
mogeneous ensemble whose members contain self-similar
turbules of many sizes distributed uniformly in space. We
assume that turbule number densities and their temperature
and velocity amplitudes scale with size, and that sizes also
scale according to a power law in the size index, from the
outer scale to the inner. Then we show that this turbule
model of isotropic homogeneous turbulence indeed accom-
plishes what was conjectured above, and allows some de-
tailed predictions that cannot be achieved by conventional
treatments. We include graphs of typical example structure
functions and their spectra; of the dependence of the inertial
range of scattering angles on outer and inner scale size pa-
rameters; and of the differential scattering efficiencies for
some of the example spectra. In Sec. V, we provide a de-
tailed list of results and a short discussion of future work
needed in order to predict acoustic scattering by anisotropic
inhomogeneous turbulence using turbule models.

I. SCATTERING BY TURBULENCE

A. Scattering amplitudes

The conventional Born approximation far-field scatter-
ing amplitudef ( r̂ ) ~dimension, length! for scattering of an
incident acoustic plane wave of angular frequencyv, wave-
lengthl by stationary atmospheric turbulence is given by the
Monin10 results

f ~ r̂ !5 f T~ r̂ !1 f v~ r̂ !, ~1!

where

f T~ r̂ !5~k2/4pT̄!DT̃0~K !cosu,
~2!

f v~ r̂ !5~2k2/2p c̄!k̂• ṽ0~K !cosu

are the~temperature, velocity! amplitudes, respectively, and

DT̃0~K !5E e2 iK•r8DT0~r 8!d3r 8,
~3!

ṽ0~K !5E e2 iK•r8v0~r 8!d3r 8

are the Fourier transforms of the turbulent~temperature
variation, velocity! fields (DT0 ,v0), respectively, with the
spectral variableK ~dimension, inverse length!. In Eqs.~2!
and ~3!, r 8 is an integration variable, and

K5k~ r̂2 k̂!→K52k sin~u/2!. ~4!

Here,~r̂ ,k̂! are the~observation, incident! directions, re-
spectively,u is the scattering angle, withk̂–r̂5cosu, and

k52p/l5v/ c̄, c̄5~gR0T̄/M !1/2, ~5!

whereT̄ is the average temperature andc̄ is the correspond-
ing adiabatic sound speed, withR0 the universal gas con-
stant,M the molar mass of the atmosphere, andg the specific
heat ratio. Also

DT0~r ![T̄2T0~r !→E DT0~r !d3r 50. ~6!

As usual, we assume solenoidal turbulent flow,

“–v050→v05“3A0 , ~7!

where A0 is a vector potential field with dimension
~length!2/time. Using this in Eqs.~2! and ~3!, integrating by
parts, and discarding the integral over the surface at infinity
yields

f v~ r̂ !5~2 ik3/2p c̄!cosu~ k̂3r̂ !–Ã0~K !, ~8!

where

Ã0~K ![E e2 iK•r8A0~r 8!d3r 8→ ṽ0~K !5 iK3Ã0~K !.

~9!

Equations~2!, ~6!, and ~8! reveal that the conventional
Born approximation predicts no scattering atu590°, no for-
ward temperature scattering, and no forward or backward
velocity scattering for solenoidal turbulent velocities, inde-
pendently of the morphology of the turbulence.11

B. Cross sections and spectra

For isotropic homogeneous stationary stochastic turbu-
lence with solenoidal velocity, the Born approximation en-
semble average differential scattering cross sections~dimen-
sion, area! are given by12

s̄~ r̂ !5s̄T~ r̂ !1s̄v~ r̂ !, ~10!

where

s̄T~ r̂ ![^u f T~ r̂ !u2&5~k2/4pT̄!2 cos2 uFT~K !, ~11!

s̄v~ r̂ ![^u f v~ r̂ !u2&5~k2/2p c̄!2 cos2 u k̂i k̂ jF i j
v ~K !. ~12!

Here

FT~K ![^uDT̃0~K !u2&, ~13!

F i j
v ~K ![^ṽ0i~K !ṽ 0 j* ~K !&5~d i j 2K̂ i K̂ j !F~K ! ~14!

are called the~temperature, velocity! spectra, respectively;
(FT,F) are functions ofK. The last equality in Eq.~14!
follows from Eq. ~9! and the isotropy requirement that
^Ã0p(K )Ã0q* (K )& must equaldpq times a function ofK for
an otherwise unrestricted vector field.

The standard treatment due to Kolmogorov finds by di-
mensional analysis that temperature and velocity structure
functions should be proportional tor 2/3 over some range of
r called the inertial range, wherer is the distance between
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any two locations in space.1 Assuming ~incorrectly of
course! that this proportionality is valid for allr , the follow-
ing expressions, called the Kolmogorov spectra, are easily
obtained:

FT~K !58.19VTCT
2K211/3, ~15!

F i j
v ~K !5~d i j 2K̂ i K̂ j !~15.1VTCv

2K211/3!, ~16!

where the coefficients (CT
2,Cv

2) are called the structure pa-
rameters, andVT is the volume containing turbulence.13

II. TURBULE MODELS

We define a stationary turbule as a localized eddy or
vortex, characterized by a locationb, a scale lengtha, and
flow velocity and temperature variation fields (v0 ,DT0) that
go to zero very rapidly forur2bu.a. We treat the location
and the morphological parameters in the fields as stochastic
variables. We also assume that the flow velocity for each
turbule is solenoidal, as in Eq.~7!. We take the functional
forms of (A0 ,DT0) for a single turbule as

A0~r !5aA~j!, DT0~r !5T~j!, j[~r2b!/a. ~17!

These are general scalable forms, chosen for convenience so
that the functionsA(j),T(j) have the dimension~velocity,
temperature!, respectively; they may have arbitrary morphol-
ogy, as long as they go to zero rapidly forj[uju.1.

We shall need expressions for the scattering amplitudes
of an individual turbule in terms of the scaled functions
@A(j),T(j)#. A little algebra, starting with Eqs.~2!, ~3!, and
~8!, yields the following expressions for the scattering am-
plitudes of a turbule localized aroundr5b:

f T,v~ r̂ ,b!5e2 iK•bf T,v~ r̂ !, ~18!

where

f T~ r̂ !5~k2a3/4pT̄!cosuT̃~Ka!, ~19!

f v~ r̂ !52 i ~k3a4/2p c̄!cosu~ k̂3r̂ !–Ã~Ka! ~20!

are the scattering amplitudes for the same turbule withb
50. Here the scaled Fourier transforms are defined by

T̃~y!5E T~j!ei j•y d3j, Ã~y!5E A~j!ei j•y d3j.

~21!

These have dimensions~temperature, velocity!, respectively;
the variabley is an arbitrary dimensionless, real vector-
valued variable that will be set equal toKa in applications.

III. SCATTERING BY INDIVIDUAL TURBULES

A. Isotropic ensembles

1. General

It is clear that for a turbule of arbitrary morphology, the
average of its temperature field over random orientations is
spherically symmetric, as is the average ofT̃(y) and
uT̃(y)u2. Using Eqs.~13!, ~17!, and~21!, we may thus write
the temperature spectrum for an isotropic ensemble turbule
as

FT~K !5a6^uT̃~Ka!u2&5p3a6~dT!2B̃ T
2~Ka!, ~22!

whereB̃T(y) is a dimensionless function ofy[uyu, anddT
is a temperature variation amplitude. The factorp3 is in-
cluded for convenience.

For an isotropic ensemble, each component of an other-
wise unrestricted stochastic vector field must be statistically
independent with zero mean, and must obey the same statis-
tics. Thus we may put

^Ãi~y!&50,
~23!

^Ãi~y!Ãj* ~y!&5 1
3p

3d i j v
2B̃ v

2~y!,

whereB̃v(y) is a dimensionless function ofy, v is a velocity
amplitude, andp3/3 is introduced for convenience. It is im-
portant to note that Eq.~23! yields the usual form for the
turbule velocity spectrum as defined by Eq.~14! for isotropic
homogeneous turbulence with solenoidal velocities:

F i j
v ~K !5~d i j 2K̂ i K̂ j !~p3a6v2/3!~Ka!2B̃ v

2~Ka! ~24!

that is, a projection offK̂ times a function ofK. We shall
call the functions „B̃T(y),B̃v(y)… ‘‘envelope functions.’’
They will be localized functions ofy, just as the scaled tur-
bules of Eqs.~17! are localized functions ofj.

The ensemble average differential scattering efficiencies
for the isotropic ensemble follow from the definition

Q̄~ r̂ ![s̄~ r̂ !/pa25Q̄T~ r̂ !1Q̄v~ r̂ !, ~25!

where Eqs.~4!, ~10!–~12!, ~22!, and~24! yield

Q̄T~ r̂ ![s̄T~ r̂ !/pa25~dT/4T̄!2~ka!4 cos2 uB̃ T
2~Ka!,

~26!

Q̄v~ r̂ ![s̄v~ r̂ !/pa2

5 1
3~v/2c̄!2~ka!6 cos2 u sin2 uB̃ v

2~Ka!. ~27!

These expressions exhibit no dependence on the azimuthal
scattering anglew, as expected for isotropic ensemble aver-
ages. They also reveal that the member turbules of an isotro-
pic ensemble, which individually may have arbitrary mor-
phology, may be replaced by member turbules of very high
symmetry. First, each member turbule could be characterized
by a spherically symmetric temperature fieldT(j), which by
Eq. ~21! yields a spherically symmetric and real-valued
T̃(y) and thus determinesB̃T(y) according to Eq.~22!. So if
B̃T(y) is chosen, thenT(j) is determined: We need only one
such member turbule for a given scale length. Second, for
the velocity, consider the choice

A~j!5aVf ~j!→Ã~y!5aV f̃ ~y!, ~28!

with V a constant vector~dimension, inverse time! having
random direction in 4p ; f̃ (y) is real valued. Then

^V iV j&5d i j V
2/3, ^V i&50 ~29!

and, if we choose

„ f̃ ~y!…25p3B̃ v
2~y!, Va5v, ~30!
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then we get Eq.~23! immediately. Now, consider the physi-
cal significance of the choice~28!. With Eqs. ~7! and ~17!
this yields

v05V3~r2b!„2j21f 8~j!…, ~31!

a velocity field corresponding to nonuniform rotation of a
spherically symmetric structure about an axis alongV̂
through the pointb. Clearly, V corresponds to a randomly
oriented angular velocity of magnitudev/a.

Therefore we may conclude that any isotropic ensemble
of one-turbule systems whose members have arbitrary mor-
phology may be replaced by an ensemble of spherically sym-
metric nonuniformly rotating one-turbule systems with ran-
domly directed rotation axes. That is, the replacement
ensemble produces the same temperature and velocity spec-
tra as the original ensemble, and thus the same ensemble
average scattering efficiencies.

2. Comparable turbules

The only freedom left in isotropic ensembles is the
choice of the envelope functions and the amplitudes
(dT,v). We need to be able to compare the scattering pro-
duced by isotropic ensembles of the same scale length but
different envelope functions. Since the amplitudes are adjust-
able, we may normalize (BT ,Bv) as desired; for conve-
nience, we choose14

B̃T~0!5B̃v~0!51. ~32!

We define comparable turbules to be those having the same
‘‘rms radius’’ Rrms. We define this by writing

Rrms
2 5a2E j2B~j!d3jY E B~j!d3j, ~33!

where B(j) is the inverse Fourier transform ofB̃(y). We
will also takeB̃v(y)5B̃T(y) for convenience, which makes
Rrms well-defined.

In Sec. IV, we shall show that for isotropic ensembles
having different envelope functions, with each ensemble
member containing many self-similar turbules of many dif-
ferent scale lengths, the amplitudes may always be adjusted
to produce the same scattering over some range of scattering
angles.

3. Examples

a. Gaussian envelope.For convenience, we let

B̃T~y!5B̃v~y![B̃~y!5e2y2/4. ~34!

Such forms have been used in the literature.8,9 Equation~33!
then yields

Rrms/a5A3/2. ~35!

The Born approximation ensemble average differential scat-
tering efficiencies follow from Eqs.~26! and ~27!:

Q̄T~ r̂ !5~dT/4T̄!2~ka!4 cos2 u

3exp@2~ka!2~12cosu!#, ~36!

Q̄v~ r̂ !5 1
3~v/2c̄!2~ka!6 sin2 u cos2 u

3exp@2~ka!2~12cosu!#. ~37!

These functions are plotted in Figs. 1 and 2 as functions
of scattering angleu for several different size parameters
(ka), normalized to unit values ofdT/T̄ and v/ c̄. These
expressions yield exactly the same dependence of the scat-
tering on u, k, and a as the expressions in Ref. 7 for a
Gaussian spectrum of temperature and wind velocity fluctua-

FIG. 1. Differential scattering efficiencies for an isotropic Gaussian tem-
perature turbule ensemble.

FIG. 2. Differential scattering efficiencies for an isotropic Gaussian velocity
turbule ensemble.
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tions. That is, a Gaussian envelope function for an isotropic
ensemble of one-turbule systems of a single scale length is
the same as a Gaussian spectrum for isotropic turbulence of a
single scale length, as would be expected.

The total average efficiencies are given by the integrals
of Eqs. ~36! and ~37! over 4p solid angle. A little algebra
yields

Q̄T52p~dT/4T̄!2@~x2212/x!2e22x~x1212/x!#,
~38!

Q̄v5~4p/3!~v/2c̄!2x@~11e22x!~1112/x2!

2~12e22x!~5/x112/x3!#, ~39!

wherex5(ka)2.
In Fig. 3, these functions are plotted versuska for unit

values ofdT/T̄ and v/ c̄. For small ka, these efficiencies
reduce to

Q̄T'~4p/3!~dT/4T̄!2~ka!4,
~40!

Q̄v' 1
3~8p/15!~v/2c̄!2~ka!6.

The quite different dependence onka is striking: If (dT/T̄)
'(v/ c̄) then ^Qv& is much smaller than̂ QT& for small
ka. For very largeka, both efficiencies are proportional to
(ka)2, as can be seen easily in Eqs.~38! and ~39!. As is
well-known, the Born approximation fails in the limit of ar-
bitrarily largeka; the actual total scattering efficiencies must
be independent ofka in this limit. This means that the Born
approximation should not be used to describe the scattering
by very large scale turbules.

b. Exponential envelope.We let

B̃T~y!5B̃v~y![B̃~y!5~11y2/a2!23, ~41!

wherea is a parameter to be adjusted. This corresponds to

B~j![~2p!23E ei j–yB̃~y!d3y

5~a3/32p!~11aj!e2aj. ~42!

The factor (11aj) is necessary to ensure that the velocity
field is bounded atj50. Equations~33! and ~35! yield

Rrms/a5A18/a→a5A12 ~43!

in order that the exponential and Gaussian model turbules
have the same effective size.

The ensemble average differential scattering efficiencies
then follow from Eqs.~26! and ~27!:

Q̄T~ r̂ !5~dT/4T̄!2~ka!4

3cos2 u@11 1
6~ka!2~12cosu!#26, ~44!

Q̄v~ r̂ !5 1
3~v/2c!2~ka!6 sin2 u

3cos2 u@11 1
6~ka!2~12cosu!#26. ~45!

Note that these are the same as the Gaussian results~36!
and ~37! for small ka; our normalizationB̃(0)51 ensured
this. These efficiencies are plotted in Figs. 4 and 5 as func-
tions of u for several size parameterska, for unit values of
dT/T̄ andv/ c̄.

Analytic results for the total efficiencies versuska are
quite lengthy, so we do not quote them. The limits for small
ka are of course the same as the results~40! for the Gaussian
envelope. The exponential model curves in Fig. 6 were ob-
tained from analytic forms of integrals of Eqs.~44! and~45!
as found by Mathematica.15 Just as for the Gaussian~or any
other model!, for very largeka, the total efficiencies are
proportional to (ka)2; this is a generic defect of the Born
approximation.

FIG. 3. Total scattering efficiencies for isotropic Gaussian turbule en-
sembles as functions of size parameterka.

FIG. 4. Differential scattering efficiencies for an isotropic exponential tem-
perature turbule ensemble.
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B. Individual turbule model

We include this in order to illustrate the azimuthal de-
pendence of the velocity scattering from even the simplest
model turbule having a solenoidal velocity field, which is of
the type given by Eq.~28!. We writeV̂ in terms of its polar
and azimuthal angles (uV ,wV),

V̂5e1 sin uV coswV1e2 sin uV sin wV1e3 cosuV ,

where theei are the Cartesian basis vectors, and we choosek
in the z direction, and use

r̂5e1 sin u cosw1e2 sin u sin w1e3 cosu,

plus Eqs.~21! and ~20! andQv5u f nu2/pa2, to get

Qv~ r̂ !5~ka!6~v/2c!2 sin2 u cos2 u sin2 uV sin2~w2wV!.
~46!

This is not only zero atu5(0,p/2,p), but also if uV

5(0,p), that is, whenV is along thek̂ direction, and also if
w5wV6p. This strong azimuthal dependence already re-
sults from the simplest possible turbule with solenoidal ve-
locity. If we average over random directions ofV̂, using

~4p!21E
0

2p

dwVE
0

p

duV sin uV@sin2 uV sin2~wV2w!#

5 1
3

of course we get Eq.~27! for the isotropic ensemble.

IV. SCATTERING BY ISOTROPIC HOMOGENEOUS
ENSEMBLES

A. General

Here we model isotropic homogeneous turbulence con-
tained in a volumeVT as an isotropic homogeneous en-
semble of many-turbule systems. Each system contains self-
similar stationary turbules of arbitrary morphology and many
different scale lengths, located randomly but uniformly in
VT . On the average, in each system we allowNa turbules of
scale lengthaa , a5(1,N), whereN is the total number of
different scale lengths in the system, so thatNT5SaNa is
the ensemble average number of turbules per system in vol-
ume VT . We regardNa and N as fixed in this paper. We
definea1 as the largest scale length in the system, andaN as
the smallest; these lengths define the outer and inner scales
of the turbulence, usually designated asL0 and l 0 , respec-
tively. Each turbule is represented by the general localized
scalable fields of Eqs.~17!. The total turbulent fields in each
system are each just superpositions of the fields of theNT

constituent turbules.
For our purposes we do not need to provide a detailed

derivation of ensemble averages. Instead, we simply use the
known result for scattering by collections of randomly
placed particles: The total scattering is incoherent, except
near the forward direction. Therefore, the average total scat-
tering cross section is just the sum

s̄~ r̂ !5 (
n51

NT

s̄n~ r̂ !5 (
a51

N

Nas̄a~ r̂ ! ~47!

except for a narrow cone near the forward direction; the
largerVT , the smaller that cone. The second equality follows
because the isotropic ensemble average cross section for
each turbule of sizea is the same. This equation also applies
separately for the temperature and velocity cross sections.
We will not calculate forward or very near forward scatter-
ing, which we already know approaches zero.

FIG. 5. Differential scattering efficiencies for an isotropic exponential ve-
locity turbule ensemble.

FIG. 6. Total scattering efficiencies for isotropic exponential turbule en-
sembles as functions of size parameterka.

764 764J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 G. H. Goedecke and H. J. Auvermann: Acoustic scattering



It follows immediately that the spectra also sum inco-
herently, except nearK50:

FT~K !5 (
a51

N

NaFa
T~K !, F i j

v ~K !5 (
a51

N

NaFa i j
v ~K !.

~48!

Using Eqs.~22! and ~24! for the isotropic ensemble of
one-turbule systems, we obtain

FT~K !5p3 (
a51

N

Naaa
6~dTa!2B̃ T

2~Kaa!, ~49!

F i j
v ~K !5~d i j 2K̂ i K̂ j !

3~p3/3! (
a51

N

Naaa
6va

2~Kaa!2B̃ v
2~Kaa!. ~50!

The ensemble average scattering cross sections foru not
near 0° are then obtained by using these in Eqs.~11! and
~12!.

B. Scaling

In order to describe the complete ensemble, we assume
that the quantities (Na ,DTa ,va) scale withaa . We put

Na

N1
5S aa

a1
D 2b

, S dTa

dT1
D5S aa

a1
D g

, S va

v1
D5S aa

a1
D n

,

~51!

where~b,g,n! are parameters to be determined. In addition,
we must decide how to relate the scale lengths to the index
a. One relation that has been used is16

aa5a1e2m~a21!, m.0, ~52!

wherem is a parameter that is determined byN, the number
of scale lengths, and the ratio (aN /a1) of inner to outer scale
lengths:

m52~N21!21 ln m, m[aN /a1 . ~53!

The relation~52! implies that the scale lengths from a geo-
metric sequence, in which

a2 /a15a3 /a25•••5e2m. ~54!

This is a kind of fractal scaling.
A general power-law scaling relation is given by

aa5a1„11qm~a21!…21/q, q.0, m.0, ~55!

where herem is determined in terms of (m,q) by

m5q21~m2q21!/~N21!. ~56!

Equations~55! and~56! actually reduce to Eqs.~52! and
~53!, respectively, whenq→0, so in what follows we may
use just Eqs.~55! and~56! with q>0. We will also make use
of the Kolmogorov concept of energy transfer in fully devel-
oped turbulence,1,2 in which the kinetic energy transfer rate
~dimension energy/time! from eddies of scale lengthaa to
the next smaller is the same for all sizes 1,a,N21. By
dimensional analysis and from the fluid equations, this rate is

ĖKa5~C!~Na!~aa
3 !~va

2 !~va /aa!, ~57!

whereC is a constant. That is, the rate is proportional to the
number of turbules of sizeaa in VT , the volume of each, the
kinetic energy per unit massva

2/2 of each, and the character-
istic rate of transferva /aa .

Requiring ĖKa to be independent ofaa and using Eq.
~51! yields

b53n12. ~58!

In the atmosphere, the ratiosuDT0u/T̄ andv0 / c̄ are usu-
ally of the same order.1 This implies that our turbule tem-
perature variation amplitudesdTa should be proportional to
va , whereby Eq.~51! yields

g5n. ~59!

C. Spectra and cross sections

1. General forms

We insert the scaling relations~51! into Eqs.~49! and
~50!, and convert the sums to integrals, using

(
a51

N

'E
1

N

da5E
a1

aN da

da/da
,

da

da
52ma1

2qa11q,

~60!

where the last equality results from Eq.~55!. This yields

FT~K !5„p3N1~dT1!2a1
6/m…x2PTJPT21

T ~mx,x!, ~61!

F i j
v ~K !5~d i j 2K̂ i K̂ j !

3~p3N1v1
2a1

6/3m!x2PvJPv11
v ~mx,x!, ~62!

where (m,m) are defined by Eqs.~52! and~53! or Eqs.~54!
and~55!, and the quantitiesJT,v and (PT ,Pv) are defined by

Js
T,v~mx,x![E

mx

x

dy ysB̃ T,v
2 ~y!, x[Ka1 , ~63!

PT5Pv[P5612n2b2q542n2q, ~64!

where Eqs.~58! and ~59! were used ands is an index that
may bePT21 or Pv11. If we regardK as an independent
Fourier transform variable here, then~x5Ka1 , mx5KaN!
are the~outer, inner! scale size parameters of the turbulence,
respectively.

It is important to determine qualitatively how the inte-
gral of Eq.~63! depends on (s,m,x). In all cases, the enve-
lope functionsB̃ T,v

2 (y) are bounded for ally and go to zero
rapidly for largey, because individual turbules are localized.
Thus for s*1 the integrands are peaked functions and are
negligibly small for 0,y,ys2 andy.ys1 , where the val-
ues ofys6 are dependent on the particular forms of the en-
velope functions and the indexs. It is clear that the integrals
are essentially zero forx&ys2 or mx*ys1 , and also that

Js
T,v~mx,x!'Js

T,v~0,̀ !5const,

xmin[ys1,x,ys2 /m[xmax.

~65!

Thus (xmin ,xmax) are effective inertial range boundaries on
the dimensionless variablex5Ka1 . For this range ofx, Eqs.
~61! and ~62! show that the spectra have a common power-
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law dependencex2P, with P given by Eq.~64!, indepen-
dently of the detailed form of the envelope functions. For the
transition regionsys2&x&ys1 andys2 /m&x&ys1 /m, the
spectra depart markedly from the power law.

2. Kolmogorov spectra

We can match Eqs.~61! and ~62! to the Kolmogorov
spectra of Eqs.~15! and~16! in the inertial range, by choos-
ing

P5 11
3→n5 1

32q, b53~12q!, ~66!

where Eqs.~58! and ~64! yield the last equalities, and then
identifying the following expressions for the structure pa-
rameters:

CT
25~3.78/m!~N1a1

3/VT!~dT1 /a1
1/3!2J8/3

T ~0,̀ !, ~67!

Cv
25~0.68/m!~N1a1

3/VT!~v1 /a1
1/3!2J14/3

v ~0,̀ !. ~68!

If the fractal length scalingq50 of Eqs. ~52! and ~53! is
used, thenn51/3, the standard result; that is, Eq.~51! shows
that (dTa ,va)}aa

1/3, and also thatNaaa
35const, i.e., that

turbule packing fractions are scale invariant.17 Thus for q
50, the factors (N1a1

3/VT ,dT1 /a1
1/3,v1 /a1

1/3) are also scale
invariant, and therefore so are the expressions forCT

2 and
Cv

2; this is not the case for power-law scaling withqÞ0.

3. Morphology dependence

It is important to examine the effects of changing the
turbule model envelope functionsB̃ 2(y) that appear in the
integralsJs(mx,x) of Eq. ~63!.

We may change an envelope function in two nontrivial
ways ~an amplitude change is trivial; see Sec. III A 2!. One
way is to replace B̃(y) by the same functions of a
‘‘stretched’’ argument,B̃(y)→B̃(gy). This is equivalent to
changing the spectrum of scale lengths in the ensemble, such
that aa→aa85gaa , and altering (dT1 ,v1) appropriately to
keep the same values ofFT(K),F i j

v (K) in the inertial range.
But the boundaries of the inertial range will be shifted; that
is, Eqs.~63! and ~65! yield

Kmin8 5ys1 /a185Kmin /g, Kmax8 5Kmax/g. ~69!

Outside the inertial range, the spectra will be changed.
However, g cannot be chosen much different from unity,
because then, for example, the largest turbules would have a
much different linear extensiona18 than the presumed known
outer scale length of the turbulence.

Another way is to replace a chosenB̃(y) by a different
functional formB̃8(y). Clearly this will change the bound-
aries of the inertial ranges, in general, but inside the inertial
ranges, (dT1 ,v1) can be altered to preserve the previous
values of the spectra. Outside the inertial range, the spectra
will be changed. Again, the different functional forms should
be chosen to have comparable length scales, for example, the
same rms radii for each indexa, in order to represent the
same known outer and inner scales.

Therefore we may conclude the following: The power-
law spectra in the inertial ranges are completely insensitive
to all changes in turbule morphology, that is, alterations of

the envelope functionsB̃(y). Changes in theB̃(y) irreduc-
ibly influence only the boundaries (Kmin ,Kmax) of the inertial
range and the behavior of the spectra and the scattering cross
sections forK outside the inertial range.

4. Examples

Equations~34!, ~41!, and ~44! considered two example
envelope functions, a Gaussian and the Fourier transform of
an exponential, that have the same rms turbule radii for each
aa . For the quasi-Kolmogorov spectra, withP511/3 in Eqs.
~61! and ~63!, we consider the normalized spectra
@FT(x),Fv(x)# defined by

FT~x![x211/3J8/3~mx,x!/J8/3~0,̀ !,
~70!

Fv~x![x211/3J14/3~mx,x!/J14/3~0,̀ !,

in which we use the same envelope functionsB̃(y) for both
temperature and velocity spectra, for convenience. These
functions are the factors that determine the boundaries of the
inertial ranges ofK and the behavior ofFT(K),F i j

v (K) out-
side the inertial ranges. From Eq.~63!, we have for the ex-
ample envelopes

Js
g~mx,x!5E

mx

x

dy yse2y2
,

~71!

Js
e~mx,x!5E

mx

x

dy ys~11y2/12!26,

where (g,e) stand for~Gaussian, exponential!, respectively.
These integrals were evaluated analytically and numerically
for s5(8/3,14/3) and form5aN /a15(1023,1024), which
are realistic values for the ratio of inner to outer scale
length.18

Figures 7 and 8 are plots ofFT
g and FT

e vs x for m
51023 and 1024, respectively; Figs. 9 and 10 are plots of

FIG. 7. Normalized isotropic homogeneous ensemble temperature spectra
for m51023 as functions of outer scale size parameterka1 .
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Fv
g and Fv

e vs x for m51023 and 1024, respectively. The
plots of course coincide in the common portions of their
inertial ranges, where their slope is (211/3) on these log-log
plots. But the exponential and Gaussian envelopes yield
slightly different inertial range boundaries, quite different
behavior forx.xmax, and the same behavior but different
values forx,xmin . Here approximate values for the effective
inertial range boundariesxmax and xmin for each curve are
evident from the plots.

Expressions for scattering cross sections corresponding
to these examples are obtained by combining Eqs.~11!, ~12!,
~61!, ~62!, ~67!, ~68!, and~70!. We get

QT8[sT /Av5cos2 uFT~x!,
~72!

Qv8[sv /AT5cos2 u cos2~u/2!Fv~x!,

where

AT[0.052CT
2k4VTa1

11/3/T̄2, Av[0.38Cv
2k4VTa1

11/3/ c̄2.
~73!

Note that (AT ,Av) have the dimension of area, so the quan-
tities (QT8 ,Qv8) are ‘‘scattering efficiencies’’ analogous to
those defined for individual turbules.

Given values for (m,ka1), we can use x
52ka1 sin(u/2) to calculate inertial range boundaries
(umin ,umax) on u, putting either or both equal to 180° if
x/2ka1>1. Figure 11 is a plot ofumin and umax vs ka1 for
m51023 and xmin'2.4, xmax'900, the values from Fig. 7
for the Gaussian temperature spectrum (s58/3). Figure 12 is
the same forxmin'2.9, xmax'1400, the values from Fig. 9
for the Gaussian velocity spectrum (s514/3). These figures
show that for manyka1 the inertial rangeumin<u<umax is
significantly smaller than the full range 0°<u<180° of
scattering angles.

The (xmin ,xmax) values may also be estimated analyti-
cally by solving forys6 , the values ofy at which the inte-
grands of Eq.~71! fall to saye21 of their peak values, and
using Eq. ~65!. Alternatively, we could defineys6 as the
points at which the slopes of the integrands change most
rapidly.

In order to exhibit in detail how inertial range bound-
aries can influence the scattering, in Fig. 13 we plotQT8 vs u
for the Gaussian envelope functions in Eq.~71!, for m
51023, a1510 m, and two wavelengths,l1510 m,

FIG. 8. Normalized isotropic homogenous ensemble temperature spectra for
m51024 as functions of outer scale size parameterka1 .

FIG. 9. Normalized isotropic homogeneous ensemble velocity spectra for
m51023 as functions of outer scale size parameterka1 .

FIG. 10. Normalized isotropic homogeneous ensemble velocity spectra for
m51024 as functions of outer scale size parameterka1 .
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l250.02 m. In Fig. 14 we do the same forQv8 . Note that the
scattering foru outside the inertial range is significantly less
than would be predicted by the extended inertial range
curves~dashed!. This is the case in general.

Finally, in order to obtain the temperature structure
function DT(r ) from the spectrumFT(K), we start with the
definition

DT~r ![^„DT0~r1!2DT0~r2!…2&, r[ur12r2u. ~74!

Using Eqs.~3! and ~13!, we get easily

DT~r !5~p2VT!21E
0

`

dK K2S 12
sin Kr

Kr DFT~K !. ~75!

Using Eqs.~61!, ~63!, ~66!, and~67!, we then get

FIG. 11. Inertial range scattering angle boundaries for isotropic homoge-
neous Gaussian temperature turbule ensembles withm51023 as functions
of outer scale size parameterka1 .

FIG. 12. Inertial range scattering angle boundaries for isotropic homoge-
neous Gaussian velocity turbule ensembles withm51023 as functions of
outer scale size parameterka1 .

FIG. 13. Differential scattering efficiencies for the Gaussian turbule tem-
perature spectrum compared to those for the Kolmogorov spectrum form
51023 and different outer scale size parameterska1 .

FIG. 14. Differential scattering efficiencies for the Gaussian turbule velocity
spectrum compared to those for the Kolmogorov spectrum form51023 and
different outer scale size parameterska1 .
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DT~r !5a1
2/3CT

2I T~j!, j[r /a1 . ~76!

Herej is a normalized distance in units ofa1 , andI T(j) is a
dimensionless structure function, defined by

I T~j!5„LJ8/3
T ~0,̀ !…21j2/3E

0

`

dz z25/3~12z21 sin z!

3J8/3
T ~mz/j,z/j! ~77!

with

L[E
0

`

dz z25/3~12z21 sin z!51.205. ~78!

From Eq.~76!, we see thatI T(j) should equal justj2/3

in the inertial range sinceDT(r ) should equalCT
2r 2/3 there.

In the Appendix, we show that, for the Gaussian enve-
lope function~34!, the expression~77! reduces exactly to

I T~j!50.622j2/3E
j

j/m

dy y25/3~12e2y2/2!. ~79!

The integral here involves incomplete Gamma functions.
In obtaining the log-log plots of Figs. 15 and 16 forI T(j) for
m5(1023,1024), respectively, these functions were evalu-
ated usingMATLAB .

These plots clearly reveal the inertial ranges and the
correct asymptotic behaviors of these dimensionless struc-
ture functions. From Eq.~79!, their asymptotic limits~for
m!1! are

I T~j! ;
j→0

0.233m24/3j2, I T~j! ;
j→`

0.932. ~80!

The inertial range ofj in Eq. ~79! corresponds to those val-
ues ofj for which the limits on the integral may be changed
from (j,j/m) to ~0,̀ !, respectively, with negligible error.
Since the integrand in Eq.~79! is peaked with a maximum at

ym'0.35, then forj such thatj!ym and j/m@ym , this
should occur.

As a check, using

E
0

`

dy y25/3~12e2y2/2!5
3

2E0

`

dy y1/3e2y2/251.612,

~81!

we get from Eqs.~79! and~81! that I T(j)5(1.00)j2/3 in the
inertial range, as expected.

The velocity structure function is defined by

Di j
v ~r ![^„v0i~r1!2v0i~r2!…„v0 j~r1!2v0i~r2!…&. ~82!

Using Eqs.~3!, ~14!, ~62!, ~63!, ~66!, and~68!, we get

Dii
v 5~11/3!a1

2/3Cv
2I v~j! ~83!

for the trace of Eq.~82!, where

I v~j![„LJ14/3
v ~0,̀ !…21j2/3

3E
0

`

dz z25/3S 12
sin z

z D J14/3
v ~mz/j,z/j! ~84!

is a dimensionless velocity structure function. SinceDii
v (r )

should equal (11/3)Cv
2r 2/3 in the inertial range,1 I v(j) should

equalj2/3 there.
For the Gaussian envelope function~34!, the method

used in the Appendix forI T(j) yields

I v~j!50.508j2/3E
j

j/m

dy@y5/3~12e2y2/2!1 1
3y

1/3e2y2/2#.

~85!

As a check, puttingj→0, j/m→` in the limits of the inte-
gral for the inertial range and using Eq.~81! yields I v(j)
51.00j2/3 there, as expected. Figures 17 and 18 are log-log

FIG. 15. Normalized structure function for an isotropic homogeneous
Gaussian temperature turbule ensemble withm51023 as a function of nor-
malized distancer /a1 .

FIG. 16. Normalized structure function for an isotropic homogeneous
Gaussian temperature turbule ensemble withm51024 as a function of nor-
malized distancer /a1 .
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plots of Eq.~85! for m5(1023,1024), respectively. Just as
for the temperature structure functions, the log-log plots
clearly reveal the extent of the inertial ranges and the correct
asymptotic behaviors.

V. SUMMARY AND DISCUSSION

In this paper, we have modeled isotropic homogeneous
turbulence as a superposition of randomly located randomly

oriented self-similar turbules of many different sizes, in
which number densities and temperature and velocity ampli-
tudes of the turbules scale with size, and sizes scale accord-
ing to a power law in the size index. We derived expressions
for the ensemble average acoustic scattering amplitudes and
cross sections for several turbule ensembles.

The principal results are in Sec. IV, where we showed
that

~i! The temperature and velocity spectra of the turbu-
lence and the associated acoustic scattering cross sections
have a power-law dependence for some range of the spectral
variableK.

~ii ! The boundaries of this so-called inertial range are
slightly dependent on the model turbule morphology, and
can be estimated easily.

~iii ! The behavior of the spectra and the scattering out-
side the inertial range depends on turbule morphology,
weakly for smallK but strongly for largeK.

~iv! In the inertial range, the spectra and the associated
scattering cross sections are independent of turbule morphol-
ogy. For example, it makes no difference whether the expec-
tation turbule shape is Gaussian, exponential, or some other.

~v! If the spectra are chosen to match the Kolmogorov
power law in the inertial range, then for fractal scaling,
where ratios of successive sizes are the same for all sizes,
turbule packing fractions must be size-independent, and tem-
perature and velocity amplitudes must scale as the 1/3 power
of the size.

~vi! Expressions for the structure constants (CT
2,Cv

2) as-
sociated with the Kolmogorov spectra are obtained in terms
of turbule model parameters and involve only scale-invariant
expressions for fractal scaling.

~vii ! For most ratios of outer scale length to wavelength
and for some reasonable ratios of inner to outer scale length,
the inertial range of scattering angles is significantly smaller
than 0° to 180°, and, outside the inertial range, the scattering
is significantly less than predicted by the full Kolmogorov
spectrum.

~viii ! For Gaussian model turbules, the structure func-
tions may be expressed in terms of tabulated functions, and
display the correct asymptotic behaviors as well as a
2/3-law dependence in an inertial range of distances deter-
mined by the inner and outer scales of turbulence.

Overall, then, we have accomplished the essential first
step objective stated in the Introduction; to paraphrase it, we
have ascertained that a turbule model of isotropic homoge-
neous turbulence works.

In order to predict the observed acoustic scattering by
realistic models of turbulence, it is necessary to treat three
things that were not considered in this work. One is a model
of anisotropic inhomogeneous turbulence. In particular, an-
isotropy is probably different at different length scales, rang-
ing from essentially isotropic at small scales to highly aniso-
tropic at the largest scales. Inhomogeneity must be present
because of the ground surface, but it should be maximum
near the ground and decrease with altitude, and so again
depends on turbulent length scales. Velocity turbules prob-
ably have correlated directions. A turbule model should be
very helpful in representing these conditions.

FIG. 17. Normalized structure function for an isotropic homogeneous
Gaussian velocity turbule ensemble withm51023 as a function of normal-
ized distancer /a1 .

FIG. 18. Normalized structure function for an isotropic homogeneous
Gaussian velocity turbule ensemble withm51024 as a function of normal-
ized distancer /a1 .
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Another item is the effect of both the source and the
detector actually being in the near field of much of the tur-
bulence and having nonuniform radiation and acceptance
patterns. Preliminary results indicate that a turbule model
helps greatly in analyzing these effects, which are different
for different length scales.

A third item is prediction of the magnitude of the fluc-
tuations in the scattered intensity, compared to the mean
scattered intensity. Experimentally, these fluctuations seem
to be very large.19 Preliminary calculations indicate that a
turbule model is exceptionally well-suited to this analysis,
and indeed predicts fluctuations with standard deviation at
least equal to the mean.

APPENDIX. STRUCTURE FUNCTIONS

We show below that Eq.~77! reduces to Eq.~79! for the
Gaussian envelope function~34!. First, consider the integral
in Eq. ~77!,

LT~j![E
0

`

dz z25/3S 12
sin z

z D E
mz/j

z/j

dy y8/3e2y2/2,

~A1!

where the second integral isJ8/3
T (mz/j,z/j) for the Gaussian

envelope function. Make a transformation to polar coordi-
nates:

z5r cosu, y5r sin u. ~A2!

Then from Eq.~A1!, the limits onr are~0,̀ !, and the limits
on u are

u15tan21~m/j!, u25tan21~1/j!. ~A3!

Then Eq.~A1! is

LT~j!5E
u1

u2
du sin u~ tan u!5/3@K1~u!2K2~u!#, ~A4!

where

K1~u!5E
0

`

dr r2e2~1/2!r2 sin2 u5Ap

2
csc3 u, ~A5!

K2~u!5E
0

`

dr r2e2~1/2!r2 sin2 uFsin~r cosu!

r cosu G . ~A6!

In Eq. ~A6!, let h5cosu. Then after an integration by parts,

K2~u!5 1
2~cosu sin2 u!21E

0

`

dh coshe2~1/2!h2 tan2 u.

~A7!

Writing cosh in terms ofe6 ih and completing the square in
the exponent then yields

K2~u!5Ap

2
csc3 u expS 2

1

2
cot2 u D . ~A8!

Using Eqs.~A5! and ~A8! in Eq. ~A4!, letting y5cotu, and
using Eq.~A3! yields

LT~j!5Ap

2 E
j

j/m

dy y25/3~12e2y2/2!. ~A9!

Using this, Eq.~78!, and

J8/3
T ~0,̀ !5E

0

`

dy y8/3e2y2/251.674 ~A10!

in Eq. ~77! then yields Eq.~79!.
The method for deriving Eq.~85! from Eq. ~84! is iden-

tical with the above.
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Low Strouhal number instabilities of flow over apertures
and wall cavities

M. S. Howe
Boston University, College of Engineering, 110 Cummington Street, Boston, Massachusetts 02215
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A theory is developed to predict the frequency of self-sustained oscillations of flow over an aperture
in a plane wall and over a shallow wall cavity. The Mach number is sufficiently small that motion
in the aperture or cavity may be regarded as incompressible. The shear layer thickness is small
enough to permit it to be modeled by a vortex sheet, which is taken to be linearly disturbed from its
equilibrium planar form. The motion of this sheet is discussed for circular and rectangular wall
apertures, and numerical predictions are given for the Rayleigh conductivityKR(v) as a function of
the radian frequencyv of the motion. Instabilities of the aperture flow are determined by poles of
KR(v) in the upper complex frequency plane, and it is argued that the real parts of these complex
frequencies correspond to the Strouhal numbers of self-sustained oscillations. An approximate
method is given for determining the pole that corresponds to the minimum frequency, self-sustained
oscillation. For incompressible flow there can be no net volume flux into a shallow wall cavity, and
oscillations are in this case related to poles of a frequency-dependent drag coefficient. The predicted
minimum Strouhal number for the cavity is close to measured values for the first stage of
self-sustained oscillations of wall apertures and shallow cavities at very low Mach number.
© 1997 Acoustical Society of America.@S0001-4966~97!03608-4#

PACS numbers: 43.28.Py, 43.40.Rj, 43.50.Nm@LCS#

INTRODUCTION

Acoustic tones are frequently associated with instabili-
ties of high-speed jets and shear layers. Unsteady pressures
produced when a flow inhomogeneity perturbs the shear
layer over the mouth of a wall cavity excite acoustic modes
of the cavity, whose subsequent back reaction on the shear
layer can lead to large amplitude oscillations which are sus-
tained by the extraction of energy from the mean flow. An
extensive discussion of these phenomena is given by
Rockwell,1 who also reviews research prior to 1983. Early
notions of the excitation of cavity resonances attributed the
oscillations to broadband excitation of acoustic modes by
turbulence in the shear layer. However, self-sustained oscil-
lations occur also when the flow is laminar, and it is often
found that laminar flow resonances are the most intense.

Consider a wall cavity in the form of a rectangular cut
out at depthl and lengthL in the streamwise direction. For
shallow cavities (L/ l . 1), flow excited tones do not gener-
ally correspond to acoustic modes of the cavity, and are not
usually harmonically related. Strouhal numbersf L/U of
tones of frequencyf (U being the free stream velocity! typi-
cally lie within certain well-defined bands when plotted
against mean flow Mach number.2–5 The existence of these
bands usually depends onfeedback, according to which dis-
crete vortices are formed periodically just downstream of the
leading edge of the cavity, and proceed to convect towards
the trailing edge. A sound pulse is generated by the interac-
tion of a vortex with the trailing edge; the pulse propagates
upstream, where its impingement on the leading edge in-
duces separation of the boundary layer just upstream of the
edge. A vortex travels across the cavity in timeL/Uc , where
the mean convection velocityUc ' 0.4U – 0.6U, whereas the
sound radiates back to the leading edge in timeL/c0 . In the

simplest approximation, therefore, the returning sound will
arrive at the leading edge at just the right instant to reinforce
the periodic shedding of vorticity provided the frequencyf
satisfiesRossiter’s equation2

L/Uc1L/c05n/ f , n51,2,3,..., ~1!

where the indexn is constant in each band or ‘‘stage’’ of the
oscillation. When predictions of this equation are compared
with experiment5 it is found to be necessary to replacen by
n 2 b, whereb is a constant ‘‘phase lag’’ that depends on
cavity depth;b/ f is the aggregate time delay associated with
~i! the arrival of a vortex at the trailing edge and the emission
of the main acoustic pulse, and~ii ! the arrival of the sound at
the leading edge and the release of a new vortex.

Experiments at high subsonic Mach numbers4,5 relate
measured Strouhal numbers to the following modified Ros-
siter equation:

f L

U
5~n2b!Y S U

Uc

1
M

A@11~g21!M2/2#
D ,

n51,2,3,..., ~2!

whereM5U/c0 is the free stream Mach number based on
the stagnation sound speedc0 and g is the ratio of specific
heats. WhenM.0.2, and for shallow, rectangular cavities
with L/ l .1, predictions of Eq.~2! agree well with observa-
tions forb'0.25 andUc /U'0.6, independently of the tem-
perature of the free stream, the transverse widthb of the
cavity, and the Reynolds numberUL/n ~n being the kine-
matic viscosity!.5 These shallow cavity tones are governed
by the feedback cycle discussed above;cavity acoustic
modes~whose frequencies are determined by the interior
cavity dimensions! tend to be unimportant unlessL/ l ,2.5
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and M is large, when they can dominate the radiation pro-
vided the Strouhal number satisfies Eq.~2!.

Theoretical models of shallow cavity tone excitation
~e.g., Ref. 6! frequently postulate the existence of an acoustic
‘‘source’’ at the cavity trailing edge, whose strength and
phase are estimated in terms of calculated properties of the
shear layer motion near the edge. In flows of very low Mach
number, however, when the wavelength of the sound is very
much larger than the cavity mouth~when the mouth is
‘‘acoustically compact’’!, the local flow can be regarded as
incompressible, and the time delayL/c0 in ~1! from the re-
turning sound becomes negligible.7 For a deep cavity, the
tones generally depend on feedback from standing acoustic
waves within the cavity; the flow-acoustic coupling in such
cases has been successfully modeled by a discrete vortex
simulation of the unsteady flow over the mouth.8–12

This paper is concerned with the excitation of tonal
sound by flow over an acoustically compact wall aperture or
wall cavity when, in a first approximation, it is permissible to
regard the local motion as incompressible. We do this by
idealizing the shear layer as a vortex sheet that is linearly
disturbed from its equilibrium form, and identifying tonal
instabilities with disturbances of the sheet that grow expo-
nentially with time. These disturbances are governed by the
interaction of the vortex sheet with the solid surfaces and, for
the wall aperture, are related to poles in the complex fre-
quency plane of the Rayleigh conductivityKR(v) ~the recip-
rocal of the acoustic impedance of the aperture!.13 An ap-
proximate method is used to determine the pole ofKR(v)
that is nearest to the real frequency axis. This corresponds to
the lowest Strouhal number of tonal excitation@i.e., to n51
in ~1! and ~2!#. The simplest case to treat by this means is
one-sided grazing flow over an acoustically compact aperture
in a thin, rigid wall. This is discussed in Sec. I for circular
apertures~using calculated values ofKR for real v given in
Ref. 14! and in Sec. II for rectangular apertures. The method
developed for rectangular apertures is extended in Sec. III to
an aperture in a wall of finite thickness. In Sec. IV a similar
procedure is applied to study self-sustained oscillations of
flow over a shallow wall cavity.

I. SHEAR TONES GENERATED BY A CIRCULAR
ORIFICE IN A THIN WALL

A. Conductivity of a circular aperture

Consider a small circular aperture in a thin rigid wall in
the presence of a high Reynolds number, one-sided grazing
flow at infinitesimal Mach number. Let the wall coincide
with the planex250 of the rectangular coordinate system
(x1 ,x2 ,x3) with the center of the aperture at the origin, and
suppose the flow is confined to the ‘‘upper’’ regionx2.0
~see Fig. 1! at speedU in the x1 direction. The shear layer
over the aperture will be assumed to be linearly perturbed by
a uniform, time-dependent pressurep0(t) applied inx2.0.
This produces a volume fluxQ(t) through the aperture
~taken as positive in the1x2 direction!, as a result of which
sound waves are radiated into the fluid on either side of the
wall. The influence of mean flow on sound propagation may
be ignored provided the Mach numberM[U/c0 is small

(c0 being the speed of sound!.15 Attention is here confined to
low frequency motion, such that the acoustic wavelength is
much larger than the aperture diameter, so that the acoustic
pressure at large distancesuxu from the aperture is themono-
pole field

pQ56
r0

2puxu

]Q

]t S t2
uxu

c0
D , for x2�0. ~3!

The flux Q can be expressed in terms of the applied
pressurep0 by introducing the Rayleigh conductivityKR of
the aperture.13 This is usually defined for time-harmonically
varying quantities~proportional toe2 ivt) by the relation

KR~v!5 ivr0Q~v!/@p~v!#, ~4!

where r0 is the mean fluid density, Q(v)
[(1/2p)*2`

` Q(t)eivt dt is the Fourier component of the
flux Q of radian frequencyv, and@p#[p12p2 is the dif-
ference in the time harmonic pressures above and below the
wall that forces the fluid through the aperture. In the present
casep250 andp1(v)5p0(v).

In the time domain Eq.~4! must be expressed in terms of
a convolution integral:

r0

]Q~ t !

]t
52E

2`

`

KR~v!p0~v!e2 ivt dv. ~5!

It may be assumed thatp0(t) vanishes prior to some initial
time t0 , say, and therefore thatp0(v)→0 as Imv→1`
and is regular in the upper half of the complex frequency
plane;p0(v) will be regulareverywhereif the applied pres-
surep0(t) is of finite duration.16 To ensure thatQ(t)50 for
t,t0 the path of integration in~5! must pass above any
singularities ofKR(v). For t.t0 the integral can be evalu-
ated by displacing the integration contour downwards to-
wards the real axis, ‘‘wrapping’’ it around any singularities
of the integrand in Imv.0. The contributions from these

FIG. 1. Flow over a circular aperture in a thin, rigid wall.
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singularities~if they exist! will dominate the integral ast
2t0→1`.

In the absence of mean flow the conductivityKR52R,
where R is the aperture radius.13 The conductivity in the
presence of a one-sided grazing flow, when the shear layer is
modeled by a vortex sheet as in Fig. 1, has been computed
by Scott14,17 for real frequenciesv. Scott assumed the vortex
sheet to be linearly disturbed by the pressure differential
@p#, and solved numerically the integrodifferential equation
satisfied by its displacementz(x1 ,x3)e2 ivt ~in the x2 direc-
tion!, subject to the Kutta condition that the sheet leaves the
upstream semicircular edge of the aperture tangentially.18

KR is now complex, and varies significantly with the Strou-
hal number vR/U. The real and imaginary parts of
KR(v)/2R[(G2 iD) are plotted in Fig. 2~a! againstvR/U
for real values ofv. WhenDÞ0 andv is real, the interac-
tion of the applied pressurep0(v) with the aperture is non-
conservative, in the sense that there is an irreversible transfer
of perturbation energy to or from the mean flow according as
D:0.

B. Analytic continuation of K R(v)

Since Q(t) and @p(t)# are real valued quantities, the
conductivity satisfiesKR(2v* )5KR* (v), where the asterisk
denotes complex conjugate. Forreal values ofv we have

G~2v!5G~v!, D~2v!52D~v!. ~6!

If the motion were stable,KR(v)/2R[G(v)2 iD(v)would
be regular in Imv.0. In generalG(v)→G`5const as

uvu→` and D(v)→0 @cf. Fig. 2~a!#. Then ~for stable mo-
tion! f (v)[G(v)2G`2 iD(v) is regular in the upper half-
plane and vanishes asuvu→`. Cauchy’s theorem16 applied
to a closed contour consisting of the real axis and a semi-
circle in the upper half-plane whose radius grows without
limit, implies that f (v)5(1/2p i )*2`

` f (j)dj/(j2v) for
Im(v).0, where the integration is along the real axis. When
v approaches the real axis, the real and imaginary parts of
this equation and~6! yield theKramers–Kronig relations19

G~v!2G`52
2

p E
0

`

–
jD~j!dj

j22v2
,

~7!

D~v!5
2v

p E
0

`

–
@G~j!2G`#dj

j22v2
~v real!,

where the integrals are principal values.
Alternatively, whenG(v) and D(v) have been deter-

mined by experiment or numerical computation, Eqs.~7! can
be used to investigate the stability of the motion. If the equa-
tions are not satisfiedKR(v) must be singular in Imv.0,
and the motion isabsolutely unstable, in that the smallest
perturbation of the flow can cause a spontaneous growth of
large amplitude motions in the aperture. This happens to be
the case for the circular aperture with one-sided flow studied
by Scott: the Kramers–Kronig formulas~7! are not satisfied
by the numerically derived values ofG andD shown in Fig.
2~a!. More information concerning the nature of the unstable
motion can be derived by expressingf (v)5G(v)2G`

2 iD(v) for real values ofv as the sumf 1(v)1 f 2(v) of
two functions which are, respectively, regular in Im~v!:0.
We can do this by making use of the following extension
of ~7!:20

G6~v!2G`
65

71

2p E
2`

`

–
D~j!dj

j2v
1

1

2
@G~v!2G`#,

~8!

D6~v!5
61

2p E
2`

`

–
@G~j!2G`#dj

j2v
1

1

2
D~v!,

wherev is real.
These formulas can be used to derive an approximate

analytic continuation ofKR(v) into the complex frequency
plane. In several important cases it is permissible to assume
that all singularities of the conductivity are simple poles oc-
curring in pairs at

k[vR/U56kn2 ibn ~n51,2,...!,

wherekn andbn are real. We then write

G~v!2 iD~v!5 (
n51

N S an

k2~kn2 ibn!
2

an*

k1~kn2 ibn!
D

1 (
n51

N
2~a rnkn2a inbn!

kn
21bn

2
, ~9!

where an are complex constants with real and imaginary
parts, respectively, equal toa rn anda in . WhenG6(v) and
D6(v) have been calculated for realv from Eqs. ~8!, the
coefficients in~9! are chosen to give the best fit toG6(v)
2 iD6(v) using those terms in the summation correspond-

FIG. 2. ~a! Normalized conductivityKR/2R5G2 iD of a circular aperture
in a thin wall calculated by Scott~Refs. 14 and 17!. ~b! Four-pole approxi-
mation.
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ing, respectively, to poles in the lower and upper halves of
the v plane.

This approximation has been used to extend the numeri-
cal results of Scott17 into the complex frequency domain, by
means of the four-pole model defined by

a151.23, k150.9, b151; a250.82, k252.9,
~10!

b2520.8; an50, n.2.

There are two poles in the upper half-plane at
vR/U562.910.8i and two in the lower half-plane at
vR/U560.92 i . The real and imaginary parts of
KR(v)/2R defined by this approximation are plotted in Fig.
2~b! for comparison with Scott’s numerical results in Fig.
2~a!.

C. Self-sustained aperture tones

When the approximation forKR(v) defined by Eqs.~9!
and~10! is used to evaluate the integral~5!, the aperture flux
at large times is determined by residue contributions from
the poles in the upper half-plane, which yield a monopole
source strength that increases exponentially with time, i.e.,

r0

]Q

]t
'28pUa2up0~V!ucosH 2.9Ut

R
2wJ e0.8Ut/R,

where VR/U[2.910.8i and arg$p0(V)%5w @note that
p0(2V* )[p0* (V) when p0(t) is real#. In practice, of
course, this exponential growth is curtailed by nonlinear
mechanisms ignored by linear perturbation theory. However,
since according to~1! the frequency of the motion is con-
trolled by the convection velocity across the aperture, which
does not depend significantly on amplitude, the frequency of
nonlinear oscillations would be expected to be close to the
linear theory value. Because of the exponential growth, this
tonal component of the sound can in practice be initiated by
any small disturbance and appears to be spontaneously ex-
cited by the flow. When the frequency is expressed as a
Strouhalnumber f D/U, where f 5v/2p andD52R is the
aperture diameter, the above calculation suggests that the
lowest tone occurs nearf D/U'0.9. When the Strouhal
number is based on the average length of the aperture in the
streamwise direction,L5(p/4)D, we find f L/U'0.7. This
value is close to Strouhal numbers observed experimentally,
although most measurements have been made using cavity
backed apertures beneath relatively thick shear layers, where
the shear layer motion is coupled to an acoustic mode of the
cavity and for whichf L/U'0.3– 0.5, but larger values have
been reported at very small mean flow speeds.4,7,10,12,21,22

II. RECTANGULAR ORIFICE IN A THIN WALL

A. The Rayleigh conductivity

The numerical method of Scott14,17 is readily extended
to determine the influence of grazing flow~in the vortex
sheet approximation! on the conductivity of an orifice of
arbitrary shape, and in particular for the important case of a
rectangular aperture. In this section, however, we shall out-
line a simpler, approximate numerical scheme~discussed in
detail in Ref. 23! for a rectangular aperture that is easily

generalized to cases where the wall is of finite thickness, or
to finite depth cut outs with rectangular openings.

The configuration is identical to that of Sec. I, except
that the aperture is rectangular with sides of lengthsL and
b, respectively, parallel and transverse to the mean flow. Let
the aperture occupy the regionux1u,s[L/2, ux3u, 1

2b.
When a time harmonic pressure differential@p#5p12p2

~proportional toe2 ivt) is applied across the wall, the result-
ing ~incompressible! unsteady motion above and below the
aperture can be expressed in terms of velocity potentials

w6~x!5
71

2p E v2~y1 ,60,y3!

ux2yu
dy1 dy3

~11!

~y250, x2:0!,

where the integration is over the plane of the wall, andv2 is
the x2 component of velocity~normal to the wall!. This ve-
locity vanishes at the wall except in the aperture where, in
the linearized approximation,

v2~x1 ,x2 ,x3!→S 2 iv1U
]

]x1
D z, 2 ivz,

according asx2→60, ~12!

z(x1 ,x3) being the displacement of fluid particles~in the
x2 direction! which lie in the plane of the wall in the undis-
turbed state.

The equation of motion of the vortex sheet is obtained
by equating the pressuresp61p68 on opposite sides of the
vortex sheet, wherep68 denotes the pressure fluctuations
above and below the wall produced by motion of the sheet.
These pressures are calculated from~11!, ~12!, and the lin-
earized form of Bernoulli’s equation, whereupon we find that
z satisfies

F S v1 iU
]

]x1
D 2

1v2G E
s

z~y1 ,y3!

2pux2yu
dy1 dy3

5@p#/r0 , x25y250, ~13!

where x[(x1,0,x3) and the integration is over the surface
S of the aperture.

We assume that vortex shedding from the upstream edge
(x152s) of the aperture produces strongly correlated mo-
tion within S at different transverse locationsx3 , such thatz
may be regarded as independent ofx3 . They3 integration in
~13! may then be performed explicitly. If we also integrate
with respect tox3 , and introduce the notation

21

2b E E
2b/2

b/2 dy3 dx3

A~x12y1!21~x32y3!2

5 lnuj2hu1L~j,h!, j5x1 /s, h5y1 /s, ~14!

where

L~j,h!52 ln$b/s1A@~b/s!21~j2h!2#%

1A@11~s/b!2~j2h!2#2~s/b!uj2hu, ~15!

then ~13! becomes
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Fe21S e1 i
]

]j D 2G E
21

1

z~h!$ lnuj2h!u1L~j,h!%dh

52ps@p#/r0U2, uju,1, ~16!

wheree5vs/U.
This equation is integrated with respect to the second-

order differential operator on the left-hand side. By setting

z852~2r0v2s/p@p# !z,

we find

E
21

1

z8~h!$ lnuj2hu1L~j,h!%dh1l1eis1j1l2eis2j

51, uju,1, ~17!

wheres15(vs/U)(11 i ), s25(vs/U)(12 i ) are the non-
dimensional Kelvin–Helmholtz wave numbers for a vortex
sheet,24 andl1 andl2 are constants of integration.

The integral equation can be solved by collocation. The
values of l1 and l2 are chosen to ensure that the Kutta
condition is satisfied at the upstream edge of the aperture,
i.e., thatz5]z/]j50 atj521. The numerical solution and
the definition~4! then supply the Rayleigh conductivity from
the formula

KR52
p

2
bE

21

1

z8~h!dh. ~18!

Typical predictions ofKR[(p/2)b(G2 iD)are plotted
in Fig. 3 for the three aspect ratiosb/L51.25, 3, and 10. The
results for b/L510 are in close agreement with an
asymptotic formula for largeb/L given in Ref. 14.

B. Aperture tones

There is a strong qualitative similarity between the pre-
dictions shown in Figs. 2 and 3 for circular and rectangular
apertures. Using the method of Sec. I B we can develop ap-
proximate analytic continuations ofKR into the complex fre-
quency domain. In Fig. 4 a four pole approximation of the
type~9! ~in which k is replaced byvs/U) is compared to the
numerically predicted conductivity for the caseb/L51.25,
where

a152.4, k150.5, b151.15; a250.75, k252.45,
~19!

b2520.7; an50, n.2.

According to the argument of Sec. I C, the poles at
vs/U562.4510.7i , correspond to an instability of the ap-
erture motion that is manifested by shear layer oscillations at
a frequency close tovs/U52.45. In a first approximation,
this frequency coincides with that at whichD assumes its
minimum value in Fig. 4. Figure 3 indicates that this mini-
mum moves to marginally lower frequencies as the aspect
ratio b/L increases, although the variation is small, and the
minimum occurs nearvs/U52.3 whenb/L becomes large.
It may also be noted that, when the characteristic Strouhal
numbervR/U'2.9 obtained in Sec. I for the circular aper-
ture is scaled by replacing the lengthR by the mean semi-
chord s̄5(p/4)R of the circular aperture, we findv s̄/U
'2.28, which is close to the rectangular aperture case when
b/L exceeds about 3.

III. RECTANGULAR APERTURE IN A THICK WALL

A. Approximate representation of the
conductivity

The method of Sec. II for a rectangular aperture is now
extended to include the effect of wall thickness on the con-
ductivity. We discuss here the simplest case in which the
wall thicknessh ~see Fig. 5! is large enough for the coupling
between the motion in the upper mouth~spanned by the vor-
tex sheet! and the lower mouth~where there is no mean flow!
to be expressed in terms of the locally uniform, time har-
monic pressurespU andpL produced by the motion, respec-
tively, just below the vortex sheet and just above the lower
open mouth. Referring to Fig. 5, ifQ is the volume flux

FIG. 3. ConductivityKR5p/2b(G2 iD) of a rectangular aperture of differ-
ent aspect ratiosb/L in a thin wall.

FIG. 4. Comparison of the four-pole approximation~19! ~----! with the
calculated conductivity~———! for b/L51.25.
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through the aperture~in the 1x2 direction!, the conductivi-
ties KU , KL of the upper and lower mouths, respectively,
satisfy

p12pU5 ir0vQ/KU , p22pL52 ir0vQ/KL , ~20!

where the minus sign on the right of the second of these
equations occurs becauseKL is defined with respect to a flux
2Q that is directed out of the mouth. In the same approxi-
mation, the motion of the cylindrical column of fluid within
the aperture satisfies the momentum equation

A~pL2pU!52 ivhr0Q, ~21!

where A5bL is the aperture area. Combining these equa-
tions, the net conductivityKR of the aperture in the thick
wall is given by

1

KR

5
1

KU

1
1

KL

1
h

A
. ~22!

The lengthA/KL is the ‘‘end-correction’’ of the lower
mouth.13 The presence of the vortex sheet causes the end-
correction A/KU of the upper mouth to be complex. The
reciprocalFR51/KR is the aperture acoustic impedance, in
terms of which~22! assumes the simpler form

FR5FU1FL1h/A, ~23!

whereFU andFL are the acoustic impedances of the upper
and lower mouths, respectively.

B. Determination of FU

Take the coordinate origin in the plane of the upper
surface of the wall at the center of the mouth. Assume, as in
Sec. II, that the spanwise variation of the displacementz of
the vortex sheet can be ignored. When the pressure just
above the vortex sheet is averaged over the span, we find

p5p11
r0U2

ps
S e1 i

]

]j D 2E
21

1

z~h!$ lnuj2hu

1L~j,h!%dh, uju[ux1 /su,1, ~24!

whereL(j,h) is defined as in~15!.
The motion in the cylindrical region below the vortex

sheet is uniform in the spanwise (x3) direction. If the vortex
sheet is temporarily replaced by a rigid lid, the local incom-
pressible flow produced by a spanwise line source of unit
strength atx15y1 , x2520, ux3u,b/2 can be calculated by
making use of the two-dimensional velocity potential for a
source injecting fluid into a semi-infinite, uniform duct,
which can be calculated by the method of conformal
transformation.24 If the mean pressure just below the vortex
sheet ispU , the pressure on the lower surface of the vortex
sheet can then be written

p5pU2
r0U2e2

ps
E

21

1

z~h!$ lnuj2hu1LU~j,h!%dh,

uju,1, ~25!

where

LU~j,h!5 lnS 4 sin$p~j2h!/4%cos$p~j1h!/4%

j2h D .

Equating the pressures~24! and ~25! and rearranging,
the equation of motion of the vortex sheet becomes

Fe21S e1 i
]

]j D 2G E
21

1

z~h!$ lnuj2hu1L~j,h!%dh

1e2E
21

1

z~h!$LU~j,h!2L~j,h!%dh

52ps~p12pU!/r0U2, uju,1. ~26!

Proceeding as in the treatment of Eq.~16!, we find

E
21

1

z8~h!$ lnuj2hu1L~j,h!1C~j,h!%dh1l1eis1j

1l2eis2j51, uju,1, ~27!

wherez852$2r0v2s/p(p12pU)%z, and

C~j,h!5
e

2E21

1

$LU~m,h!2L~m,h!%

3exp$ i e~j2m!2euj2mu%dm.

Equation~27! is now solved by collocation, as before
~with the Kutta condition imposed atj521), and the solu-
tion used to determineFU[1/KU from the relation~18!.
Typical predictions for the aspect ratiosb/L51.25, 3, and
10 considered previously, are shown in Fig. 6.

C. Determination of FL

The acoustic impedanceFL of the lower mouth can be
found by the same procedure. There is now no vortex sheet,
and the corresponding normalized displacementz8 of fluid in
the plane of the mouth in the undisturbed state is obtained by

FIG. 5. One-sided grazing flow over a rectangular aperture in a thick wall.
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equating expressions for the pressure at corresponding points
just above and just below the levelx252 l of the mouth.
Because there is no mean flow this yields a governing equa-
tion that does not involve differential operators:

E
21

1

z8~h!~ lnuj2hu1 1
2$L~j,h!1LU~j,h!%!dh51,

~28!

whereFL[1/KL is determined by~18!. The Kutta condition
cannot be imposed in this case, andz8 exhibits mild singu-
larities at the endsj561 of the mouth.

The variations ofFL and KL with aspect ratiob/L are
shown in Fig. 7. Note that, the present locally two-
dimensional approximation which yields the one-
dimensional integral equation~28! might have been expected
to be applicable only for large aspect ratios, since in the
absence of flow there is no reason to prefer an equation av-
eraged over the spanwise as opposed to the chordwise di-
mension. However, inspection of Fig. 7 reveals that for 0.5
,b/L,2.5, KL is well approximated by Rayleigh’s
formula13

KL'3.83AA/p, A5bL ~29!

~shown dotted in the figure! which is applicable for any,
nonelongated opening of areaA in a wall. At larger aspect
ratiosKL'2pb/ ln$8b/Le%, wheree'2.178 is the exponen-
tial constant.14

D. Flow excited aperture tones

These numerical results may now be used in~22! to
calculate the conductivityKR[(p/2)b(G2 iD) of the wall
aperture for different wall thickness ratiosh/L. Figure 8 il-
lustrates the result of such a calculation forh/L51 and
b/L51.25. Both curves in this figure are qualitatively simi-
lar to those shown in Fig. 4 for a thin wall aperture of the
same aspect ratio. The overall reduction in the magnitudes of
G and D relative to those in Fig. 4 is a consequence of the
thickness contributionh/A to the acoustic impedance. In a
first approximation, the argument of Sec. I B implies that the
frequency at whichD assumes its minimum~and negative!
value may be taken to correspond to the minimum frequency
of self-sustained oscillations of the flow over the aperture.
On this basis we can calculate the dependence of this fre-
quency on wall thickness for different aspect ratios, as shown
in Fig. 9 for the three casesb/L51.25, 3, and 10, considered
previously.

The results are expressed as a Strouhal number
f L/U ( f 5v/2p). According to Fig. 9,f L/U decreases with
increasing wall thickness, becoming ultimately constant and

FIG. 6. Vortex sheet approximation to the acoustic impedanceFU of a
rectangular opening in a thick wall in the presence of a grazing flow.

FIG. 7. Predicted dependence on aspect ratiob/L of the conductivityKL

and impedanceFL of a rectangular opening in a wall in the absence of mean
flow.

FIG. 8. Predicted conductivityKR5(p/2)b(G2 iD) of a rectangular aper-
ture in a thick wall with one-sided grazing flow forb/L51.25, h/L51.

FIG. 9. Calculated Strouhal number of self-sustaining oscillations for one-
sided grazing flow over a rectangular aperture in a wall of thicknessh.
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equal to asymptotic values indicated on the right of the fig-
ure. Recall, however, that the present calculation assumes the
motion within and in the immediate neighborhood of the
aperture to be effectively incompressible, so that the wall
thicknessh must always be small compared to the character-
istic wavelength'L/M (M5U/c0)of sound of frequency
f . The present calculation is not applicable whenh is small
compared toL; also shown in the figure are the limiting
values ash/L→0 ~labeled ‘‘h50’’) predicted by the thin
wall theory of Sec. II. The numerical results forh/LÞ0 are
seen to increase steadily towards these respective limiting
values ash/L approaches zero. The characteristic Strouhal
numbers are typically of order 0.7 which is consistent with
Strouhal numbers observed for shallow cavities at very low
Mach numbers.5

IV. THE SHALLOW WALL CAVITY

At low Mach numbers the problem of sound generation
by flow over a wall cavity whose depthl is very much
smaller than the acoustic wavelength is similar to that con-
sidered above for an orifice in a rigid wall. Most experimen-
tal investigations have been conducted atM5U/c0.0.2,
and are relevant to vibration and buffeting problems encoun-
tered by aircraft.15

At low frequencies the cavity might be expected to be-
have like a Helmholtz resonator, with a monopole radiation
field of the type~3!. At very low frequencies, however, the
fluid in the cavity is effectivelyincompressible, the volume
flux Q→0, and the monopole strength ultimately vanishes.
To fix ideas, consider the excitation of low-frequency oscil-
lations by low Mach number flow over a square edged cut
out illustrated in Fig. 10~a!, and take the coordinate origin in

the center of the mouth. In the limitM[U/c0→0 the acous-
tic pressure at large distances from the cavity can be ex-
pressed in the form

p~x,t !'
r0

2puxu

]

]tES
v2~y,t2ux2yu/c0!dy1 dy3

as uxu→`, ~30!

where the integration is over the mouthS where the normal
velocity is v2 . For an acoustically compact opening, when
the flux Q[0, the first nontrivial term in the expansion of
the integrand in powers ofy/c0 gives the dipole field

p~x,t !'
xj

2pc0uxu2
]F j

]t
~ t2uxu/c0!, uxu→`,

where F j5r0*Syj]v2(y,t)/]t dy1 dy3 ( j 51 or 3! is the
unsteadydrag exerted on the fluid by the cavity.

Now at very low frequencies, a uniform, time-dependent
pressurep0 applied to the cut out inx2.0 cannot produce
drag. We must therefore consider an applied tangential pres-
sure force2]p0 /]xj . Suppose the pressure gradient is in
the mean flow direction~thex1 direction!, and that its spatial
variation can be neglected. Then by analogy with~5! we can
write

F1~ t !52E
2`

`

D~v!]p0~v!/]x1e2 ivt dv, ~31!

where thedrag coefficient D[M11/r0 , M11 being the effec-
tive ‘‘added mass’’ of the cavity in the presence of the shear
layer.24 The frequencies of self-sustained radiation from the
cut out are determined by the singularities ofD(v) in the
upper half of thev plane.

The drag coefficient can be calculated by a minor modi-
fication of the approximate method of Sec. II for wall aper-
tures, the details of which can be found in Ref. 23. We write

D~v!5 1
2pbs2@G8~v!2 iD8~v!#, ~32!

whereG8 and 2D8 are nondimensional real and imaginary
parts ofD. The dependencies ofG8 andD8on Strouhal num-
ber f L/U are shown by the solid curves in Fig. 10~b! for a
cavity of aspect ratiob/L51. It is easily verified that energy
is absorbed from the applied pressure gradient by the mean
flow when D8.0, i.e., for f L/U less than about 0.9. How-
ever, the motion is unstable, i.e.,D(v) is singular in Imv
.0, since it may be verified that the computed values of
G8(v) and D8(v) do not satisfy the Kramers–Kronig for-
mulas~7!.

The behavior ofD(v) for complexv can be estimated
by using the relations~8! to derive an analytic approximation
of the type~9! ~in which k must be replaced byvs/U, s
51/2L). The broken curves in Fig. 10~b! represent a four-
pole analytic approximation with parameters

a1525.5, k151.5, b154.5; a2521.4, k252,
(33)

b2521.5; an50, n.2.

There are two poles in the upper half plane atvs/U562
11.5i , which correspond to a mode that grows exponentially
like exp$1.5Ut/s%, and oscillates with Strouhal number

FIG. 10. ~a! Rectangular wall cavity.~b! Real and imaginary parts of the
functionD(v) of Eq. ~31! for a wall cavity withb/L51, and the four-pole
approximation~----!.
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f L/U50.64. This value is close to measured Strouhal num-
bers for low Mach number flow over a shallow cavity in air,5

and in water tunnel experiments forb/L51.25

V. CONCLUSION

Self-sustained oscillations of flow over an aperture or
wall cavity are a consequence of shear layer instability. In
this paper a linear perturbation theory of these oscillations is
discussed for cases where the shear layer thickness is small
and can be modeled by a vortex sheet. The motion in the
neighborhood of the aperture has been assumed to be incom-
pressible. For one-sided flow over a wall with circular or
rectangular apertures, the frequencies of self-sustaining os-
cillations are identified with the real parts of the complex
poles of the Rayleigh conductivity in the upper half of the
frequency plane. A similar theory is applicable to shallow
wall cavities, whose dimensions are very much smaller than
the characteristic wavelength of the cavity tones, but the in-
stabilities now correspond to poles of a drag coefficient.

In both cases we have estimated the lowest order~first
‘‘stage’’! Strouhal number of the unstable motion by ap-
proximate analytic continuation from the real frequency axis.
For a shallow, rectangular wall cavity the predicted Strouhal
number is about 0.64, which is in good agreement with avail-
able data in air at low Mach numbers. The minimum Strou-
hal number for flow over a wall aperture is predicted to be
typically of order 0.65–0.8; it is weakly dependent on aper-
ture aspect ratio, and decreases slowly with increasing wall
thickness.
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Measurements of small-caliber ballistic shock waves in air
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Megahertz bandwidth pressure measurements of airborne ballistic shock waves from bullets are
presented which confirm weak-shock theoretical predictions of waveform shape, period, amplitude,
and the scaling of these quantities with shock propagation distance. Wavefront distortions and
amplitude variations are quantified versus shock propagation distances of 3–55 m and agree with
predictions based on linear acoustic propagation through simple turbulence models. Observed rise
times probably exhibit a mix of turbulence and molecular relaxation effects. ©1997 Acoustical
Society of America.@S0001-4966~97!03808-3#

PACS numbers: 43.28.Tc, 43.25.Cb@LCS#

INTRODUCTION

Ballistic shock waves from bullets present an interesting
test of weak-shock theories and recently have been exploited,
through digital signal processing, to locate snipers.1,2 Theo-
retical modeling3,4 of the amplitude and period of these
shocks, and comparison of observations with the predicted
scaling relations4 were done in the 1940s. More recently,
Basset al.5 have measured these shocks with an emphasis on
their rise time. Rise times of these shocks,5 as well as those
of aircraft sonic booms,6 are significantly larger then pre-
dicted from viscosity and still air. Atmospheric turbulence7–9

and molecular relaxation5,10,11have been used to explain this
excess, and both are established as important mechanisms.
We repeat some of the earlier ballistic shock wave measure-
ments, confirm quantitative agreement with the weak-shock
predictions of shock wave period and amplitude, and also
measure the effects of atmospheric turbulence on wavefront
shape and peak amplitude. Good agreement is seen between
our observations of wavefront spatial distortions and peak
amplitude variations and the predictions of the theory of lin-
ear wave propagation through a turbulent medium.12 This
theory should be useful for predicting the conditions under
which these wavefronts retain their integrity and hence when
they can be exploited for practical tasks like projectile track-
ing and shooter localization. The linear wave theory also
matches the observed rise times; however, this may be for-
tuitous since molecular relaxation probably is important, and
since finite amplitude effects in the shock propagation may
inhibit turbulent thickening of the shock leading edge.6,10

Our intention is not to resolve the controversy over rise
times. Rather it is to present high-quality confirmatory mea-
surements of the ballistic shock waveform dependence on
miss distance, and novel measurements of the spatial coher-
ence and amplitude variations of these shocks.

In Sec. I we summarize the predictions of weak-shock
theory for a still atmosphere. Observations are presented in
Sec. II and compared to these predictions. Section III dis-
cusses the effects of atmospheric turbulence and compares
our observations of wavefront distortions and rise times with
linear propagation theory. A discussion is given in Sec. IV,
and conclusions in Sec. V.

I. WEAK-SHOCK PREDICTIONS

Several projectile diameters and farther from the trajec-
tory, the ballistic shock wave has attained a characteristic
‘‘N’’ shape, as in Fig. 1. Hence the name ‘‘N wave’’ which
is often used. This limiting form arises as fine structure in the
shock wave associated with the projectile shape is swept for-
ward in time in the case of positive pressure perturbations,
and back in the case of negative pressure perturbations, into
only two discontinuities. The peak pressure amplitudepmax

and periodT of the N wave are related to projectile length
l , diameterd, distance from the trajectoryb, and Mach
numberM . By modifying the linear acoustics isentropic re-
sult with the finite-amplitude flow characteristic curves,
Whitham3 derives

pmax5
0.53P0~M221!1/8

b3/4

d

l 1/4, ~1!

T5
1.82Mb1/4

c~M221!3/8

d

l 1/4, ~2!

whereP0 is ambient pressure andc is sound speed.
Taking explicit account of energy dissipation, DuMond

et al.4 derive expressions which reduce to Eqs.~1! and ~2!
for large b/d, but show steeper dependencies ofPmax and
T on b for smallerb/d, where ‘‘small’’ is not determined.
Their observations do indicate a steeper dependence for the
larger caliber projectiles, consistent with the form of their
predictions. Atmospheric conditions, instrumentation proper-
ties, and experimental procedure were not reported by Du-
Mond et al.

Rise time of the leading and trailing edges of theN
wave due to viscosity is predicted to be13

t rise5
l

c

P0

pmax
, ~3!

where l is the molecular mean free path,l8831028 m.
For typicalpmax/P0.1023 in the experiments this yields rise
times in the submicrosecond range. When molecular relax-
ation effects are included,5,11 the predictedt rise comes out
significantly larger than Eq.~3!, but still in the microsecond
range for small miss distances, leading to an experimental

781 781J. Acoust. Soc. Am. 102 (2), Pt. 1, August 1997 0001-4966/97/102(2)/781/7/$10.00 © 1997 Acoustical Society of America



requirement for piezoelectric transducers and megahertz
sample rates if the shock waveform is to be resolved.

II. OBSERVATIONS OF BALLISTIC SHOCK WAVES

Data were collected in August 1995 at a local rifle range
by firing past fixed condenser and piezoelectric microphones
at known miss distances of 3–55 m. Data also were collected
with condenser microphones at miss distances up to
;200 m at Camp Pendleton Marine Base, California, in Oc-
tober 1995. Although small-caliber ballistic shock waves
were seen clearly out to shock propagation distances of
;300 m, quantitative analysis is limited primarily to the Au-
gust data set, for which ground interaction effects were much
better controlled, sound channel focusing was much less un-
certain, and which was taken at a higher digital sampling
rate.

In the August data set, pressure signals were burst-
digitized with 12-bit precision at 2-MHz sample rate over
1-ms time windows. Experimental geometries were arranged
so that all shocks arrived at near-normal incidence to the
transducers’ surfaces, fell within these time windows, which
were triggered by a condenser microphone just ahead of the
sensors to be recorded, and were free of ground interaction
out to 20-m miss distance. The near-normal incidence angles
were achieved through knowledge of muzzle velocity and
ballistic drag coefficient, and confirmed by arrival times at
our planar array. A horizontal linear arrangement of four
piezoelectrics was used to measure shot-to-shot wavefront
spatial distortions. Table I lists the sensor properties. The
piezoelectric sensors were mounted flush with 333
31/4 in. aluminum baffles. Figure 2 shows raw responses
for four different sensor types. The long-discharge-time pi-
ezoelectric should most faithfully represent the early part of
the incident waveform. Departure of the later part of the
waveform from an idealN wave at this small miss distance
probably is due to the finite baffle size. Intrinsic rise times of
these piezoelectrics are,1 ms for normal incidence. The
short-discharge piezoelectric response resembles the time de-

rivative of the long-discharge piezoelectric, and is particu-
larly appropriate for measuring leading edge arrival times.
Both have polarity reversed in Fig. 2. The two condenser
microphone responses exhibit ringing associated with the de-
tailed dynamics of the membrane, cavity, and protective grid.

Figure 3 shows piezoelectric responses for four different
miss distances from 3 to 55 m, and illustrates the behavior
predicted in Eqs.~1! and~2!. Also obvious is the lengthening
of rise time and increasing distortion of theN wave with
increasing miss distance.

For quantitative comparison with predictions of ampli-
tude and period, the condenser microphone responses were
used since a more accurate factory calibration was available
for them. Period was measured as the time between the lead-
ing and trailing edges, and amplitude as the intercept of~i! a
linear fit to the linear descending portion of the waveform,
and ~ii ! the leading edge time. These quantities were insen-
sitive to the details of the ringing in the condenser responses
illustrated in Fig. 2. Observed shock wave amplitudes and
periods are summarized in Figs. 4 and 5. Behavior is very
close to the nominal relations, Eqs.~1! and~2!. In evaluating
~1! and~2!, we must calculate the Mach number at the point
on the trajectory where that part of the shock wave is emitted
which will eventually hit the sensors. This was done by mea-
suring this velocity with a chronograph for several rounds
from the same ammunition lot. Measured velocity varied
,2%, and agreed with Remmington’s ballistic data. Emis-
sion Mach was 2.7 for the 5.56-mm-diam and 1.9 for the
7.62-mm-diam projectiles, for the ambient sound speed of

FIG. 1. Asymptotic shape of the ballistic shock wave.

TABLE I. Properties of the different transducers.

Sensor ACO 7017 PCB 102A07 PCB 132A40

Type 1/4 in. condenser quartz piezoelectric ceramic piezoelectric
Dynamic range 50–164 dB 131–205 dB 115–171 dB
Bandwidth 5–70 000 Hz 1–500 000 Hz 10 kHz–1 MHz ~Long discharge time!

60 kHz–1 MHz ~Short discharge time!
Rise time

Normal ;2 ms 2 ms ,1 ms
Oblique 25ms 8 ms 3 ms

FIG. 2. Responses of different transducer types to the ballistic shock wave.
5.56-mm ammunition, 3-m miss distance. Data were digitized at 2-MHz
sample rate. Transducers are described in Table I.
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355 m/s~40 °C!. In addition to a small bias, the amplitude
behavior for the 5.56-mm projectiles shows a significant de-
parture from theb23/4 power law at the larger miss distances.
This could be due to sound channel focusing. The propaga-
tion path was 2 m off the ground on a hot day with solar
heating. The sound-speed profilec(z) was observed to be
upward refracting and of curvature]2c/]z2 in the sense that

would cause excess received amplitude, with this excess in-
creasing with miss distance. The influence ofc(z) was not
addressed by DuMondet al. Without accurate synoptic mea-
surements of wind shear and temperature along the propaga-
tion path, we can only produce an order-of-magnitude esti-
mate of the effect. Taking the observed temperature values of
]c/]z820.3 s21, ]2c/]z280.3 m21 s21 gives an intensity
focusing which reaches double the free-field value atR
5100 m, and the excess intensity scales as the square of
propagation distance. Also, ground interaction becomes sig-
nificant at the 30- and 55-m miss distances. We therefore
distrust the data points atR530 m andR555 m when trying
to make an accurate determination of the amplitude scaling
with range. Using the points atR53 and 10 m, however,
should keep the focusing effects at or below the 1% level,
and should have no ground reflected paths in the data time
window.

The effects of propagation uncertainties on periodT are
more complex. Again, we may take the 3- and 10-m points
as most reliable. The resulting estimates for the power-law
exponents are given in Table II. Determinations are consis-
tent with the asymptotic rulesPmax;b23/4 andT;b1/4 found
by Whitham3 and DuMondet al.4

Figure 4 shows agreement not only with the predicted
scaling relations, as was shown by DuMondet al.,4 but with
the constant coefficients in Eq.~1!, to within the630% ex-
perimental uncertainties in amplitude calibration. Figure 5
shows small systematic departures of measured periods from

FIG. 3. Evolution of ballistic shock wave with miss distance. 5.56-mm
ammunition, miss distances 3–55 m. Vertical scale~ADC counts! changes
from plot frame to plot frame.

FIG. 4. Peak amplitude ofN wave versus miss distance.~a! 5.56-mm am-
munition,~b! 7.62-mm ammunition. Dashed lines are best fits to data. Solid
lines are predictions from Eq.~1!. Numbers of data points varied from 3 to
6 at any miss distance.

FIG. 5. Period ofN wave versus miss distance. Dashed lines are best fits to
data. Solid lines are predictions from Eq.~2!.
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Eq. ~2! at 3- and 10-m miss distances. But these are in the
opposite sense for the two projectile sizes. We have been
unable to explain them as a measurement bias.

To compare measured rise times with Eq.~3! we use the
long-discharge-time piezoelectric responses and define ob-
served rise time to be the ratio of maximum pressure to
maximum rate of increase of pressure, where this rate was
estimated by least-squares line-fitting the portion of the lead-
ing edge between 10% and 90% of peak amplitude. This
procedure was found to be unbiased with respect to, and
gave smaller variance in repeated measurements than, the
10%–90% rule with smoothing. Figure 6 shows that the ob-
served rise times are an order of magnitude longer than the
weak-shock prediction, Eq.~3!. As mentioned in Sec. I, a
similar discrepancy was noted in the 1970s for aircraft sonic
booms;6,7 molecular relaxation and propagation through at-
mospheric turbulence both contribute in amounts that depend
on the exact geometry and environmental conditions of the
propagation.6–9,14 Reference 5 attempts to match small-
caliber ballistic shock rise times with molecular relaxation,
obtaining order-of-magnitude agreement. However, their
agreement is the worst for their indoor data set where turbu-
lence is effectively absent. Deducing the physical mecha-
nism is complicated by the roughly similar trend of rise time
with propagation distance~decreasing peak pressure! pre-
dicted from molecular relaxation to that predicted from the
accumulation over distance of turbulence effects. Further dis-
cussion is given in Sec. IV.

III. EFFECTS OF ATMOSPHERIC TURBULENCE

Our measurements support estimation of wavefront dis-
tortions down to the;1-ms level, and amplitude variations

to the ;10% level. Here we present these estimates and
interpret them in terms of the effects of atmospheric tem-
perature and velocity fluctuations, using a propagation theory
appropriate to linear waves and stationary atmospheric fluc-
tuation statistics. In our experiment, the short horizontal
propagation path suggests a stationary model. Discussion of
nonlinear propagation effects is deferred to Sec. IV. We also
compare predictions of this theory to the observed rise times,
although this comparison is complicated by both nonlinearity
and molecular relaxation.

Levels of turbulence were not measured during the data
collection, but we can make predictions with an assumed
spectrum using its level as a free parameter. We find that the
observed wavefront distortions, amplitude variations, and
lengthened rise times, and their dependence on shock propa-
gation distance all are predicted by the same turbulence
strength and spectral shape.

A. Turbulence model

We adopt a turbulence energy spectrum over isotropic
wave number

F~k!;k2p, l0,k21,L, ~4!

wherel0 , L are the inner and outer scales of the turbulence.
L also is identified with the correlation length. Typical ob-
served correlation behavior and fractional mean-squared
sound-speed fluctuationsm2 near the ground indicate15,16

L;1 m, 1027,m2,1025, 5/3,p,2,

wherep55/3 is the Kolmogorov spectrum andp52 arises
when the turbulence is composed of random vortex sheets.
For this range in the exponentp, results are not very sensi-
tive to the inner scalel0 .

B. Saturated and unsaturated regimes

The mechanics of converting a turbulence model to pre-
dictions of wavefront distortions are well established.17 A
very condensed discussion will be repeated here. The con-
trolling parameters, usually denotedF and L are, respec-
tively, the rms phase fluctuation due to sound-speed fluctua-
tions integrated along a line from source to receiver, and a
measure of the average number of independent fluctuations
present in a Fresnel zone centered on that line. We have17

F25q0
2m2RE

2`

`

r~u!du, ~5!

L5R/6L2q0 , ~6!

whereq052p f /c, f is frequency,R is the propagation dis-
tance, andr(u) is the correlation function, normalized so
that r(0)51. For p55/3, Eq.~5! becomes

F280.4q0
2m2RL. ~7!

The most fundamental distinction in analyzing the propaga-
tion for any R, f , p is between ‘‘unsaturated’’ regimes,
whereFLp/4,1 and geometrical optics is a good approxi-
mation, and ‘‘saturated’’ regimes, whereFLp/4.1 and sig-
nificant amplitude fluctuations and waveform distortions

TABLE II. Estimates of power-law exponents forpmax;bn and T;bm.
Data at 3- and 10-m miss distance only were used. Uncertainties represent
90% confidence intervals, based on scatter of repeated measurements at each
miss distance.

Ammunition 5.56 mm 7.62 mm

n 20.73860.027 20.73460.015
m 0.23060.018 0.24960.012

FIG. 6. Rise time ofN wave versus miss distance, 5.56-mm ammunition.
Dashed line is prediction from Eq.~3!, which assumes a homogeneous at-
mosphere. The observation at 200-m miss distance comes from the October
1995 data set with condenser microphones and 100-kHz sampling.
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occur.12 This distinction can be expressed as a saturation
frequency,f sat using ~6! and ~7!,

p55/3→F2L5/651→ f sat81.3cL4/7m212/7R211/7, ~8!

p52→F2L51→ f sat82.5cLm22R22. ~9!

This is illustrated in Fig. 7. Usingm251026 for example we
see that at propagation distances.60 m the;MHz frequen-
cies associated with the shock discontinuities will be satu-
rated. The slight distortions of the entire waveform seen in
Fig. 2 at the larger miss distances also are consistent with an
approach to saturation for frequencies of;10 kHz at ranges
;60 m indicated in Fig. 7.

C. Wavefront coherence

Because the dominant wavelengths in the shock wave-
form are clearly unsaturated atR,60 m, we may use geo-
metrical optics approximations to compute arrival time vari-
ance and covariance between sensors. For separations
transverse to the propagation direction we find arrival time
covariance17

Dt
2[E@„t~x!2t~x1Dx!…2#52.2m2

RL

c2 S Dx

L D 5/3

,

l0!Dx!L ~10!

50.8m2
RL

c2 , Dx;L,

~11!

where these have been derived for the casep55/3.

These two precise limiting forms can be joined with the
approximation

Dt
252s t

2
„12r t~Dx!…, ~12!

where

s t
250.4m2

RL

c2 , ~13!

r t~Dx!5„112.75~Dx/L !5/3
…

21. ~14!

s t
2 represents the total variance in acoustic travel time along

a ray path from source to receiver;r t(Dx) is the correlation
of this delay in the transverse direction.

Equations~10! and~11! were derived for a point source
and receiver. Our shock wave is generated by a moving
source and exists as an expanding conical wavefront with the
projectile at the vertex. Coherences over separations in a
plane containing the trajectory therefore may be better pre-
dicted based on a line source than a point source. This would
affect the numerical coefficients in Eqs.~10!, ~11!, ~13!, and
~14!. However, conclusions will be insensitive to this change
since we will inferm2 from the data. Therefore the calcula-
tions in Ref. 17 have not been redone for a line source or
moving point source.

Observations of horizontal coherence were done by fir-
ing repeated shots at the same nominal geometry about 2 s
apart past a 1.5-m horizontal array of four short-decay piezo-
electric sensors. The 2-s interval was chosen as somewhat
longer than the turbulence decorrelation time for scales
;1 m in the light winds~1 to 2 m/s! present during the data
collection. To compare observations with theory, the shot-to-
shot variation in wavefront tilt had to be removed from both,
since in the data this was contaminated with shot-to-shot
variation in bullet velocity and trajectory. This was done by
replacing the four arrival times with their residuals from a
line through the two end-point sensor arrival times. The two
end-point times then become zero@Fig. 8~a!#. The variances
of the two nonzero times were then compared to predictions

FIG. 7. Boundaries between saturated and unsaturated propagation, from
Eqs.~8! and~9!. Saturation occurs above the line. Solid lines are for turbu-
lence spectral power-law indexp55/3, dashed lines are forp52. c
5340 m/s was used.

FIG. 8. ~a! Residual shock wavefront distortions with respect to a plane
wavefront passing through the two end-point sensors in a four-sensor hori-
zontal array. 30-m miss distance.~b! Combined variance of the two middle
sensors’ residual arrival times versus miss distance. Dashed lines are pre-
dictions from Eq.~12!, for two different assumed turbulence strengths.
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@Fig. 8~b!#, where the predictions used Eqs.~12!–~14! to ex-
press these variances as a linear transformation of the cova-
riance between the four sensors. The inferred level ofm2 is
731027, consistent with other observations in similar
conditions.15 Our data were collected over sand in full sun
during late-morning hours, in very light winds, with an am-
bient temperature of;40 °C.

D. Amplitude fluctuations

Using the spectral level inferred in Sec. III C from the
arrival time variations we can predict the amplitude fluctua-
tions and rise times. Variance of log~amplitude! is related to
L, F as17

s log a
2 5 1

4L
p/2F2 ~15!

and is equal to 1/4 at the boundary between saturated and
unsaturated regimes. Using~5! and ~6! we find

s log a
2 50.022L22/3m2R11/6~2p f 0 /c!7/6, p5 5

3, ~16!

which depends explicitly on frequency. By using data from
the short-discharge-time piezoelectrics, we can arrange a
well-defined characteristic frequencyf 0 for the observed sig-
nals so that data may be compared with~16!. The frequency
response of these piezoelectrics is bounded below by the
discharge time and above by the rise time. Definingf 0 as the
centroid of the frequency response we are able to derive

f 05td
21 ln~ td /t r !, ~17!

wheretd is the~exponential! discharge time andt r the sensor
response rise time. Examination of typical sensor responses
to shocks at small miss distance givestd54 ms, t r

50.5 ms. Substituting Eq.~17! into Eq. ~16! we compare
with data as shown in Fig. 9, where amplitude has been
measured as the peak in the response, and the curve repre-
sents Eq.~16!. Evidently the predictions based on spectral
level inferred from the wavefront coherence measurements
are a good fit to the observed amplitude fluctuations.

E. Rise times

A rough prediction of shock waveform rise times due to
turbulence can be made by arguing that all frequencies
greater than the saturation frequency have their relative
phases scrambled and cannot contribute to a sharp leading
edge. This suggests

t rise8 f sat
21 ~18!

with f sat from Eq. ~8!. More sophisticated calculations of
linear-wave pulse spreading are possible,18 but are not sup-
ported by our environmental data. The predictions using Eqs.
~8! and ~18! are plotted with the rise-time data in Fig. 10.
Here again we setm25731027 as inferred from the wave-
front coherence measurements, and takeL51 m. At the
shortest miss distance the observed rise time is set by the
sensor response rise time of;1/2 ms. The data point at the
largest miss distance is from an October 1995 data set, in
which propagation was across a valley, farther above the
ground and therefore in weaker turbulence than the other
data points which were from the August data set. The pre-
diction therefore fits the data quite well where it should, and
much better than the predictions for still air, Eq.~3!.

IV. DISCUSSION

The consistency of the observed wavefront distortions
and amplitude variations with turbulence predictions using
only the one free parameterm2 suggests that the theory is
appropriate for these observables and that the actual sound-
speed variations hadm2;731027. Changing the assumed
spectral indexp, and correlation lengthL within reasonable
limits would have changed the inferredm2, but would not
have affected the agreements between theory and data sig-
nificantly.

The successful prediction of rise times may be fortu-
itous, since molecular vibrational relaxation effects are pre-
dicted to be significant, and since the wave is nonlinearly
bound. The only data set comparable to ours which elimi-
nates the effects of turbulence is that from ‘‘range 4’’ given
in Ref. 5, which was an indoor range. Those rise-time data
do not correlate well with the authors’ predictions based on
vibrational relaxation. The authors attribute this to an instru-

FIG. 9. Amplitude variations compared to predictions based on the turbu-
lence spectral levelm25731027 inferred from Fig. 8. The saturation
boundary is at a vertical coordinate of 0.25.

FIG. 10. Rise time versus predictions based on still air~short dash! and
turbulent air~long dash! with turbulence level inferred from Fig. 8.
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mental rise-time response limit of 2ms. However, a limit of
2 ms does not explain the discrepancy between their ‘‘range
4’’ data and the theory. More recent modeling of rise time11

coupling the nonlinearity with molecular relaxation shows
longer rise times and large sensitivity to humidity~fraction
of air made up of water molecules!, which might be capable
of explaining our observations without turbulent spreading.

As pointed out in Ref. 5, nonlinearity of the shock wave
leads to resharpening on length scales which should be much
shorter than the distances over which we are hypothesizing
accumulation of turbulence effects. This argument would
seem to invalidate our linear-wave prediction of rise times in
turbulence. It does not undermine the turbulence explanation
for the wavefront distortions and amplitude variations, since
even finite-amplitude wavefronts are advanced, retarded, and
focused by variations in local ambient sound speed. It is
beyond the scope of this paper to try to resolve authorita-
tively the issue of the relative importance of turbulence and
molecular relaxation in the rise times. In the context of air-
craft sonic boom rise times, nonlinear7 and nonstationary6,9

propagation models have been employed, with order-of-
magnitude success, and numerical prediction codes are avail-
able that show good agreement with each other and with at
least some data sets.14

V. CONCLUSIONS

Measurements of small-caliber ballistic shock wave am-
plitude and period were made that confirm predictions based
on weak-shock theory. Both the power-law exponents~Table
II ! and the constant coefficients agree closely with predic-
tions. Despite the nonlinear nature of the shocks, the theory
of linear acoustic wave propagation in turbulence is able to
model successfully, with only one free parameter, the ob-
served wavefront distortions, amplitude variations, and rise
times of these shock waves, although the rise times would be
more defensibly modeled with a combination of nonlinear
wave propagation and molecular relaxational effects.
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Further consideration of the waveguide propagation of ambient
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Measurements of the ambient sound generated by breaking waves over the range 40–20 000 Hz
reveal well-defined spectral peaks@D. M. Farmer and S. Vagle, J. Acoust. Soc. Am.86, 1897–1908
~1989!#, suggesting the modulation of the ambient sound by the waveguide formed by the
ocean-surface bubbles. The measurements show that the sound-speed profile in such a waveguide
may be modeled by an exponential form. The theory of the waveguide propagation of the ambient
sound is considered. It is shown that the sound propagation in the ocean-surface waveguides bears
analogy with that in the optical waveguides formed by diffusion and can be solved analytically in
a simple form. The cutoff frequencies of such waveguides are determined by a simple equation that
incorporates only the waveguide parameters. Theoretical predictions of the spectral peaks, which
seem to be associated with the modal cutoff frequencies, are compared favorably to the
observations. Moreover, the present results are compared to the previous theory base on the model
of inverse square sound-speed profiles in great details. It is shown that, although the two profiles are
almost the same shape in the cases considered here, the sound propagation in the two waveguides
is rather different. It is shown that the normal-mode propagation in the inverse square model is very
sensitive to both source and receiver positions in addition to the waveguide parameters, and
different modes can overlap, thereby making data fitting difficult. On the other hand, in the
exponential model, the sound spectral function depends mainly on the waveguide parameters, e.g.,
sound-speed anomaly at the surface and thee-folding depth. Therefore the distinct spectral peaks
observed are a stable prediction from the exponential waveguide model. The simplicity and the
stability of the results can help solve the inverse problem, that is, ‘‘given an observed distribution
of spectral peaks, can the bubble distribution be inferred?’’ ©1997 Acoustical Society of America.
@S0001-4966~97!00408-6#

PACS numbers: 43.30.Bp, 43.30.Nb, 43.30.Lz@JHM#

INTRODUCTION

Naturally generated ambient noise in the ocean may be
created by breaking waves. The ambient sound can be used
to infer the extent of the near-surface bubble layer through
the observed masking of higher acoustic frequencies,1 mak-
ing it a useful probe for studies of many upper-ocean pro-
cesses including gas transfer, ocean-surface turbulence,
Langmuir circulation, and internal waves.2–4

Recently, elegant observations of ambient sound in the
ocean-surface bubble layers have been reported by Farmer
and Vagle.5 The observations were obtained with a self-
contained acoustic instrument that is deployed in the open
ocean as a drifter suspended from a surface float by a rubber
cord so as to decouple it from effects of wave motion. The
instrument incorporates a broadband hydrophone to record
the ambient sound, and a multifrequency inverted echo
sounder with which to observe bubble clouds, allowing cal-
culation of the resulting sound-speed profile. The observa-
tions were obtained in the FASINEX study approximately
200 miles SW of Bermuda and also moored in 140 m of
water on the La Perouse Bank west of Vancouver Island,
with the instrument at 24 and 14 m beneath the surface,

respectively. The measurements of the ambient sound gener-
ated by breaking waves over the range of audio frequencies
reveal well-defined spectral peaks, the frequency of which
may remain generally consistent from one breaking event to
the next, but which can change significantly over the course
of a storm, or from one storm to another.

As discussed by Farmer and Vagle,5 it seems unlikely
that this previously unsuspected coherent fine structure in
sound spectrum arises from coherent features in the sound-
generation mechanism or fluid mechanical behavior of the
breaking event; rather it is proposed that the explanation of
these features lies in the modification of the sound by the
near-surface bubble layer, i.e., normal-mode wave propaga-
tion. Thus a theory for waveguide propagation of the ambi-
ent sound has been proposed by Farmer and Vagle,5 based on
the concept of the trapping of a portion of the sound in the
waveguide formed by the ocean-surface bubble layer.

The present paper is a continuation of our previous
study6 of the sound propagation in the waveguides formed by
bubbles which are entrained into the ocean by breaking
waves. The purposes of this paper are:~1! to further study
the normal-mode propagation in the ocean surface; particu-
larly we will consider propagation of individual modes;~2!
to compare two similar waveguide models, namely, the ex-
ponential waveguide and the inverse-square waveguide; anda!Electronic mail: zhen@joule.phy.ncu.edu.tw
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~3! to compare results from the two waveguides with the
observations. In this article, we examine the theory and show
that the waveguide propagation of the ambient sound under
the discussion bears analogy to the optical waveguides
formed by diffusion which was first discussed by Conwell7

and recently improved by the author.8 When the sound-speed
profile in the bubble layer is modeled as an exponential form,
it has been shown that such a waveguide problem has a
simple solution. We show that the number and positions of
the well-defined spectral peaks can be determined by the
waveguide properties through a simple equation, yielding fa-
vorable agreement with the experimental data. Moreover, in
his comprehensive paper, Buckingham9 has shown that the
sound-speed profile for the ocean-surface bubble layer may
also be fitted with an inverse-square form; and it has been
argued that the theory based on the inverse-square sound-
speed profile can also interpret the experimental data. Com-
parison is thus made between the two profiles in great detail.
It is shown that, although the two profiles have some simi-
larities in shape, the acoustic transmission in the two cases is
rather different. It is argued that the inverse-square model
may not be appropriate for explaining the well-defined spec-
tral peaks observed in the experiments. Since the ocean is a
complex system, different sound-speed profiles may be es-
tablished under various conditions. Therefore the study of
the waveguide propagation in this paper should not be con-
sidered as inclusive.

I. WAVEGUIDE PROPAGATION IN THE OCEAN-
SURFACE BUBBLE LAYER

A. Cutoff frequencies

To simplify the problem, the presence of the surface
waves is neglected and the ocean surface is assumed to be a
flat pressure release surface; moreover, the range dependence
is also ignored. These approximations are justified because a
typical surface wavelength is of the order of 20–100 m,
while the verticale-folding scale of the bubble clouds is of
the order of 2–3 m. Inclusion of surface waves and the situ-
ation right at the wave crest would form a complicated prob-
lem of rough waveguides10 and will be the subject of future
work.

Although some of the results below have been presented
in Refs. 6 and 8, we purposely give some details for the
reader’s convenience. Moreover, through these details, the
question of how to do inversion will have a clear answer.
First we consider the eigenproblem. Under the above simpli-
fications, the inhomogenous wave equation for a layered
waveguide can be written in the cylindrical coordinates as11

F1

r

]

]r S r
]

]r D1
]2

]z2 1S v

c~z,v! D
2Gp~r ,z,v!50, ~1!

wherer is horizontal range,z is the vertical coordinate,c is
the sound speed, andv is the radian frequency. For the
normal-mode wave propagation in the waveguide, we can
write the sound pressure field in the form5,11

p~r ,z,v!5(
n

Rn~r !Fn~z!, ~2!

where the termsRn refers to effects of cylindrical spreading
and the eigenfunctionsFn satisfy

F d2

dz2 1S v

c~z,v! D
2

2k1n
2 GFn~z!50, ~3!

in which k1n is a constant. The boundary conditions include
a pressure release at the surface taken as the origin withz
increasing upward, and that the solution must vanish at great
depth:

Fn~0!5F~z→2`!50. ~4!

In principle, eigenequation~3! with arbitrary sound-
speed profiles can only be solved numerically. Some numeri-
cal computation methods have been presented in a recent
book by Jensenet al.12 However, for certain simple profiles,
exact solutions can be obtained, including the step-change,
piecewise linear, inverse-square, and exponential
profiles.11,9,7,8In the measurements of Farmer and Vagle,5 it
seems that on average the sound-speed profiles for the near-
surface bubble layer have exponential nature. Representative
measured profiles of the sound speed have been presented in
Fig. 7 in Farmer and Vagle,5 in which exponential curves
have been shown to best fit the data. The resulting sound-
speed profiles can be expressed in the form5

c~z!5c12Dc exp~2uzu/d!, ~5!

in which c1 is the constant sound speed at great depth,Dc is
the surface sound-speed anomaly, andd is the e-folding
depth. Given the above sound-speed profile, the normal-
mode wave propagation of the ambient noise is analogous to
the optical wave propagation in waveguides formed by dif-
fusion in semiconductor surfaces7 and can be solved
analytically.8 It can be shown from statistical mechanics that
the most probable depth distribution of bubbles is exponen-
tial; consequently the sound-speed profile is expected to be
exponential as well because the sound speed depends on the
bubble concentration linearly for low volume fractions.5 This
may support the observations of Farmer and Vagle.

RecognizingDc/c1!1, we can express the solutions to
Eq. ~3! with the exponential profile in terms of Bessel
functions7,8

Fn~z!5AJnn
„j exp~2uzu/d!…, ~6!

where Jnn
(•) is the nnth order Bessel function of the first

kind, and the parametersnn andj are defined as

nn
254d2~k1n

2 2k2!, with k5
v

c1
, ~7!

and

j52kd~2Dc/c1!1/2. ~8!

The normal modes are determined by the eigenequation5,7

Jnn
~j!50. ~9!

Here we note that, due to the boundary conditions,nn must
be positive. Not recognizing this would lead to an overesti-
mate of the number of the normal modes.
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In Ref. 5, the authors solved eigenequation~9! by letting
nn equal 0. The resulting equation is

J0~j!50, ~10!

which yields zeros atj52.405, 5.520, 8.654,..., which the
authors claim to correspond to the observed frequency bands
~see Table II in Ref. 5!. Obviously, these solutions are inad-
equate because the zeroth-order Bessel function of the first
kind does not vanish as the argument approaches zero, and
therefore cannot satisfy the correct boundary condition at
great depth, i.e., Eq.~4!.

The eigenequation in~9! can be encountered in many
physical problems. To cite one example, we mention the
quantum mechanical problem of the neutron–proton
interaction.13 The interaction potential can be approximated
by an exponential function. Solving the Schro¨dinger equa-
tion for such potential would lead to an eigenequation which
is exactly the same as Eq.~9!. The solutions are called the
bound states. Nuclear scientists try to infer the potential form
from counting and analyzing these bound states.

The number of normal modes the waveguide will sup-
port is equal to the number ofnn values for whichJnn

(j)
vanishes. This problem can be solved analytically by using
the asymptotic expansion for the Bessel function14

Jn~j!'A2/p~j22n2!21/4 cos@Aj22n22n

3cos21~n/j!2p/4#. ~11!

It was suggested in Ref. 8 that the asymptotic expansion
in Eq. ~11! can be used to obtain the eigenvalues forn, i.e.,
Jn(j)50. We find that the eigenvalues ofnn are determined
by

Aj22nn
22nn cos21~nn /j!2p/45~n11/2!p,

n50,61,62,... . ~12!

Further calculation leads to an elegant formula8

0<n<j/p2 3
4, ~13!

from which we see that in order for the guide to support at
least one normal mode,j must be great than 3p/4. Sincen
must be an integer, we conclude from this relation thatn can
take any integral value in@0,j/p23/4), including zero.
Therefore the number of modes (N) is given by

N511I , ~14!

whereI is the integer formed by truncating the value result-
ing from j/p23/4. Equation~13! shows that the minimum
normal mode that the guide can support isjmin53p/4, and
that the number of normal modes will increase by one when
j increases byp. It is interesting to note that both 3p/4 and
p are two mathematical numbers that do not depend on the
waveguide parametersDc andd. This is a unique feature for
an exponential waveguide. However,j does depend on the
acoustic frequency and the waveguide parameters; and in the
dispersive case these parameters are usually functions of the
frequency.

Accordingly, the cutoff frequencies for the normal
modes can be determined nicely by

f n5S 1

4p D jnS c1

d D S c1

2DcD 1/2

5
c1

4d S c1

2DcD 1/2S n2
1

4D , n51,2,3,... . ~15!

Here we see that two adjacent bands are separated by a con-
stantc1/4d(c1/2Dc)1/2 for nondispersive waveguides. When
waveguides are dispersive, the terms on the right-hand side
of Eq. ~15! will depend on the frequency, and the cutoff
frequencies should be obtained self-consistently from the
equation.

Consider applying the above results to the observations
in the FASINEX and the La Perouse Bank studies by Farmer
and Vagle.5 The representative sound-speed profiles were
presented in Fig. 7 of Farmer and Vagle. An interesting fea-
ture from the measurements is that thee-folding depthd is
rather consistent parameter of approximately 1.4–1.5 m.
This feature has also been mentioned in a review article by
McDaniel.15 It is also worth noting that the parametersDc
andd seem less dependent on the frequency at low frequen-
cies ~Refer to Fig. 7 in Ref. 5!.

The results show that in the La Perouse case the surface
sound-speed anomalyDc and e-folding depthd vary only
slightly with the frequencies and the sound-speed profile can
be roughly fitted by

Dc52.9 m/s, d51.43 m. ~16!

On the other hand, in the FASINEX case the waveguide
parameters (Dc,d) do depend on the frequencies rather sig-
nificantly. For example, we haveDc514.3 m/s,d51.56 m
for f 540 kHz, andDc519.0 m/s,d51.42 m at 5 kHz. This
shows significant dispersive features in the FASINEX case.
At this stage, it is impossible to study the dispersive features
in full scale because of the lack of data. In this article, we
simply take the assumption of Ref. 5 that the waveguide is
nondispersive and the sound-speed profile can be fitted by

Dc519.0 m/s, d51.5 m, ~17!

for FASINEX. From Fig. 7 in Ref. 5, it seems that the pa-
rametersDc andd are less sensitive to the frequency at low
frequencies, thus implying that the theory is more accurate at
the low frequencies.

In Table I, we present the theoretical prediction of the
cutoff frequencies from Eq.~15!. Here we use c1

TABLE I. Cutoff frequencies for the La Perouse and FASINEX examples.

Mode La Perouse~Hz! FV1 ~Hz! FASINEX ~Hz! FV2 ~Hz!

1 3006 3000 1244 1314
2 7014 6132 2904 2695
3 11 022 9778 4563 4402
4 15 030 13 333 6222 5857
5 19 039 17 380 7881 7447
6 23 047 21 225 9540 9213
7 11 200 10 440
8 12 895 12 203
9 14 518 13 526

10 16 177 15 164
11 17 836 17 149
12 19 496 18 993
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51450 m/s for La Perouse andc151500 m/s for FASINEX.
In the table, FV1 and FV2 are, respectively, for La Perouse
and FASINEX from Table III of Farmer and Vagle.5

Inspecting the results in Table I and comparing them
with the measurements shown in Fig. 10 of Farmer of
Vagle,5 we see that the cutoff frequencies may correspond to
the spectral peaks in the observed sound spectra from indi-
vidual breaking events. The agreement is remarkable, con-
sidering the simple model employed. But we notice some
disagreements at high frequencies. The reasons for the dis-
crepancy may lie in the ignored dispersive effects and rough-
surface effects. Although the cutoff frequencies can corre-
spond to the measured spectral peaks to certain extent, the
theory would be incomplete without examining sound spec-
tra.

Buckingham9 has proposed an inverse-square sound-
speed profile model to explain the observed data. The sound-
speed profile is written as follows:

c~z!5c0„11z1
2/~z1zs!

2
…

21/2, ~18!

where the two parametersz1 ,zs are determined by fitting the
experimental data. They are as follows:9 z150.12 m, zs

51.8 m, andc051500 m/s~La Perouse!; z150.297 m, zs

zs51.8 m, andc051500.5 m/s~FASINEX!. Figure 1 shows
the comparison between the exponential and the inverse-
square sound-speed profiles. Here we see that the two are in
fact very close to each other. The difference between the two
is less than 0.03%. However, as will be shown in the follow-
ing, the sound propagation in the two cases can be rather
different.

B. Sound spectra and comparison with the existing
theory

In the last section, the eigenproblem of wave propaga-
tion in an exponential waveguide was solved. In this section,
we shall consider sound propagation in the presence of
acoustic sources.

The sound generation in the ocean-surface bubble layer
is a difficult problem. It is not the purpose of this paper to

address the sound generation in the bubble layer; rather we
assume a simplest acoustic source and investigate how the
sound should propagate. Since the surface waveguide may
also be modeled as an inverse-square form, as shown by
Buckingham,9 it is therefore rather imperative to compare the
two sound-speed profiles with reference to the experiments.
These will be the focus of this subsection.

Suppose an arbitrary acoustic source,r(r ,t), the wave
equation can be written as

~¹21k2!p~r !524pr~r ,v!, ~19!

wherek5v/c(z) and

r~r ,v!5E dt eivtr~r ,t !.

A formal solution to the above wave equation can be ob-
tained with aid from Green’s function which satisfies the
following equation:

~¹21k2!G~r ,r 8!524pd~r2r 8!, ~20!

and the boundary conditions stated earlier. Using Green’s
theorem, the solution to Eq.~19! can be written as

p~r !5E d3r 8 G~r ,r 8!r~r 8,v!. ~21!

The sound power spectrum, defined as^upu2&, can be calcu-
lated from the following spatial correlation function:

D~r ,r 8![^p~r !p†~r 8!&

5E d3r 1 d3r 2 G~r ,r1!G†~r 8,r2!^r~r1 ,v!r~r2 ,v!&

~22!

at r5r 8, where^•& refers to an ensemble average, and † for
the complex conjugate operation. The source correlation
function ^r(r1 ,v)r(r2 ,v)& is unknown. If we assume un-
correlated random media, the source correlation function can
be written as

^r~r1 ,v!r~r2 ,v!&5S~r1 ,v!d~r12r2!. ~23!

Substituting this relation into Eq.~22!, we obtain

D~r ,r 8!5E d3r 8 S~r 8,v!uG~r ,r 8!u2. ~24!

From the above derivation, it is clear that the acoustic
source, represented byr(rW,t), can play a rather important
role in defining the acoustic features of sound propagation in
the ocean-surface bubbly layer. Unfortunately, this source
function is often unknown, although a few models have been
proposed for sound generation in the bubble layer.15 How-
ever, we recognize that Green’s function is another important
quantity that can provide insight to the wave transmission in
the bubble layer, as discussed in Ref. 9; it represents the
intrinsic response of a system to a point source. Therefore, to
make the problem manageable in this paper, it may be suf-
ficient to investigate Green’s function and see how the
acoustic wave propagates in response to a point source, fol-
lowing the line of Ref. 9. The moral is that once Green’s
function is obtained and the sound source function is known,
the actual sound spectrum can be calculated. In this paper,

FIG. 1. Sound-speed profiles for~a! La Perouse and~b! FASINEX from
exponential and inverse-square waveguide models.
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we will consider Green’s function. A study of sound propa-
gation in the presence of a spatially distributed source in the
bubble layer will be the subject of a forthcoming paper.

The Green’s function of the wave equation involving the
exponential profile can be solved following the standard
Fourier–Bessel transformation method.6,12 For convenience,
we work in the cylindrical coordinates. For a point source at
(0,z0), the solution can be obtained as follows:

G~z,r !5
1

2 E
2`

`

dq H0
~1!~qr !Q~z,q!, ~25!

with H0
(1)(qr) being the zeroth-order Hankel function of the

first kind and

Q~z,q!5~2 i !~2pd!
Jv~ t.!

Jv~j!

3 @Hv
~1!~j !Jv~ t,!2Jv~j!Hv

~1!~ t,!#,

wheret ^,& refers to the smaller or larger values oft and t0 ,
respectively. Here

t5j exp„2uzu/~2d!…, t05j exp„2uz0u/~2d!…,

and

q25k21
v2

4d2 .

A detailed derivation of the above result can be found in Ref.
6.

Using the well-known EJP cut,12 the integral in Eq.~25!
can be decomposed into a branch line integral and a normal-
mode summation, resulting from the residues on the complex
q plane. The branch line integral represents the contributions
from spectral components being evanescent in range~see,
e.g., page 125 in Ref. 12!. Since the recording hydrophones
are located outside the bubble layer, the contribution from
the branch line integral may be neglected. Therefore the re-
sulting Green’s function can be approximated as

G~r ,z!' (
n50

N S p2

2dD vnJvn
~ t0!Jvn

~ t !Hvn

~1!~j !

@]Jv~j!/]v#uv5vn

H0
~1!~qnr !,

~26!

wherevn is the solution ofJvn
(j)50, andN has been given

before. We note that in the exponential waveguide case, the
normal-mode index starts fromn50, differing from the
inverse-square waveguide.

For the sake of comparison, we now write down the
solution to the inverse-square sound-speed profile as follows
@see Eq.~31c! in Ref. 9#:

Ginv~r ,z!52
p

8
QA~z1zs!~z01zs! (

m51

`

3
hmHm

~2!~hmzs!Hm
~1!
„hm~z1zs!…Hm

~1!
„hm~z01zs!…

]Hm
~1!~hzs!/]huh5hm

3H0
~1!~Ak22hm

2 r !, ~27!

where

FIG. 2. Normal-mode shapes as a function of the normalized depth. Here
j510 has been assumed, which yields three normal modes.

FIG. 3. Sound spectrum as a function of frequency for~a! FASINEX and
~b! La Perouse. The horizontal stripes are experimental data from Ref. 5.
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m5A1/42k2z1
2,

and the roots of the characteristic equation

Hm
~1!~hzs!50

give the infinite eigenvalueshm for modesm51,2,3,... ,̀ .
Here we takeQ as 4p to comply with the current definition
of a point source~i.e., the result in Ref. 9 is multiplied by a
factor of 4p.! Here we see that a striking difference between
the exponential waveguide and the inverse-square waveguide
is that, at a certain frequency, the exponential waveguide can
only support a finite number of normal modes, while the
inverse square can support an infinite number of normal
modes, although not all these normal modes are important.

First let us look at the normal-mode shapes as a function
of depth in the exponential waveguide. From the last subsec-
tion, the normal-mode solution is proportional to
Jvn

(j exp(2uzu/d)). As an example, we considerj510. In
this case, there are three normal modes that the waveguide
can support:vn56.09, 3.19, 0.89. In Fig. 2, the normal-
mode shapes have been plotted as a function of normalized
depth (uzu/d). Here we see that the normal modes decay

rather quickly as the depth increases, and higher modes can
penetrate deeper than the lower modes. This figure also
shows that the energy is not necessarily only confined within
the e-folding depth, i.e.,uzu/d51.

Now we consider Green’s function for the exponential
waveguide with comparison to that for the inverse-square
waveguide. Unless otherwise notified, the following param-
eters are used for numerical computation: source depthz0

51.5 m, horizontal ranger 510 m, and sound speed at large
depthc51500 m/s;9 and the receiver depth at 14 m for the
La Perouse and 24 m for the FASINEX.5 Here a note should
be made: Since in this subsection we emphasis on the com-
parison between the exponential and inverse-square profiles,
we have takec51500 m/s even for the La Perouse case,
following Ref. 9. This differs fromc51450 m/s, the number
we have used earlier. In Fig. 3, we plot Green’s function as a
function of frequency for the FASINEX and La Perouse
cases. In the diagrams, the solid lines refer to the exponential
waveguide results and the dashed lines refer to the inverse-
square waveguide results, respectively. Here we see that in
the exponential profile case, well-separated bands appear for
both FASINEX and La Perouse cases; while in the inverse-

FIG. 4. Magnitude of the normal modes in the theoretical sound spectrum as a function of frequency:~a! FASINEX: exponential waveguide model;~b!
FASINEX: inverse-square waveguide model;~c! La Perouse: exponential waveguide model; and~d! La Perouse: inverse-square waveguide model.
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square guide, more peaks appear. For example, in the
FASINEX case, 10 peaks appear below 10 kHz in contrast to
six peaks in the exponential waveguide; and seven peaks
below 20 kHz in the inverse-square profile, compared to four
peaks in the exponential waveguide for the La Perouse case.
However, in both waveguides, the Green’s functions have
the same order of magnitude. We compare the results in Fig.
3 with the experimental results shown in color in Fig. 16 of
Farmer and Vagle.5 The reader is suggested to refer to the
original data in Farmer and Vagle. The experimental data are
presented as the horizontal stripes in the present figure. The
first spectral data for La Perouse and the second spectral data
for FASINEX are chosen for the comparison. It appears to
the author that some well-defined isolated frequency bands
do appear and seem to correspond to what the exponential
waveguide theory predicts. Although the peak positions in
the La Perouse case are not exactly at the positions predicted
by the exponential theory due to the choice of waveguide
parameters~the reason has been given earlier!, the separation
between the bands is remarkably consistent with the predic-
tion of the exponential theory, in contrast to what the
inverse-square model predicts. In Ref. 5, three breaking

events are reported for each location, respectively. Here we
only consider one event from each location. The inverse-
square waveguide theory also predicts some well-defined
spectral peaks for the La Perouse case, for a particular source
depth. According to the inverse-square theory, the appear-
ance of well-defined isolated spectral maxima in the La Per-
ouse is fortuitous in the inverse-square model. As will be
shown later, the overlapping of different normal modes in
the inverse-square model may smear out the band structures.
In the FASINEX case, the inverse-square theory predicts
more peaks, and some spectral peaks are so closely spaced
that they have been depicted as horizontal stripes in Ref. 9 to
fit the observed spectral maxima.

We can investigate the contribution from each normal
modes. Diagrams in Fig. 4 show the normal-mode contribu-
tions. Here we see clearly that in the exponential waveguide,
each well-separated spectral band is actually given by indi-
vidual normal modes, and there is no significant interference
between normal modes. Only in the La Perouse does then
52 mode overlap very slightly withn53 mode at the tail
@Fig. 4~c!#. The vertical lines in Fig. 4~a! and~c! refer to the
cutoff frequencies derived using the theory developed in the

FIG. 5. Sound spectrum as a function of frequency for two receiver depths:~a! FASINEX: exponential waveguide model;~b! FASINEX: inverse-square
waveguide model;~c! La Perouse: exponential waveguide model; and~d! La Perouse: inverse-square waveguide model.
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last subsection. Here we also see that in the exponential
waveguide, although the cutoff frequencies are not at the
spectral peak positions, they are positioned only slightly to-
ward the lower end from the peak positions, and the dis-
placements are nearly identical. This supports the cutoff fre-
quency theory, i.e., the separation of frequency bands can be
approximately estimated from the cutoff frequencies. It is the
author’s opinion that the separation between bands is a more
meaningful parameter rather than the absolute position of
each band. The case with the inverse-square waveguide is
rather different: The interference between different normal
modes is obvious and significant. Such interference is much
more pronounced in the FASINEX case. The final result is a
coherent summation of several normal modes. In addition,
each mode shows a multilobe structure, with more peaks
appearing in the higher-order modes, adding complexity to
the problem.9

We can also study the sensitivity of the sound spectrum
with regard to the receiver depth. Figure 5 shows the sound
spectrum as a function of frequency for two receiver depths.
Here we see that in the exponential waveguide case, the

spectral bands seem insensitive to the receiver depth except
that the spectral peak magnitudes decrease with receiver
depth, as expected. Here we note that a side band appears at
the fifth band in the La Perouse@Fig. 5~c!#. In the inverse-
square waveguide, things are different: The spectral struc-
tures can be altered significantly with changing receiver
depth. More peaks appear at greater depth. However, it is
recognized by the author that according to the inverse-square
model, in spite of the additional bands, some bands may be
grouped and regarded as forming broad stripes; and these
stripes may be regarded as following the same spectral pat-
tern for the different depths. For example, in the FASINEX
case@Fig. 5~b!#, the first three peaks~bands! for the receiver
at 25 m may be regarded as forming a strip; the stripe may
look similar to the stripe which could consist of the first four
peaks for the case when the receiver is at 50 m. But, in Fig.
5~b! and ~d!, we do see the changes of the fine structures of
the spectra. Since the exponential waveguide and the
inverse-square waveguide are so different in spectral struc-
ture, changes with regard to receiver depths, it may be worth-

FIG. 6. Sound spectrum as a function of frequency for two source depths:~a! FASINEX: exponential waveguide model;~b! FASINEX: inverse-square
waveguide model;~c! La Perouse: exponential waveguide model; and~d! La Perouse: inverse-square waveguide model.
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while to perform further experiments to determine which
model is more plausible.

In Fig. 6, we inspect the sound spectrum as a function of
frequency for two source depths. Again, in the exponential
waveguide, the spectral structures almost remain the same
for the two source depths. However, for the case in which the
source is closer to the surface, the well-isolated peaks nearly
have the same magnitude. In this case, because the source is
farther away from the receiver, the magnitude is lower than
when the source is at greater depth, except at the fifth band.
In addition, the side band which appears at the fifth band in
the La Perouse case disappears when the source moves
closer to the surface@Fig. 6~c!#. For the inverse-square wave-
guide, at smaller source depths, the shapes of the sound spec-
tra also more or less remain the same. The magnitude of each
band is also almost the same, although a slight increase with
increasing frequency is noticeable. In this case, it may be
rather difficult or arbitrary to group the spectral bands into
different stripes as to represent the observed bands.

From the above discussion, it is clear that the spectral
structures~shapes! of the sound spectrum in the exponential
waveguide seem to more rely on the properties of the wave-
guide; and in the inverse-square waveguide they are sensitive
to both the waveguide parameters, and the receiver or source
depth. When an extended source is considered, the exponen-
tial waveguide is expected to retain the well-defined isolated
spectral structures, while in the inverse-square waveguide
these fine structures may be smeared out; therefore the well-
defined spectral peaks may not be predicted by the inverse-
square model. However, in the author’s opinion, the two
theories are complimentary. In light of the complexity of
oceanic processes, the ocean-surface bubble layer may some-
times be better modeled with the exponential waveguide,
when the well-defined peaks are observed, and other times
may be better modeled as the inverse-square waveguide; the
worst case is that it can hardly be modeled as any well-
defined waveguides.

II. CONCLUDING REMARKS

In this article, we have reconsidered the waveguide
propagation of ambient noise in the ocean-surface bubble
layer. The foregoing analysis presents an explanation of the
observed peaks in the sound spectrum generated by breaking
waves. It was found that the observed spectral peaks from
individual wave breaking events may be explained in terms
of the normal-mode wave propagation. It is shown that the
cutoff frequencies of the normal modes for such ocean-
surface waveguides can be written in a very simple formula,
i.e., Eq.~15!, in which the waveguide parameters appear in a
simple form. The results show that two adjacent acoustic
peaks may be separated by a constant value for nondisper-
sion waveguides; or more generally, that a parameterj can
be defined in terms of the waveguide parameters and two
adjacent values ofj are separated by a constantp. This is an
important feature for exponential waveguides because once
the surface sound-speed anomaly is measured, thee-folding
depth of the bubble concentration may be easily inferred by
measuring the separation of the two lowest spectral peaks,

because the waveguides is less dispersive at low frequencies.
This helps solve the inverse problem put forth by Farmer and
Vagle.5

The exponential waveguide theory has been compared to
the existing inverse-square theory. It is shown that although
the two theories can model similar sound-speed profiles, dis-
tinctive differences between the two remain. In the exponen-
tial waveguide:~1! only a finite number of normal modes can
be supported at certain frequency in contrast to the infinite
number of normal modes in the inverse-square waveguide;
~2! sound spectrum shows the well-defined and isolated fre-
quency bands, in contrast to the interference between differ-
ent normal modes in the inverse-square model; and~3! these
well-defined structures are not sensitive to the source depth
nor the receiver depth; in the inverse-square waveguide
theory, the sound spectrum depends significantly on the
source depth and the receiver depth. Further computation
shows that the spectral structure is also not sensitive to the
horizontal range of the source~not shown here!. It may not
be possible to infer the position of acoustic sources using the
exponential waveguide theory.

Finally, it is worth noting that, as pointed out by
Buckingham,9 the spectral peaks may be smeared out to-
gether, due to ocean fluctuations, in which case observations
of individual maxima could be the exception rather than the
rule. For these complicated situations, the exponential wave-
guide model fails.
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This paper presents a study of low-frequency sound scattering by an air bubble near a flat
pressure-release surface. Using a self-consistent approach to describe multiple-scattering
interactions, and a monopole approximation for the individual scatterer, the complete scattering
amplitude for a bubble near a surface is derived. Radiation, thermal, and viscous damping effects are
incorporated. The method leads to simple theoretical expressions which show that the presence of
the surface modifies the resonance frequency and damping of the bubble, and modulates the
scattering amplitude. The analytic formula for the modified resonance frequency compares
favorably with earlier theoretical results, and with experimental data reported by M. Strasberg@J.
Acoust. Soc. Am.25, 536–537~1953!#. At off-resonance frequencies, when the bubble is close to
the surface and thermal and viscous dampings are not included, the results obtained agree with those
of the modal series solution presented by Gaunaurd and Huang@IEEE J. Ocean. Eng.20, 285–295
~1995!#. The two methods disagree at resonance frequencies, however, since the present approach
predicts that the value of the scattering amplitude should decrease as the bubble is moved closer to
the surface. This feature remains even when thermal and viscous dampings are not included. When
the bubble is moved further away from the surface, oscillations appear in the scattering amplitude,
in full accordance with the Lloyd’s mirror effect. ©1997 Acoustical Society of America.
@S0001-4966~97!06407-2#

PACS numbers: 43.30.Bp, 43.30.Nb, 43.30.Lz@JHM#

INTRODUCTION

Sound scattering by air bubbles near the sea surface has
become a very important issue in a number of current re-
search applications, including the modeling of scattering
from surface dwelling fish, and the understanding of oceanic
fluxes and ambient noise in the upper ocean. The acoustic
properties of an air bubble near a boundary were first studied
by Strasberg,1 who used an electrical capacitance method to
calculate the effects of both rigid and free~pressure-release!
surfaces on the pulsation frequency of a spherical bubble.
The study of sound scattering by a spherical air bubble near
a boundary was further advanced by Oguz and Prosperetti,2

who calculated the linear oscillation frequency of a bubble in
the vicinity of a slightly distorted plane free surface by a
perturbation method, and Tolstoy,3 who considered sound
scattering by an air bubble near a thin elastic plate.

More recently, Gaunaurd and Huang4 presented a bench-
mark modal series solution for the scattering problem of an
air bubble adjacent to a pressure-release plane surface. Their
result is particularly significant, because it is valid for a wide
range of scattering angles, frequencies, and distances be-
tween the bubble and the boundary. The solution presented
by these authors is also exact, so that it may be used to verify
alternative approximate solutions. However, it has the disad-
vantage of being expressed in terms of complicated coupling
coefficients, which are the solutions of an infinite, coupled,
linear, complex equation, and can be found in terms of prod-
ucts of the Wigner-3j symbols.4 For this reason, the actual
computation based on the modal series solution may be quite
tedious, as acknowledged by the two authors.

In a recent comment on the paper of Gaunaurd and

Huang, Strasberg5 noted a peculiar feature of their solution,
namely that the peak values of the bubble scattering reso-
nance function are shown to increase as the bubble is moved
closer to the free surface. This result seems contrary to what
one should intuitively expect. Strasberg attributes the appar-
ent paradox to the significant reduction in radiation damping
when other sources of damping are not included. In response
to Strasberg, Gaunaurd and Huang6 expressed their convic-
tion that, by including the corrective effect of thermal and
viscous damping, the unexpected trend would be reversed.
However, their exact method of solution may not allow an
easy inclusion of any mechanism limiting the magnitude of
bubble pulsations at resonance except radiation damping.
The work reported in this present paper stemmed from our
motivation to consider this issue further, by including ther-
mal and viscous damping, as well as radiation damping, in
the problem.

It is instructive to note that although the modal series
solution obtained by Gaunaurd and Huang is valid for a wide
range of frequencies, their consideration was restricted to the
important low-frequency regime, where the acoustic wave-
length is considerably larger than the bubble radius. In this
low-frequency limit, scattering by an air bubble is typically
dominated by the radially pulsating ‘‘monopole’’ mode,
even when a boundary is nearby. The assumption that this is
the case has provided the basis for many studies.~See, e.g.,
Ref. 3.! After careful study, we believe that the problem of
sound scattering by an air bubble near a free surface may be
studied to an adequately high level of accuracy by an ap-
proximate method which utilizes this assumption, at least in
the low-frequency regime. This regime is of particular inter-
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est, because it is here that the strong monopole resonance
behavior of bubbles occurs, by which acoustic scattering is
greatly enhanced. This has important implications for fish
detection, and for the use of bubble population estimates to
infer upper ocean dynamics.

This paper presents a study of low-frequency sound
scattering by an air bubble near a flat pressure-release sur-
face, based on the general method of images, and using the
self-consistent method for treating the multiple scattering of
acoustic waves pioneered by Twersky and others.7,8 This
self-consistent scheme was also used by Tolstoy to study
superresonance phenomena in systems consisting of bubble
doublets or triplets.3 An alternative self-consistent method
was used by Feuillade9 to investigate the mechanism of
super-resonances. In this paper, the sound scattering ampli-
tude will be derived, incorporating radiation, thermal, and
viscous damping. The formalism will be applied to several
examples, and the results compared to those obtained by pre-
vious workers. In particular, we compare our results to those
obtained from Strasberg’s analytic solution,1 and the exact
modal series solution,4 in order to validate the present ap-
proach. A major advantage of the method presented in this
paper is its simplicity, and the clear insight it gives into the
physical nature of this intriguing problem.

I. THE ANALYSIS

The problem considered in this paper is depicted sche-
matically in Fig. 1. A spherical air bubble of radiusa is
located at a depthd beneath a plane, pressure-release sur-
face. For convenience, the rectangular coordinate system is
set up in such a way that the surface is in thex-y plane. The
z axis is drawn vertically upward, and is shown passing
through the center of the bubble~and also through its image
reflected in the plane, of which more will be said later!. As
conventionally assumed, a continuous plane wave is consid-
ered to be incident on this bubble from below. The direction

of incidence is described by the unit vectork̂i . The incoming
plane wave is both scattered by the bubble and reflected from
the surface, as shown. Subsequently, the wave field scattered
from the bubble is reflected from the surface; while the sur-
face reflected part of the incident wave, in turn, undergoes
scattering from the bubble. This process is repeated many
times to establish an infinitely recursive pattern of rescatter-
ing and rereflection between the bubble and the surface,
causing the scattering characteristics of the bubble to change.
The multiple-scattering process which ensues can be conve-
niently treated in a self-consistent manner.

First consider the air bubble located atr1 . The scattered
wave atr in response to an arbitrary incident wavepi(r ) can
be generally represented as8

ps~r !5 f̂ ~ k̂i ,k̂s!pi~r1!
eikur2r1u

ur2r1u
. ~1!

Here f̂ ( k̂i ,k̂s) is a scattering amplitude operator dependent
on the incident and scattering directions, wherek̂i is defined
above, andk̂s„5(r2r1)/ur2r1u… denotes the unit vector for
the scattering direction. The propagation wave number is de-
noted byk5v/c, wherev is the acoustic angular frequency,
andc is the sound speed in the liquid. It has been shown in
many studies~e.g., Ref. 3! that, in the low-frequency domain
~i.e., ka!1!, the scattering function of an arbitrary scatterer
may be represented by the superposition of a radiating mono-
pole and a dipole source. The latter, however, is usually neg-
ligible in the resonance scattering regime. Indeed, as shown
by Twersky,7 the scattering amplitude operator can be usu-
ally written as

f̂ ~ k̂i ,k̂s ,r !5F11
i

2kr
D̂1S i

2kr D
2 D̂~D̂22!

2
1•••1S i

2r D
n

3
D̂~D̂21•2!~D̂22•3!•••„D̂2~n21!n…

n!

1•••G f ~ k̂i ,k̂s!, ~2!

where f ( k̂i ,k̂s) is the customary scattering amplitude at far
field, and

D̂5
21

sin2 us
@]fs

2 1sin us]us
~sin us]us

!#,

in which us ,fs refer to the two polar coordinates for the
scattering directionk̂s . In the present case, the scattering
amplitude is dominated by the radially pulsating~i.e.,
‘‘monopole’’! mode of the bubble, and can be considered
isotropic as long aska is smaller than about 0.35. This has
recently been shown to be true even for deformed bubbles.10

It is worth noting that all of the cases considered by Gaun-
aurd and Huang4 fall well within this limit. In this frequency
regime, the scattering amplitude can be approximated by
@Eq. ~A6.1.20! in Ref. 11#

f̂ ~ k̂i ,k̂s ,r !' f 5
a

v0
2/v2212 id

, ~3!

wherev0 is the resonance frequency given by

FIG. 1. Schematic diagram showing an air bubble near a flat pressure-
release surface.
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v05
1

a
A3gP0

r l
. ~4!

HereP0 is the hydrostatic pressure at the bubble’s location,
g is the specific heat ratio~taken as'1.4!, andr l is the mass
density of the surrounding liquid. The quantityd is the
frequency-dependent damping factor, a sum of the radiation
(d r), thermal (d t), and viscous (dv) damping factors, i.e.,

d5d r1d t1dv . ~5!

The radiation damping factord r5ka. The exact mathemati-
cal forms and typical values of the other damping factors for
air bubbles in water are given in Appendix 6 of Ref. 11.
These forms are used later in the numerical examples dis-
cussed in this paper.

Now let us consider the effect of the pressure-release
boundary, shown in Fig. 1, on the wave scattered from the
bubble. According to Brekhovskikh,12 the effect of the
boundary can be represented by introducing an image bubble
with opposite source strength, symmetrically positioned
above the surface. Therefore, writing the scattered field of
the bubble generically as

ps~r !5A
eikur2r1u

ur2r1u
, ~6!

where the constantA is to be determined, then the scattered
field of the image bubble is simply

ps8~r !52A
eikur2r2u

ur2r2u
, ~7!

wherer2 denotes the position of the image bubble. Again, in
writing the above equations, all contributions from oscilla-
tion modes other than the pulsation mode have been ignored.

To determineA we shall employ an elegant and general
self-consistent method, which has previously been used suc-
cessfully by Tolstoy and Twersky to study multiple scatter-
ing processes.3,7 The brief description of this method which
follows, it must be stressed, is not intended to be rigorous,
but is aimed to convey the basic principles that underlie the
self-consistent approach. Consider a generic system ofN
scatterers. The scattered wave from thei th scatterer can be
represented quite generally as

ps
i 5Ai

eikur2r i u

ur2r i u
~ i 51,2,...,N! ~8!

and can clearly be written also in terms of the scattering
function for this single scatterer as

ps
i 5 f̂ i pinc

i eikur2r i u

ur2r i u
, ~9!

where

pinc
i 5S pinc

0 ~r i !1 (
j Þ i , j 51

N

Aj

eikur i2r j u

ur i2r j u
D

is the total wave field incident on the scatterer. This total
field is the sum of the incident field when there are no other
scatterers and the scattered waves from the other scatterers.
Note that f̂ i pinc

i is only a symbolic notation to indicate the

response of the scatterer to the incident wave. Equating Eqs.
~8! and ~9! we obtain

Ai5 f̂ iS pinc
0 ~r i !1 (

j Þ i , j 51

N

Aj

eikur i2r j u

ur i2r j u
D . ~10!

Applying the same procedure to the otherN21 scatterers
yields a system ofN equations for theN unknown coeffi-
cients Ai . These equations were originally derived by
Foldy,13 and later summarized by Ishimaru.8 By solving
them simultaneously, the values of all the coefficients may
be determined.

Now let us return to the problem at hand. The total wave
field incident on the air bubble consists of three components:
~a! the direct wave from the acoustic source (pi

0); ~b! the
reflection from the surface of the direct wave from the source
(pr); and~c! the wave scattered back and forth between the
bubble and the surface (pm), which we will represent here
by a multiple-scattering process between the bubble and its
image. The first two waves can be represented as12

pi
05eikk̂i•r1, ~11!

and14

pr52eikk̂r•r1, ~12!

where k̂r is the unit vector for the direction of reflection,
whose Cartesian components are given by

~ k̂r !x5~ k̂i !x , ~ k̂r !y5~ k̂i !y , ~ k̂r !z52~ k̂i !z .

From Eq.~7!, the incident wave due to the multiple scatter-
ing is clearly

pm52A
eikur12r2u

ur12r2u
52A

e2ikd

2d
. ~13!

The total field incident on the bubble is then given by a sum
of contributions from Eqs.~11!, ~12!, and~13! as

pi5eikk̂i•r12eikk̂r•r12A
e2ikd

2d
, ~14!

and this aggregate field induces scattering from the air
bubble as prescribed by Eq.~1!, i.e.,

ps~r !5 f S eikk̂i•r12eikk̂r•r12A
e2ikd

2d D eikur2r1u

ur2r1u
. ~15!

Self-consistency requires that Eq.~15! be equated to Eq.~6!,
so that

f S eikk̂i•r12eikk̂r•r12A
e2ikd

2d D eikur2r1u

ur2r1u
5A

eikur2r1u

ur2r1u
, ~16!

allowing the unknown coefficientA to be readily determined,
i.e.,

A5
f ~eikk̂i•r12eikk̂r•r1!

11 f ~e2ikd/2d!
. ~17!

Substituting from Eq.~3!, we find

A5
a~eikk̂i•r12eikk̂r•r1!

v0
2/v2212 id1~a/2d!e2ikd , ~18!
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which is similar to the results found previously by Tolstoy3

and Twersky.7

Feuillade9 has developed an alternative self-consistent
approach to solve this problem. In his method, the scattering
of sound by a spherical air bubble near a boundary is de-
scribed by using the concept of coupled oscillators. The
bubble is again driven into oscillation by three field compo-
nents which are, as before:~a! the direct wave (pi

0); ~b! the
reflected wave (pr); and ~c! the wave scattered from the
bubble and reflected back to itself by the surface (pm). In his
approach, however, the effect of the total field is described
by incorporating these three components additively as a
composite driving term in Devin’s ‘‘mass-spring’’ equation
for the monopole resonance of a bubble.15 Including the
time-variancee2 ivt in the field terms, this procedure leads to
the following expression:

r l

4pa
$v̈1vd v̇1v2

0v%52F ~eikk̂i•r12eikk̂r•r1!e2 ivt

6
r le

2ikd

8pd
v̈G . ~19!

On the left-hand side~LHS! of this equation,v is the differ-
ential volume~the difference between the instantaneous and
equilibrium bubble volumes!. This parameter is defined to
represent the response of the bubble to the total incident
pressure field@i.e., all the terms on the right-hand side
~RHS!#. The RHS terms are all preceded by a minus sign,
since a decrease in pressure results in an increase in the
bubble volume. The first two terms are justpi

0 and pr , as
defined by Eqs.~11! and ~12!, respectively, with time-
variance included. The third term represents the influence on
the bubble of its own scattered field after reflection in the
surface. Note that this term containsv̈,9,16 which also ap-
pears on the LHS, and that its effect is modified by a phase
factor ~i.e., 6!, which depends on whether the surface is
rigid ~‘‘ 1’’ ! or free ~‘‘ 2’’ !. After choosing the ‘‘2’’ sign
for this particular application, the next stage follows upon
recognizing that both terms involvingv̈ can be incorporated
on the LHS. This yields a new expression, i.e.,

r l

4pa H S 12
ae2ikd

2d D v̈1vd v̇1v0
2vJ

52@eikk̂i•r12eikk̂r•r1#e2 ivt. ~20!

The advantage of formulating the problem this way becomes
immediately clear. The interaction of the bubble with its own
scattered field leads to a simple 2nd-order equation, with a
modified bubble ‘‘mass’’ term on the LHS@cf. Eq.~19!#, and
only two driving terms on the RHS due to the direct wave
(pi

0) and the reflected wave (pr). Assuming a harmonic so-
lution v5 v̄e2 ivt, and substituting this in Eq.~20!, gives the
following expression for the time-independent differential
volume v̄:

v̄5
2~4pa/v2r l !~eikk̂i•r12eikk̂r•r1!

v0
2/v2212 id1~a/2d!e2ikd . ~21!

In this formulationA5(r l /4p) v̈52v2(r l /4p) v̄, and sub-
stitution for v̄ from Eq. ~21!, gives backA identically as in
Eq. ~18!.

From Eq.~18!, we see that asd→`, A becomes

A5
a~eikk̂i•r12eikk̂r•r1!

v0
2/v2212 id

,

and taking this into Eq.~14!, we find that the incident wave

on the bubble iseikk̂i•r12eikk̂r•r1, i.e., the simple sum of the
direct wave and the reflected wave, indicating that the inter-
action between the bubble and the surface is negligible. This
is the expected result asd goes to infinity. It is also intu-
itively clear from Eq. ~20!, since the modification to the
‘‘mass’’ term on the LHS also disappears whend becomes
very large, and the equation reduces to that of an uncoupled
bubble in free space, driven by the direct and reflected waves
as represented by the two terms on the RHS.

When the air bubble is near the surface, the total scat-
tered field is the sum of the waves from the air bubble and its
image, i.e.,

pscat~r !5AS eikur2r1u

ur2r1u
2

eikur2r2u

ur2r2u D . ~22!

Then, substituting the general expression forA from ~18!
into this equation, we obtain

pscat~r !5
a~eikk̂i•r12eikk̂r•r1!

v0
2/v2212 id1~a/2d!e2ikd

3S eikur2r1u

ur2r1u
2

eikur2r2u

ur2r2u D . ~23!

This represents the complete solution for the scattered wave
from a bubble near a free surface.

In the far field, where r→` ~so that ur2r1,2u'
r 2r•r1,2/r !, the total scattered wave can be written in a
Sommerfeld-radiation form, i.e.,

pscat~r !5A~e2 ikk̂s•r12e2 ikk̂s•r2!
eikr

r
, ~24!

where ŝ denotes the unit vector for the scattering direction,
andA is again given by Eq.~18!. To explore the features of
the scattered wave, it is convenient to define an effective
scattering amplitude@F( k̂i ,k̂s)# for the air bubble near the
boundary as

pscat~r ![F~ k̂i ,k̂s!e
ikk̂i•r1

eikur2r1u

ur2r1u

'F~ k̂i ,k̂s!e
ikk̂i•r12 ikk̂s•r1

eikr

r
, ~25!

which is a definition consistent with Eq.~29! of Ref. 4.
Equating Eqs.~24! and ~25! yields the effective scatter-

ing amplitude, i.e.,
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F~ k̂i ,k̂s!5A
~e2 ikk̂s•r12e2 ikk̂s•r2!

eik~ k̂i2 k̂s!•r1

5
a

v0
2/v2212 id1~a/2d!e2ikd

3~12eikk̂s•~r12r2!!~12eik~ k̂r2 k̂i !•r1!. ~26!

This relation, which is valid for continuous plane-wave inci-
dence, shows explicitly two effects of the pressure-release
boundary:~a! the resonance frequency and damping of the
single bubble are modified by the factor (a/2d)e2ikd @see
Eqs.~14! and~15!, respectively, of Ref. 9#; and~b! the scat-
tering amplitude is modulated by the reflection from the sur-
face. ~N.B., the above equation does apply in the case of
short beamed pulse incidences, and modifications must be
made.!

The new resonance frequency (vR) is determined by
equating the real part of the denominator in Eq.~26! to zero;
and is the root of the equation

vR
25

1

12~a/2d!cos~2vRd/c!
v0

2. ~27!

When 2kd!1, this equation gives, to first order:

vR
25

1

12a/2d
v0

2, ~28!

which is in agreement with the approximate formula of
Strasberg.1 As the bubble moves away from the surface~i.e.,
asd increases!, the resonance approaches that of a bubble in
a full space.

Correspondingly, the new damping factor (dR) is given
by

dR5d2
a

2d
sin~2kd!. ~29!

Note the negative sign in front of the second term. In con-
junction with Eq.~5!, this expression shows that the effect of
the boundary on the damping is to modify the radiation
damping. To demonstrate this more explicitly, consider the
case 2kd!1. Using the Taylor expansion, sinx'x21/6x3, it
is readily shown that, to first order in 2kd, the original ra-
diation damping factor~i.e., d r5ka! is exactly canceled by
the effect of the free surface. To third order inkd, the new
radiation damping factor is@2(kd)2/3#(ka). This is always
smaller thanka and, forkd!1, results in a significant reduc-
tion in radiation damping. This accords with the conjecture
put forward by Strasberg5 when trying to explain the results
of Gaurnaurd and Huang~see the Introduction!. It is possible
that the presence of other sources of damping~i.e., d t and
dv! provides the mechanism for limiting the magnitude of
bubble pulsations at resonance. We shall examine this ques-
tion in greater detail later.

Compared to the modal series solution of Gaunaurd and
Huang,4 the results in Eqs.~24! and ~26! are much simpler,
and demonstrate the physical significance of the boundary
more clearly. In addition, the present results are easily
checked, and may be readily compared with the results from

other solutions involving complicated numerical computa-
tion. The modal series solution explicitly takes into account
contributions from high-order modes, which could be impor-
tant in certain cases. The self-consistent method discussed
here has been specifically applied to a low-frequency case. It
can be extended to higher frequencies, but in these cases the
scattering function for a single bubble cannot be generally
approximated as isotropic. The reader may refer to Twersky7

for details. We will next examine the present results by sev-
eral numerical examples.

II. THE NUMERICAL EXAMPLES

Let us first consider the effect of the surface on the
resonance frequency. The frequency increase ratio, defined
asvR /v0 , can be determined from Eq.~27!, and is the root
of the following equation

x25
1

12~a/2d!cos~0.0272xd/a!
, ~30!

where we have used the well-known relationv0a/c
'0.0136 for air bubbles in water at a pressure of one
atmosphere.11 Note that the frequency increasex does not
depend on the damping of the bubble, but only upon the
value of v0a/c and the distance from the surface. In Fig.
2~a!, x is plotted against the ratio of the surface distance to
radius (d/a), and generally compares well with the results of
Strasberg.1 However, at the special cased5a, i.e., when the
bubble is immediately adjacent to the surface, the present
theory predicts a frequency increase of 1.4137, which is
smaller than the value of 1.5119 predicted by the approxi-
mate formula of Ref. 1. A more detailed comparison is pre-
sented in Table I, where the corresponding results given in
Ref. 4 are also listed. Careful inspection of this table indi-
cates very favorable agreement between the three methods
for calculating the resonance frequency for surface distances
d52a and greater. The largest difference~0.37%! occurs
between the methods of Refs. 1 and 4 whend58a. What is
especially noticeable is close agreement~0.026% difference!
between the values given by Eq.~27! and Ref. 4 whend
52a. This gives strong grounds for confidence that the
monopole approximation adopted in the present paper is a
good assumption for surface distances of this order and
greater, and that it provides a sound basis for a comparison
of the two methods. Table I shows close agreement between
the three theoretical methods for valuesd52a and greater.

Now let us consider the scattering from the bubble. Al-
though the theory presented here permits the study of scat-
tering for arbitrary incident and scattering directions, we will
concentrate on backscattering in this paper, and for this case
k̂s52 k̂i . We will assume that the incident plane wave lies
in the x-z plane, so that the incident and reflected unit vec-
tors are

k̂i5~sin u,0, cosu!, k̂r5~sin u,0,2cosu!,

whereu is the angle between the incident direction and the
upwardz axis. The scattering unit vector is then

k̂s5~2sin u,0,2cosu!.
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In the coordinate system of Fig. 1, the positions of the bubble
and its image are

r15~0,0,2d!, r25~0,0,d!.

Under these conditions, the effective scattering amplitude
from Eq. ~26! can be simplified as

F~ k̂i ,2 k̂i !5
a

v0
2/v2212 id1~a/2d!e2ikd

3~12e2ikd cosu!2. ~31!

For convenience, we will define the reduced backscattering
target strength as

TS~u![20 log~ uF~ k̂i ,2 k̂i !u/a!, ~32!

whereuF( k̂i ,2 k̂i)u/a is given by

uF~ k̂i ,2 k̂i !u
a

5
4 sin2~kd cosu!

A„v0
2/v21~a/2d!cos~2kd!21…21„d2~a/2d!sin~2kd!…2

.

~33!

The oscillatory factor sin2(kdcosu) which modulates the
scattering amplitude in the numerator of this expression is
due to the conventional Lloyd’s mirror interference effect.17

The first null occurs at frequencyc/2d cosu, and the sepa-
ration of the nulls is alsoc/2d cosu.

At resonance, the scattering amplitude is

uF~ k̂i ,2 k̂i !u
a

5
4 sin2~kd cosu!

d2~a/2d!sin~2kd!
. ~34!

When both the thermal and viscosity dampings are not in-
cluded, which is the case considered in Ref. 4, this equation
reduces to

uF~ k̂i ,2 k̂i !u
a

5
4 sin2~kd cosu!

ka2~a/2d!sin~2kd!
. ~35!

Figure 2~b! shows the normalizeduF( k̂i ,2 k̂i)u/a at reso-
nance as a function ofd/a whenu545°. Curvea includes
only radiation damping, while curveb incorporates radiation,
thermal, and viscous damping effects. These plots show that
the scattering amplitude at resonance decreases as the bubble
moves towards the surface, as one would intuitively expect,
since a nearby free surface converts the bubble monopole
into an acoustic dipole with opposite strength, which radiates
less efficiently. From these curves, it is clear that the scatter-
ing amplitude is reduced considerably by the inclusion of
thermal and viscous damping. Consider the special case
where thermal and viscous damping effects are not included.
The result ~represented by curvea! shows that the peak
value decreases slightly as the bubble moves closer to the
surface. This appears to conflict with the result obtained by
Gaunaurd and Huang.4 In his commentary on the paper of
Gaunaurd and Huang, Strasberg5 tried to explain their result
by conjecturing that, in the absence of other sources of
damping, the reduction in radiation damping due to the free
surface might lead to a sufficiently large increase in the
bubble pulsation amplitude at resonance to overcompensate
for the reduced radiation efficiency. He suggested that this
might result in a net increase in the calculated values of the
scattering function. According to the present results the ra-
diation damping is indeed reduced by the effect of the sur-
face, but this reduction is not large enough to compensate for
the reduced radiation efficiency. In fact, as the bubble moves
closer to the surface, the driving pressure~i.e., the sum of the
direct wave and its reflection from the surface! decreases as
kd. The radiation from a dipole of opposite sign also

FIG. 2. ~a! The resonance frequency as a function of the ratio of the surface
distance to the bubble radiusd/a; ~b! The scattering amplitude at resonance
as a function ofd/a.

TABLE I. Effect of the free surface on resonance frequency of a spherical
air bubble.

d/a Calculateda Calculatedb Calculatedc Measuredd

1 1.4137 1.5119
2 1.1543 1.1577 1.154
4 1.0685 1.0692 1.066
8 1.0319 1.0328 1.029 1.028

16 1.0144 1.0160 1.015 1.017

aResults from Eq.~27!.
bTheoretical results from Ref. 1.
cCalculated results from Ref. 4.
dThe measured results cited in Ref. 1.
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varies askd. Together, these give rise to a radiation reduc-
tion which varies as (kd)2. As discussed earlier, the reduced
radiation damping is;(kd)2(ka) at resonance. Combining
these two effects, we see that the peak value is proportional
to (ka)21, i.e., it is proportional to the inverse of the reso-
nance frequency. Now, as the bubble moves towards the sur-
face, the resonance frequency will increase slightly so that,
correspondingly, the peak value will decrease slightly. Why
does this result differ from that of Gaunaurd and Huang? A
quick response might be that, when the bubble is very close
to the surface, the assumption of monopole scattering is in-
valid. There are, however, three reasons why this seems un-
likely. First, the resonance feature itself is a direct result of
the bubble’s radially pulsating vibration. Second, while Fig.
2~b! plots uF( k̂i ,2 k̂i)u/a in to a minimum surface distance
d5a ~at which point, since the bubble touches the surface,
the monopole approximation may indeed be questionable!,
the observed decrease in scattering amplitude actually begins
at much greater values ofd, and ford52a and greater Fig.
2~a! and Table I strongly indicate that monopole effects
dominate the physical behavior of the system. Third, the re-
sults of Gaunaurd and Huang predict an enhancement of the
scattering amplitude beginning at quite large values of the
surface distance~e.g., d516a!, where monopole scattering
is surely dominant. In addition, as we shall see below, the
results given by the present method agree with those of the
modal series solution at off-resonance frequencies, when the
bubble is not too far away from the surface, and when ther-
mal and viscous damping effects are not included.

In Fig. 3~a! the reduced target strength is plotted as a
function of log(ka) for different values ofd/a. The solid
lines indicate results where radiation, thermal, and viscous
damping effects are included. The dashed lines indicate re-
sults where only radiation damping is included. The radius of
the bubble is set to 100mm, while c51486 m/s. The dotted
line in Fig. 3~a! is for a bubble with no boundary present,
and incorporates radiation, thermal, and viscous dampings. It
is clear from the curves that the resonance frequency steadily
increases as the bubble is moved towards the surface,
whereas the peak strength at resonance shows a correspond-
ing progressive decrease. We also see that the peak ampli-
tude is reduced considerably by the inclusion of thermal and
viscous damping effects, and that the peak scattering strength
of a bubble is then smaller than the corresponding case
where no boundary is present. These results correct an error
in Fig. 10 of Ref. 9, which arose from a sign error in Eq.~21!
of that paper. The present results agree with those shown in
Fig. 3~a! of Gaunaurd and Huang4 for off-resonance frequen-
cies, when thermal and viscous dampings are not included.
The resonance frequencies from the two solutions are also in
agreement.

In Fig. 3~b!, the reduced target strength is plotted over a
wider range of log(ka) for the cased/a54. The dashed lines
again show the results obtained when thermal and viscous
damping effects are not included. This figure indicates that
the scattering strength steadily increases as the frequency is
increased beyond resonance, that it becomes greater than the
scattering strength of a bubble with no boundary present, and
then drops after reaching a maximum. We can clearly see

that, without thermal and viscous damping, the scattering
amplitude has a very sharp peak at the resonance.

In Fig. 4, the reduced target strength is plotted against
ka for d/a550, 100 and 500. Here we see that, as the bubble
is moved further from the surface, regular oscillatory fea-
tures appear in the scattering strength. The observed peaks
and nulls are due to interference effects between the bubble
and surface~or, equivalently, the bubble and its image!. The
nulls, which appear at regular frequency intervals, become
more numerous and are spaced more closely together as the
bubble is moved away from the surface. Each curve also
contains a low-frequency peak~i.e., at ka50.0136! due to
the bubble resonance, and by noting the superposition of
these peaks for the different cases we can see, when the
bubble is moved far away from the surface, that the reso-
nance frequency becomes essentially constant.

The frequency separation between the nulls in Fig. 4 is
determined solely by the value ofkd cosu, as predicted by
the theory. When the bubble is far away from the surface, the

FIG. 3. The reduced backscattering target strength from Eq.~32! as a func-
tion of log(ka): ~a! The target strength is plotted for several values ofd/a.
The dashed lines indicate results where thermal and viscous damping effects
are not included; the dotted line indicates the case where no surface is
present.u545°. ~b! The target strength is plotted over a broader range of
ka for d/a54. Again, the dashed lines indicate results where thermal and
viscous damping effects are not included.u545°.
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multiple-scattering interaction between the bubble and the
surface is negligible, and the total driving pressure on the
bubble is simply the sum of the direct incident wave

eikk̂i•r1 and the reflected wave from the surface2eikk̂r•r1.
The phase difference between these two waves is
2kd cosu, and anotherp phase shift must be added due to
reflection in the pressure-release surface. Likewise, the total
field scattered from the bubble is given by coherently adding
the wave scattered directly from the bubble, and that re-
flected by the surface. This introduces another phase differ-
ence 2kd cosu, plus a furtherp phase due to the surface.
Overall, a phase factor (12e2ikd cosu )2 is introduced, as de-
noted in Eq.~31!. This factor gives rise to the regular inter-
ference pattern in Fig. 4, which is due to the Lloyd’s mirror
effect.17 By inspecting the various curves in Fig. 4 it is clear
that, at the middle and higher frequencies, the target strength
for a bubble reflected in a surface oscillates above and below
the asymptotic value for a bubble when no surface is present,
as shown in Fig. 3~a!. Comparison of Fig. 4 with Fig. 3~b! of
Gaunaurd and Huang4 shows that, while they also observed
oscillations in scattering strength, the spacing of their nulls

was not governed by thekd cosu phase factor evident in the
present work, and therefore did not exhibit the expected
Lloyd’s mirror behavior. Their curves also indicate signifi-
cantly fewer oscillations and, in particular, an interference
null, which appears below the resonance frequency for the
d/a5500 case in the present work, is completely absent
from their figure.

III. CONCLUSIONS

We have considered acoustic scattering by a spherical
air bubble near a flat pressure-release surface. Using the
method of images, and an elegant self-consistent procedure,
a simple formula for the sound scattering function is derived
in which the resonance frequency and damping factor are
explicitly shown. Application of the formula indicates that,
when the bubble is moved closer to the surface, the reso-
nance frequency increases, while the scattering amplitude at
resonance decreases. When the bubble is moved away from
the boundary, regular oscillatory features appear as a result
of the interference between the bubble and the surface. The
results from this study are compared with previous theoreti-
cal results and experimental observations. Agreements and
disagreements are illustrated through numerical examples.
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A previous study of high-frequency acoustic backscattering data collected at Eckernfoerde Bay,
Germany revealed that scattering is mainly due to methane gas bubbles buried about a meter beneath
the seafloor@Tanget al., J. Acoust. Soc. Am.96, 2930–2936~1994!#. A backscattering model was
developed@Tang, Geo-Marine Lett.16, 161–169~1996!# where the gas bubbles were approximated
by oblate spheroids. In this paper, a bistatic scattering model is proposed as an extension of the
previously developed backscattering model. In this model, gas bubbles are again assumed to be
oblate spheroids with varying aspect ratios and a single-scattering approximation is used. The model
is compared to bistatic data acquired in Eckernfoerde Bay, Germany. In particular, the azimuthal
dependence of the bistatic scattering strength predicted by the model is tested against experimental
data and it is found that both the model and the bistatic scattering strength data exhibit a mild
azimuthal dependence. Best agreement between model and data requires a 35% reduction in areal
bubble density relative to that used in the backscattering model/data comparison. Possible reasons
for this are discussed including multiple scattering effects. ©1997 Acoustical Society of America.
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INTRODUCTION

Sub-bottom contributions to acoustic scattering have re-
ceived increased attention in recent years. It has been shown
in a number of studies that sub-bottom inhomogeneities can
dominate acoustic backscattering at frequencies as high as 40
kHz.1,2 However, the previous investigations have been re-
stricted to monostatic scattering~backscattering! in which
the dependence of the scattering directivity pattern on receiv-
ing grazing and azimuthal angles cannot be examined. Al-
though such a scattering directivity pattern can lead to fur-
ther insight into the scattering physics, very few bistatic
experiments of the type required to examine the scattering
directivity pattern have been reported due to the engineering
and operational difficulties involved in data acquisition.

Likewise, development of bistatic models is a more de-
manding task. Recently, Jackson3 developed a bistatic model
including surface scattering from the rough water–sediment
interface and volume scattering from the sub-bottom. The
comparison of his model with experimental data shows a
reasonable agreement.4 However, this model treats volume
inhomogeneities via perturbation theory and, as such, does
not address in a fundamental way environments in which
scattering is due to high contrast scatterers such as bubbles.
Just such an environment was encountered in Eckernfoerde
Bay, Germany during the Coastal Benthic Boundary Layer
Special Research Program~CBBL-SRP!. Within the Eckern-
foerde mud sediment, a layer consisting of many nonspheri-
cal methane gas bubbles was found at about 1 m below the
smooth seafloor.5 These bubbles scatter sound far more effi-
ciently than the water/seafloor interface and the mud above
the bubble layer.1,2 In this paper, a two-layer bistatic scatter-
ing model is proposed to describe scattering by such a

bubble layer and compared with data taken at the Eckernfoe-
rde site. Section I outlines the theoretical development; Sec-
tion II presents some results of numerical simulations, com-
pares theory with experimental data, and ends with some
discussion of possible multiple scattering effects. Conclu-
sions are drawn in Sec. III.

I. BISTATIC SCATTERING MODEL

Bistatic scattering experiments employ configurations in
which the transmitter and the receiver are at different posi-
tions. The commonly used monostatic scattering or back-
scattering geometry is a special case of the more general
bistatic scattering geometry. Similar to backscattering
strength, bistatic scattering strength can be defined as the
decibel equivalent of the scattering cross section per unit
area per unit solid angle3 and is, in general, a function of
incident angles (u i ,f i) and scattering angles (us ,fs),
where u and f correspond to grazing and azimuth angles,
respectively. Whenfs5p1f i , andus5u i , bistatic scatter-
ing reduces to backscattering. Obviously, bistatic scattering
measurements provide more information than backscattering
measurements.

Previous backscattering studies at the Eckernfoerde Bay
site showed that backscattering at 40 kHz is due to a layer of
methane gas bubbles located about 1 m below the seafloor,
and the scattering by these bubbles has been successfully
modeled by a backscattering model where the gas bubbles
were approximated by nonresonant oblate spheroids.2 In ad-
dition to these backscattering data, bistatic scattering data
were also collected with the same source and a mobile re-
ceiver at the same time and location.4 The purpose of this
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paper is to extend the backscattering model to the bistatic
scenario.

Before introducing the model, we restate several as-
sumptions made in the backscattering model that will be
used also in the bistatic model. First of all, in Refs. 1 and 2,
the surface scattering at 40 kHz from the seafloor itself was
found insignificant and could be ignored due to the weak
acoustic impedance change across the seafloor/water inter-
face.

Second, it is observed that the bubbles are concentrated
in a layer distributed over a vertical distance of about 10 cm.
The differences between the grazing angles incident upon/
scattered from the top and bottom of the layer are small~less
than 2° for the geometry of the experiment!. Since we con-
sider single scattering only, it is reasonable to assume that all
bubbles are on a surface with an equivalent bubble surface
density obtained from integrating the volume density over
depth. As a result, volume scattering is treated as quasi-
surface scattering and the propagation loss due to volume
scattering is ignored. In contrast, the horizontal distribution
of the bubbles is assumed to be homogeneous, i.e., a uniform
probability density function~PDF!.

Third, x-ray tomographic analysis of the core data6

shows that the shapes of the bubbles are nonspherical and
their sizes vary from about 0.5 mm to less than 15 mm in
volume-equivalent spherical radius. Smaller bubbles were
not measured because of the limited resolution of the x-ray
system. The bubbles are oriented as coins standing on their
edges. Their broadside normals are, in general, parallel to the
plane on which the bubbles are standing. For brevity, we call
such a configurationhorizontally oriented. To simplify our
analysis and to objectively model bistatic scattering as in the
backscattering model, we assume that resonant scattering is
unimportant and can be neglected. In the present model, we
assume that the bubbles can be properly modeled as horizon-
tally oriented pressure-release oblate spheroids with various
aspect ratios.

Finally, in the backscattering model, the effect of the
multiple scattering among bubbles was not considered. Like-
wise, in the present bistatic scattering model multiple scat-
tering will be ignored. This approximation will be revisited
after model/data comparisons are presented.

A. Geometry of the two-layer model

A major issue of the two-layer model for a bistatic ge-
ometry is the determination of the ensonified region of the
scattering layer. For a homogeneous medium, if the source
signal is a short pulse, at any time greater than the minimum
time required for the wave to travel from the source to the
scattering layer and then to the receiver, the interception area
on the scattering plane will be an elliptical ring whose width
is proportional to the pulse length4 and can be determined
analytically.

However, for the two-layer model, since there are two
media ~water column and sediment! with different sound
speeds, the acoustic wave changes its propagation direction
when it passes through the interface that divides the two
media. The interception area at a given time instant is no
longer an elliptical ring and its shape cannot be determined

analytically. To solve the problem numerically, we divide
the transmit beam into a number of narrow, nonoverlapping
sub-beams propagating in different directions, i.e., different
azimuth anglef t , and compute the scattering contribution
due to each individual sub-beam. Since multiple scattering is
not considered in the current model, the total scattered field
can be obtained by simply summing up the contributions
from all these sub-beams weighted by the transmitter and
receiver beampatterns.

To compute the scattering due to each individual trans-
mit sub-beam, a global coordinate system is chosen in such a
way that the the acoustic source or transmitter is located at
x50, thez axis is pointing up, and the bubble layer is atz
50 as shown in Fig. 1, where Fig. 1~a! is the top view and
Fig. 1~b! the side view. In Fig. 1~a! there are two coordinate
systems: the original and rotated coordinate systems. Their
z axes coincide with each other pointing outward from the
paper. The original coordinate system is chosen such that the
x0 axis coincides with the transmit beam axis, corresponding
to zero azimuth angle. For a transmit sub-beam in an azi-
muthal directionf t ~the angle between transmit beam axis
and the sub-beam direction!, the original coordinate system
is rotated about thez axis by an angle off t to make the
transmit azimuth angle zero in the rotated coordinate system
(x,y,z). The bistatic scattering geometry shown in Fig. 1~b!
is the side view of thei th transmit sub-beam. The transmitter
is located at (0,0,Ht1h) and the chosen sub-beam is in the

FIG. 1. Geometry of a bistatic scattering model.~a! Top view, where
(x0 ,y0) are original coordinates and (x,y,z) are rotated coordinates.S and
R stand for source and receiver, respectively.~b! Side view of thei th sub-
beam.
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x-z plane, while the receiver position can be out of thex-z
plane and located at (xs ,ys ,h1Hr), whereHt and Hr are
distances from the seafloor to the transmitter and receiver
correspondingly, andh is the thickness of the sediment over-
lying the scatterers. From Fig. 1 the following geometric
relations can be easily obtained:

r s5Ar 0
22~Hr2Ht!

2,

xs5r s cosf, ys5r s sin f,

x15Ht cot a11h cot a2 , ~1!

r 25Hr cot g11h cot g2 ,

fs5sin21~ys /r 2!, x25r 2 cosfs ,

wherer 0 is the distance between the transmitter and the re-
ceiver,r s the projection distance ofr 0 to thex-y plane,a1

and g1 are grazing angles at the seafloor, whilea2 and g2

are grazing angles at the bubble layer. Note thata1 anda2

correspond to the transmitted wave whileg1 and g2 corre-
spond to the scattered wave. Using the above geometrical
relations, we have

xs5x11x2

5Ht cot a11h cot a21~Hr cot g11h cot g2!

3cos@sin21
„ys /~Hr cot g11h cot g2!…#. ~2!

A constraint on the arrival time gives

ts5
1

c1
S Ht

sin a1
1

Hr

sin g1
D1

h

c2
S 1

sin a2
1

1

sin g2
D , ~3!

wherec1 andc2 are sound speeds of the water column and
the sediment, respectively.

Grazing anglesa1 , a2 , g1 , andg2 in above equations
are related by Snell’s law:

cosa25
c2

c1
cosa1 , ~4!

cosg25
c2

c1
cosg1 . ~5!

For a given time, there are only two independent un-
knowns in Eqs.~2! and ~3!: g1 anda1 . These two simulta-
neous transcendental equations can be solved numerically.
One way to solve the equations is to step through time inter-
vals; N discrete time steps, for example. It requires solving
the transcendental equationsN times, which is not an effi-
cient way.

An alternative way used in our modeling is to find all
possible combinations ofa1 andg1 that satisfy Eq.~2! first,
then computets using Eq.~3! and the obtaineda1 and g1

from Eq. ~2!, and finally sort the result according to an as-
cending time sequencets . This way we only need to solve
the transcendental equations once.

It can be proved that when the receiver is in the same
plane as the transmit sub-beamf50, and when the scatter-
ing grazing angleg1 is equal to the transmit grazing angle
a1 , the travel time reaches its minimum,tmin , and this scat-
tering grazing angleg1 can be considered as the grazing

angle in the specular direction,gsp. At any other timets

.tmin , there are always two rays intercepting the gas-bubble
layer, i.e., thez50 plane: One corresponds to a grazing
angle g1 larger thangsp, and the other corresponds to a
grazing angle smaller thangsp. This bears some analogy to
the case where only one homogeneous layer overlays the
scattering layer and the ensonified area on the scattering
layer is an elliptical ring. For any vertical plane containing
the transmitting sub-beam and intercepting this scattering
layer, there are always two intercepting points on the ellipti-
cal ring, corresponding to the two rays. ForfÞ0, there still
exists a minimum travel time,tmin , which corresponds to a
single ray with the transmit and scattering grazing angles
a1 andg1 . Herea1 andg1 are not equal in general. At any
time ts.tmin , there are still two rays with one ray having a
scattering angleg1 greater than that corresponding tots

5tmin , and the other smaller thang. The total scattering
contribution at timets is the sum of these two rays.

B. Scattering model

As described in Refs. 1, 2, 5, and 6, the strong scattering
layer consists of an aggregation of nonspherical gas bubbles
which are modeled as~horizontally oriented! oblate sphe-
roids with their major axis pointing randomly in directions
orthogonal to the vertical. The model for bistatic scattering
from these spheroids is an extension of the model developed
by DiPerna and Stanton7 in which a conformal mapping
method is applied. Since the bubbles have different orienta-
tions and aspect ratios, it is reasonable to assume the oblate
spheroidal scatterer has an omnidirectional orientation distri-
bution in thex-y plane, i.e., bubbles are oriented uniformly
over 0 to 2p. Obviously, for an oblate spheroid under such
an assumption, the incident and azimuth angles with respect
to the horizontal plane in the global coordinates or observa-
tion coordinates@rotated coordinates (x,y,z) in Fig. 1~b!# are
different from those with respect to the spheroid defined in
the local coordinates~shown in Fig. A1!. To perform a sta-
tistical average over orientation, coordinate transformations
are needed to relate the local coordinates to global coordi-
nates. The details of the transformations are given in the
Appendix A. The average cross section over orientation as
well as aspect ratio expressed in the global coordinates can
be obtained by

S s~g2 ,fs ;a2!5
2

p E
0

p/2E
2`

`

se~Qs ,Fsi ;Q i !

3r~e!df rot de, ~6!

wherese is the scattering cross section of an oblate spheroid
with an aspect ratioe, Qs , Fsi , andQ i are given by Eqs.
~A11!–~A15! in Appendix A, andr~e! is the probability den-
sity function ~PDF! of the aspect ratioe given in the next
section.

Using S s(g2 ,fs ;a2) together witha1 andg1 obtained
numerically using the method described in the previous sub-
section, the received acoustic intensity corresponding to the
transmit azimuthal anglef t at time t for ray i can be ex-
pressed as
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I si~g2 ,fs ;a2 ,f t!5
I 0e2bwr we2bsr sed

r t
2r scat

2 S s~g2 ,fs ;a2!

3ArbBt~u t ,f t!Br~u r ,f r !

3~T12T21!, ~7!

wherei 51,2 corresponding to the two raysg1,gsp andg1

.gsp, respectively,

r t
25S Ht

tan a1
1

h

tan a2
D S Ht tan a2

sin2 a1
1

h tan a1

sin2 a2
D ,

~8!

r scat
2 5S Hr

tan g1
1

h

tan g2
D S Hr tan g2

sin2 g1
1

h tan g1

sin2 g2
D

are distances from the transmitter and the receiver to the
scatterer, and

r w5
Ht

sin a1
1

Hr

sin g1
,

~9!

r sed5hS 1

sin a2
1

1

sin g2
D

are travel distances of a ray in the water and in the sediment,
respectively. Here,bw andbs are attenuation coefficients in
water and sediment, respectively~neper/m!; T12 andT21 are
energy transmission coefficients from medium 1 to 2 and 2
to 1; rb is the bubble surface density (no./m2); Bt andBr are
transmitter and receiver beampatterns with the arguments
u t5a12u td , u r5g12u rd , and f r5f2f rd , whereu td is
the transmitter depression angle~mounting angle!, and u rd

and f rd are receiving depression and orientation angles ac-
cordingly. Here,A is the ensonification area and can be de-
termined numerically~Appendix B!. Note thatg2 , fs , a2 ,
andf t are functions of time. The total received intensity at
time t, I s(t) can then be obtain by integratingI si given by
Eq. ~7! over f t ,

I s~ t !5E
2p/2

p/2

(
i 51

2

I si~g2 ,fs ;a2 ,f t!df t , ~10!

where we have summed up the contributions from the two
rays corresponding to the transmit directionf t . We ignored
contributions forf t betweenp/2 and 3p/2 due to the strong
attenuation of the transmitter beampattern~greater than 40
dB!. In Eq. ~10!, at a given time, the anglesg2 , fs , and
a2 can be uniquely determined if a transmit azimuthal angle
f t is specified. Therefore, a summation overf t in Eq. ~10!
also results in a summation overg2 , fs , anda2 .

In general, contributing rays with a variety of incident
and scattered angles intercept the bubble layer at any given
time; therefore one cannot obtain the conventional scattering
strength defined by a pair of incident and scattered angles.
However, by taking advantage of the narrow beamwidths of
both transmitter and receiver, it is possible to determine
whether the scattered field is dominated by the contribution
from a single direction. The average scattering strength~SS!
per unit area per unit solid angle can be expressed as

SS~g2 ,fs ;a2!510 log10„rbS s
~d!~g2 ,fs ;a2!…, ~11!

where the superscript (d) denotes dominant scattering.

II. RESULTS AND DISCUSSIONS

A. Numerical simulations

At low frequencies,ka!1, wherek is the wave number
anda is the characteristic geometric dimension of the object,
scattering by a pressure-release sphere is almost omnidirec-
tional. However it is directional for an oblate spheroid and
approaches a dipolelike bistatic scattering pattern as aspect
ratio increases. Figure 2~a! shows the normalized differential
scattering cross section for a single oblate spheroid versus
scattering angleQs for a broadside incidenceQ i50, where
Q i andQs are defined in a local coordinate system described
in Appendix A. Q i represents the angle between the broad-
side normal and the incident direction, andQs represents the
angle between the broadside normal and scattering direction.
Since the scattering is independent of azimuth angle,Fs ,
only the scattering in an arbitrary azimuthal plane is illus-
trated. In the figure,Qs50 corresponds to forward scattering
while Qs5180 corresponds to backscattering. The three
curves in Fig. 2~a! correspond to oblate spheroids with as-
pect ratio 1~dashed-dotted!, 5 ~dashed!, and 10~solid!, re-
spectively. For the curve with aspect ratio of unity, i.e., a

FIG. 2. Normalized bistatic scattering cross section of an oblate spheroid. In
all computations, the frequency is 40 kHz, sound speed is 1425 m/s, and the
semi-minor axis of the oblate spheroid is 1 mm, resulting inka50.18. ~a!
Scattering directivity pattern of an oblate spheroid with an aspect ratio of 1
~dash-dotted!, 5 ~dashed!, and 10~solid!; ~b! normalized average scattering
cross section over aspect ratio using an exponential PDF. In both~a! and~b!
the incidence is along the broadside normal of the oblate spheroid, i.e.,Q i

50 and the scattered angleQs is the angle between the broadside normal
and the scattered direction.
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sphere, the variation in scattering cross section is less than
20%, or 1 dB, while for the curve with aspect ratio of 10, the
variation is greater than 80%, or 7 dB, and the cross section
has a minimum atQs590°, showing a dipolelike scattering
pattern. For the curve with aspect ratio 5, the variation is
within the two extremes.

For an aggregation of oblate spheroidal bubbles with
various aspect ratios, an average scattering cross section can
be obtained using an appropriate PDF. To perform the aver-
age, we assume that the semi-minor axis of the oblate spher-
oid is kept unchanged, while the semi-major axis changes
according to the PDF. From the core data,8 it was observed
that gas bubbles with smaller aspect ratios are more abundant
than those with larger aspect ratios. A simple truncated ex-
ponential used in Ref. 2 is also used in our computation:

r~e!5H b

e2bemin2e2bemax
e2be, emin<e<emax

0, otherwise
, ~12!

with b50.25, emin51, andemax510. Figure 2~b! illustrates
the average scattering cross section normalized to unity and
using such a truncated exponential PDF. It can be seen that,
after averaging, the angular dependence has not been washed
out entirely but is smoothed to some extent.

For a more general case, when the incidence is along an
arbitrary direction~sayu i as shown in Fig. A1! computations
of the average bistatic cross section over orientations and
aspect ratios given by Eq.~6! involve coordinate transforma-
tions described in Appendix A. Figure 3 shows a 3-D aver-
aged bistatic scattering cross section in the upper half-space
for u i518°, where grazing and azimuth angles (us ,fs) vary
from 0290° and 02180°, respectively. Similar to the azi-
muth independent case shown in Fig. 2, the variation of the
scattering cross section is about 8 dB. Again, it can be found
that the maximum is in the forward direction while the mini-
mum occurs at grazing angleus590° when the azimuth
angle fs is fixed or at azimuth anglefs590° when the
grazing angleus is fixed.

B. Comparison with bistatic experimental data

The 40-kHz bistatic scattering data were collected at
Eckernfoerde Bay, Germany in April, 1993.4 The Benthic
Acoustic Measurement System~BAMS! served as the trans-
mitter while the receiving array was suspended from a vessel
that was moored at several locations in the vicinity of the
source. The transmitter was mounted on a tripod 5 m above
the seafloor, rotated 360° in 72 steps with a step size of 5°,
and transmitted one pulse at each step. The receiver was
about 7.5 m above the seafloor and was within a 50-m range
of the transmitter for the data shown here. The transmitted
signal was a 2-ms linear frequency modulated signal, with its
frequency swept from 39 to 41 kHz. Beampatterns of both
transmitter and receiver are narrower in the horizontal plane
~about 6.5° beamwidth for both! and broader in the vertical
plane~14° and 37° beamwidths for transmitter and receiver,
respectively!. Details of the system can be found in Ref. 4.
Since the bistatic data were collected at the same location
and the same time as the previously reported backscattering
data,1,2 the parameters used in backscattering model were
initially kept unchanged in the current bistatic scattering
model. However, in the final model/data comparison to be
shown here the bubble concentration,rb is reduced by about
35% ~about 2 dB in scattering strength! to obtain the best fit.
Possible reasons for this needed adjustment are discussed at
the end of this section.

The parameters used in the modeling are listed in Table
I, where all parameters are the same as those used in Refs. 1
and 2 except for bubble density discussed in the previous
paragraph. The attenuation coefficient in the water column is
set to zero since at 40 kHz for a range within 50 m, the
attenuationis negligible.

In this study, a total of eight data sets have been ana-
lyzed. Each data set corresponds to one revolution~360°! of
the transmitter~72 pings!. Figure 4 shows the comparison of
the reverberation level~RL! between the experimental data
and the theoretical predictions for four pings from one data
set, where the thinner lines are the experimental data and the
thicker lines are the model predictions. These four pings are
selected to represent the time series of the scattering from
four different azimuthal directions and exhibit some distinct
patterns. Since the transmission and reception systems used
two independent internal clocks, the alignment of the data
with the theoretical curves in time is adjusted primarily by
aligning the first arrival of the data with the direct arrival
predicted by the model based on the actual position and ori-
entation information. For some pings, such adjustments
could result in a misalignment between data and the theory,
i.e., the major scattering structures~peaks and troughs! in the

FIG. 3. Bistatic scattering cross section in the upper half-space foru i

510°.

TABLE I. Parameters used the bistatic bottom scattering model.

cw51448 m/s sound speed in water
cs51425 m/s sound speed in sediment
rw51.0 g/cm3 water density
rs51.1 g/cm3 sediment density
aw50 dB/m water attenuation coefficient
as52.4 dB/m sediment attenuation coefficient
rb58.83103 (no./m2) equivalent bubble surface density
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RL time series can match much better if the RL curve is
shifted a few ms. This could be attributed to the possible
inaccuracy in determination of positions and orientations of
the transducers.

From Fig. 4 it can be seen that the agreement between
data and the model is reasonable in both scattering levels and
patterns. When the scattering geometry approaches back-
scattering, i.e., the azimuthal angle between incident and
scattering approaches 180°, the reverberation level~RL!, af-
ter the initial direct arrival, gradually increases to its maxi-
mum, and then decreases slowly generating a broad peak as
shown in~a! and~b!. In contrast, when the scattering geom-
etry changes from backward to forward, the peak becomes
narrower and RL decreases faster than in the backward scat-
tering case as shown in~c! and ~d!. Such a scattering char-
acteristic is believed due to the narrow horizontal beamwidth
~about 6.5°! but much broader vertical beamwidth of the
transducers. For backscattering, the main lobes of the trans-
mitter and receiver are overlapped throughout the entire data
acquisition time interval associated with each ping, while for
forward scattering the main lobes of the transmitter and the
receiver intercept only over a much shorter time period, or
may even not intercept at all~in which case the data are not
analyzed further!.

Another aspect of the comparison is the RL of the direct
arrivals ~the first large event in the time series!. The differ-
ences between the prediction and the actual measurements
are as large as 18 dB. The error in RL caused by the errors in
position data required in estimating the geometric spreading
is insignificant, less than 0.4 dB. However, the RL of the
direct arrival is very sensitive to the orientation information
since in many cases; the signal falls on the sharp edge~large
gradient! of the main lobe or even within the sidelobes.
Simulations reveal that a61° error in orientation of the

transducer or receiver can cause an error as large as 20 dB in
estimating RL of the direct arrival. Consequently, this part of
the data is not used in our analysis.

The analysis and discussions given above are also appli-
cable to all other pings of the same data set and the other
data sets. Generally speaking, the model fits the backward
scattering data (fs.100°) better than the forward scattering
data. This could be explained, in part, by the beampattern
effects. For the forward scattering, the main lobes of the
transmit and receive beampatterns are partially overlapped,
any is more sensitive to the accuracy of the orientation of the
transducers than backward scattering.

Obviously, the total scattered field at any time results
from the scattering from all directions. As noted earlier, it is
not possible, in general, to obtain the relationship between
the scattering cross section and the scattering angles as plot-
ted in Fig. 3 since the scattering from a certain direction
characterized by a particular sub-beam cannot be separated
from the total scattered field. However, by taking advantage
of the narrow horizontal beamwidths of the transducers,
careful inspection makes it possible to determine whether the
total scattered field is dominated by scattering from a certain
direction. In our simulations, at any given time, when the
ratio of the intensity in one dominant direction to the inten-
sity in any other direction is greater than 15 dB, we keep the
data and designate that dominant direction as the primary
scattering direction; otherwise we discard the data.

In addition, to avoid large errors due to the uncertain
knowledge of sidelobes, a beampattern attenuation threshold
is set to assure that all selected data fall in the main lobes.
When the combined beampattern attenuation of transmitter
and receiver is greater than a preset threshold~15 dB used in
the modeling!, the data are considered ‘‘unreliable’’ and dis-
carded. The selected data are bounded by the vertical lines,
or the time windows shown in Fig. 4. The selected data are
then averaged over this time window and converted to the
average scattering strength of the bubble layer by the follow-
ing equation:

SS~g2 ,fs ;a2!510 log10̂ I sd&2SL1awr w1asr sed

120 log10~r t!120 log10~r scat!

210 log10 A210 log10 Bt~u t,0!

210 log10 Br~u r ,f r !

210 log10~T12T21!, ~13!

where^I sd& is received scattering data averaged over the se-
lected time window, SL is the source level, andaw,s

5bw,s log10 e is the attenuation coefficient in dB/m, andA
is, as before, the ensonification area. All physical properties
of the water and sediments are given in Table I. All geom-
etry parameters are those associated with the dominant scat-
tering direction based on the actual position and orientation
information. The resultant bistatic data points are plotted in
Fig. 5 ~plus signs! for the mean incident grazing angle
^a2&518° with a deviation of610° and scattering grazing
angleus varying from 10° to 20°, where the solid lines are
theoretical curves computed from our bistatic model. The
theoretical curves are averages over scattering grazing angle,

FIG. 4. Comparison of reverberation level between the bistatic scattering
model predictions and the experimental data. The four time series are cho-
sen from the same data set representing the bistatic scattering with four
different azimuth angles as indicated in the figure. The vertical lines define
the time windows within which the attenuation due to the beampattern
~product of transmitting and receiving beampatterns! is less than 15 dB, and
the data are considered ‘‘reliable.’’
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us 10° – 20° and incident grazing angles,a2 of 12°610°
~uppermost!, 18°610° ~middle!, and 24°610° ~bottom!, re-
spectively. The superimposed bar graph at the upper corner
is the histogram of the difference between the experimental
data and the theoretical curve of^a2&518° with a meanm
50.0 dB and a standard deviations53.7 dB. Further analy-
sis reveals that about 65% of all data points deviate less than
3 dB from the theoretical prediction and about 90% less than
6 dB.

Figure 6 shows another comparison between the theory
and data. The data are divided into 13 azimuth angle bands
and processed by applying a median filter to the cross section

within each angle band. The model prediction and the fil-
tered data have similar angular dependence and fluctuations
about the theoretical curve are less than 4 dB.

C. Forward scattering loss and multiple scattering
effects

The results presented here and in Ref. 2 demonstrate the
capability of the model to quantitatively predict the mea-
sured acoustical scattering levels. One concern in the model/
data comparisons is that the bubble areal density needed to
obtain best agreement in the present bistatic case is 35%
lower than in the backscattering case.2 This is equivalent to a
2-dB reduction in the bistatic scattering calculated via the
model. At present we have three hypotheses as to why this
might be so.

One hypothesis is that the calibrations of the sonar sys-
tems used in the backscattering and bistatic experiments
have a differential error of 2 dB. Error in any one calibration
on the order of 1 dB cannot be ruled out.

Another possibility is that spatial variations of scattering
in the region of the experiment are responsible for the dif-
ference in bubble density needed. Backscattering images in
the vicinity of the tower show patchiness in the backscatter-
ing strength with variations on the order of 10 dB over scales
of 10 m and a general lower level of scattering Northeast of
the tower as compared to Southwest of the tower.9 Although
the bistatic scattering and backscattering data are both ac-
quired in the vicinity of the tower, a bias in levels could
remain in the data due to the differing areas of the bottom
sampled.

The third hypothesis is that the different bubble density
needed in backscattering and bistatic scattering is due to
multiple scattering and propagation loss. Enhanced back-
scattering is one possible ramification of multiple
scattering10 ~an enhancement of 3 dB is possible!, while
propagation loss due to volume scattering~single or/and
multiple scattering! as the acoustic wave propagates through
the bubbly sediment results in a deduction in incident inten-
sity. For brevity, we refer this type of propagation loss as
forward scattering loss. A single scattering theory excluding
forward scattering loss would lead to the need for a higher
bubble density in the backscattering case as compared to the
bistatic case.

There are at least two other indications of multiple scat-
tering and forward scattering loss. The first is the downward
looking sonar images taken~at 12 kHz! by Lambertet al.11

in the region of the experiment. In those images the bubble
layer masks the signals below the layer, resulting in a dra-
matic reduction in the sound level below the layer.

Another~and most dramatic! indication comes from us-
ing the bistatic model to calculate the total scattered energy.
The total scattered power from a unit ensonification area can
be obtained by integrating the bistatic scattering cross sec-
tion over all solid anglesV,

Ptot~a2!5I 0E
V

rbS s~g2 ,fs ;a2!dV, ~14!

whereI 0 is the incident intensity at the scattering layer.

FIG. 5. Average bistatic scattering strength as a function of azimuth angle.
The solid lines are the theoretical predictions given by Eq.~6! for incident
grazing anglea2512°610° ~uppermost!, 18°610° ~middle!, and 24°
610° ~bottom!, respectively, where we have used an exponential PDF. The
experimental data~plus! are obtained for incident grazing anglea2518°
610° and averaged over selected time window~bounded by vertical lines in
Fig. 4!. For both theoretical predictions and the data, the scattering grazing
anglefs varies from 10° to 20°. A superimposed plot at the upper right
corner is the histogram of the difference of the scattering strength between
theory (18°610°) and the data.

FIG. 6. Data presented in Fig. 5 are passed through a moving median filter
over an azimuth angle window of 12°.
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If a surface scattering mechanism is assumed, the total
incident power on a unit ensonified area~vertical energy
flux! is I 0 sin(a2). The ratios of the total scattered power
Ptot to the total incident power at the scattering layer are
10.5, 4.7, 2.1, and 0.8, for incident grazing anglesa255°,
10°, 20°, and 40°, respectively. As incident anglea2 ap-
proaches zero, the ratio approaches infinity.

The fact that the ratios are greater than unity for incident
angles below 34° implies violation of the conservation of
energy. Furthermore, even though the conservation of energy
is not violated for the higher grazing angles, the high levels
are still in violation of a single scattering assumption that
relies on small scattering levels relative to the incident inten-
sity. Further comments are included in Sec. III.

III. CONCLUSIONS

We have developed a two-layer, single scatter, bistatic
model to simulate the scattering by nonspherical bubbles
buried in an attenuating sediment. A bubble layer of a finite
thickness is approximated by a bubble surface at a certain
depth, i.e., all bubbles are on the surface. The bubbles are
modeled as oblate spheroidal voids~pressure release!.

When tested against data acquired in Eckernfoerde Bay,
Germany, there is reasonable agreement if bubble density is
reduced by 35% relative to that used in previous backscatter-
ing work for the same area. The average scattering strength
exhibits a mild azimuthal dependence: Maximum scattering
strength is reached in the forward direction and the minimum
occurs when the transmitting and scattering directions are
close to perpendicular with each other, while backscattering
has a medium scattering level. The total fluctuation is about
6 dB.

However, even though the single scattering theory
seems quantitatively successful for the Eckernfoerde data in
some aspects, further consideration of the amount of energy
scattered indicates that it cannot be the whole story. Section
II C implies that for the Eckernfoerde site multiple scattering
and forward scattering loss must play a role at least for some
range of grazing angles in order to avoid a violation of the
conservation of energy. A more severe criterion is set by the
data of Lambertet al.11 that indicates at least qualitatively
that the two scattering mechanisms are probably important
even at normal incidence. This implies that multiple scatter-
ing and forward scattering loss are in effect being treated
phenomenologically in the present single scattering theory
via reduction in bubble density, whereas what is probably
happening is that the deeper bubbles in the bubble layer are
seeing a reduced field. Consequently predictions for scatter-
ing back into the water column are consistent with those
measured but predictions of the amount of energy in the
sediment below the bubble layer violate both conservation of
energy and the more qualitative results of Lambertet al.11

Therefore, further modeling of the Eckernfoerde site that in-
corporates multiple scattering and forward scattering loss is
desired.

This motivation for incorporation of multiple scattering
and forward scattering loss is actually more general. Regard-
less of bubble densities, shallow incidence angles may lead
to multiscattering effects. In a qualitative sense, this is be-

cause as the incidence angle gets shallower the pathlength
through the bubble layer gets longer and the possibility of
scattering from multiple bubbles and the forward scattering
loss increases.
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APPENDIX A

To obtain an average bistatic scattering model of an ob-
late spheroid over orientation and aspect ratio, it is necessary
to express the required spherical angles~Q,F! in local coor-
dinates (X,Y,Z) ~modeling coordinates! in terms of~u,f! in
the global coordinates (x,y,z) ~observation coordinates!.
The local coordinate system is chosen in such a way that the
Z axis coincides with thez axis, and theX axis coincides
with the broadside unit normal of the oblate spheroid. As
shown in Fig. A1, the incident and scattered wave vector can
be expressed in global coordinates as

k̂i5~cosu i ,0,2sin u i !, ~A1!

k̂s5~cosus cosfs ,cosus sin fs ,sin us!. ~A2!

The broadside unit normal of the oblate spheroid,n̂, lies
in the x-y plane and rotates about thez axis by an angle of
f rot , representing different orientation of the oblate spher-
oid. To express the local coordinates (X,Y,Z) in terms of the
global coordinates (x,y,z), we utilize the following coordi-
nate transformations:

k̂x5 l 1K̂x1 l 2K̂y1 l 3K̂z , ~A3!

k̂y5m1K̂x1m2K̂y1m3K̂z , ~A4!

k̂z5n1K̂x1n2K̂y1n3K̂z , ~A5!

where, again, upper case letters denote vector components in
the local coordinate system. The direction cosines of the
three rotated axes can be easily obtained

~ l 1 ,m1 ,n1!5~cosf rot ,sin f rot,0!, ~A6!

FIG. A1. Geometry of global to local coordinates transformation.
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~ l 2 ,m2 ,n2!5~2sin f rot ,cosf rot,0!, ~A7!

~ l 3 ,m3 ,n3!5~0,0,1!, ~A8!

wheref rot is the rotation angle. Using these equations, we
can express the unit vectors of incident and scattered waves
in the local coordinates in terms of the spherical angles de-
fined in global coordinates (x,y,z) as

K̂ i5~cosu i cosf rot ,2cosu i sin f rot ,2sin u i !, ~A9!

K̂s5~cosus cos~fs2f rot!,cosus

3sin~fs2f rot!,sin us!. ~A10!

Therefore, the two spherical angles~Q,F! of the incident and
scattered waves in local coordinates (X,Y,Z) are

cosQ i5K̂ ix5cosu i cosf rot , ~A11!

cosQs5K̂sx5cosus cos~fs2f rot!, ~A12!

tan F i5
K̂ iz

K̂ iy

5tan u i cscf rot , ~A13!

tan Fs5
K̂sz

K̂sy

5tan us csc~fs2f rot!. ~A14!

It is convenient to choose a coordinate system in which the
incident azimuth angleF i is zero. To do so, we simply rotate
the Y-Z plane aboutX axis byF i because of the symmetry
of an oblate spheroid, the new scattering azimuth angle is
found to be

Fsi5Fs2F i . ~A15!

APPENDIX B

The ensonified area is a function of the difference of the
incident and scattering angles, pulse length, sound speeds of
water, and sediment. For a homogeneous medium, the en-
sonified area at any timet.tmin , where tmin is the earliest
scattering arrival from the scattering layer, can be described
as an elliptical ring, the outer and inner ellipses correspond
two curves of equal arrival times att2t andt, respectively.4

However, for a two-layer scattering geometry, since refrac-
tions across the two-layer interface greatly complicate the
geometry, the ensonified area, in general, cannot be deter-
mined analytically and can only be achieved numerically. A
plan view of the ensonified area for a bistatic scattering
geometry is depicted schematically in Fig. B1. In the figure,
ki andks are incident and scattering wave vectors,a1a2 and
b1b2 are wavefronts of the transmitted and scattered waves,
respectively.a1a25x1F tb , wherex1 is transmit horizontal
distances given by Eq.~1!, F tb is the sub-beam beamwidth
of the transmitter~see Sec. I A!. Interception pointO corre-
sponds to the earliest arrival. The difference of arrival time
betweenO and any point in the plane~scattering or bubble
layer! is

D t5
1

c2
~PR/cosa21RQ/cosg2!, ~B1!

where incident and scattering grazing anglesa2 andg2 can
be obtained numerically. Note thatPR is positive when point
R is on the right ofa1a2 and negative on the left. Positive
value corresponds to a time delay while negative value cor-
responds to a time advance. Similarly,QR is positive when
R is belowb1b2 and negative when it is aboveb1b2.

Two arcsEF̂ andGĤ represent two equal arrival time
lines for t2t and t, respectively. They can be obtained by
settingD t50 andD t5t in Eq. ~B1!, wheret is the pulse
length. The ensonified area at timet for the sub-beam con-
sidered is bounded by the two equal time lines and the two
segmentsEG andFH.
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Reconstruction of the velocity and density in a stratified
acoustic half-space using a short-pulse point source
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The reconstruction of the velocity and density in a stratified half-space using the reflection data
generated by a short-pulse point source is considered. Transverse spatial Hankel transform is applied
to the transient reflected and incident pressures on the surface. The reflection kernel in the
Hankel-transformed space is obtained through a deconvolution. The time-domain Green function
approach based on the wave splitting is then used to reconstruct the parameters. This time-domain
approach to the inverse problem is exact and noniterative. Numerical results for some synthetical
examples are presented to illustrate the Hankel transform, deconvolution, and the reconstruction.
The finite-difference time-domain method is used to generate the transient reflection data in the
physical space in a numerical simulation. The reconstruction using obliquely incident plane waves
is also considered in an Appendix. ©1997 Acoustical Society of America.
@S0001-4966~97!00808-4#

PACS numbers: 43.30.Pc, 43.30.Ky, 43.20.Fn@JHM#

INTRODUCTION

A useful technique for the time-domain inverse prob-
lems is based on the method of wave splitting, i.e., the de-
composition of the total field into two components which
propagate in opposite directions. In a homogeneous region
the definition of the split fields reflects the factorization of
the wave equation, and projects out the down- and up-going
parts of the solution. The time-domain wave splitting was
first combined with the invariant imbedding idea for one-
dimensional inverse scattering problems, cf., e.g., Refs. 1–5.
Given an inhomogeneous medium and a splitting, one can
define associated scattering operators. Invariant imbedding
techniques then allow one to obtain partial differential equa-
tions ~PDEs! for these scattering operators. The imbedding
equation for the reflection operator is nonlinear. In Ref. 6, a
Green function approach based on wave splitting has been
introduced to map the incident field to the internal split fields
in a stratified medium for a direct problem. In contradistinc-
tion to the invariant imbedding method, the system of equa-
tions for the Green functions is linear and is suitable for
parallel processing, cf., e.g., Ref. 7. The wave-splitting ap-
proach has also been applied to the direct and inverse scat-
tering problems in the frequency domain~see, e.g., Refs.
8–10!. The wave-splitting approach has been shown to be an
efficient method for direct and inverse problems concerning
wave propagation in linear media.

In the present paper, we apply the time-domain Green
function approach to the acoustic inverse problem for a
short-pulse point source over a stratified half-space. Most
numerical results obtained from the wave-splitting and im-
bedding or Green’s function approaches, which can be found
in the literature, concern the inverse problems in which some
scattering kernel~e.g., the reflection kernel! is taken as given
data. In the present work the ill-posed step~deconvolution!
between the measured fields and the reflection kernel is in-
cluded in the numerical implementation. In fact, it has been
shown that some inverse problems relating to plane-stratified

media in which the reflection kernel is given data, are well-
posed~see Ref. 11!. The wave-splitting Green function ap-
proach provides a solution to both the direct and~some!
inverse problems, and the forward data can be~and usually
is! used in the inverse problem. However, it is desirable to
compute the forward data by a different approach and there-
fore we also use a finite-difference method to get the forward
data. Comparisons are made between the results obtained
from the two ways of getting the forward data. We also
exploit the possibility to use a previously derived explicit
and exact result concerning the reflection kernel for an ex-
ponentially stratified half-space by the authors12 as a check.
Inverse acoustic problems have been considered by others
using different methods~see, e.g., Refs. 13–17!. In the
present paper, we apply a transverse spatial Hankel trans-
form to the transient reflected and incident pressures on the
surface. The reflection kernel in the Hankel-transformed
space is obtained through a deconvolution. The time-domain
Green function approach is then used to reconstruct the pa-
rameters with the reflection kernel known as the input. Par-
tial differential equations for the Green functions are given
together with the initial and boundary conditions. The
present time-domain approach to the inverse problem is ex-
act and noniterative. Numerical results are presented to illus-
trate the Hankel transform, deconvolution, and reconstruc-
tion for a synthetical example, in which the transient
reflection data in the physical space is generated by the
finite-difference time-domain~FDTD! method. Numerical
results for a simultaneous reconstruction of the velocity and
density using two values of the Hankel-transform parameter
are also presented. The case of the obliquely incident plane
waves is also considered in the Appendix, where the numeri-
cal results for the reconstruction using two incident angles
are presented. The present approach has also recently been
developed for the inverse problems for three-dimensional in-
homogeneous media; see, e.g., Refs. 18 and 19.
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I. PROBLEM FORMULATION AND WAVE-SPLITTING

Consider transient wave propagation in an inhomoge-
neous acoustic medium which is described by the following
partial differential equation for the pressurep:20

1

c2

]2p

]t2 2r“–S 1

r
“pD50, ~1!

where r is the fluid density andc is the velocity of the
acoustic wave in the medium. Note that the above acoustic
wave equation does not include any loss mechanism. How-
ever, the present approach can be easily generalized to the
lossy case.21 In the present paper we consider the case of a
point source over a stratified acoustic half-space. The veloc-
ity and density are functions of the depthz in the half-space
z>0. The upper half-spacez,0 is homogeneous and the
point source is located at the position (0,0,z0) with z0,0.
For simplicity of analysis, it is assumed that the velocity and
the density are continuous everywhere, and the phase veloc-
ity is furthermore continuously differentiable forz.0 @the
discontinuous case can be exactly treated in an analogous
way with some modifications of the scattering coefficients,
cf., e.g., Ref. 22; steep slopes are used to approximate jump
discontinuities of the parameters in the numerical treatment,
cf. Figs. 6~b! and A1~b!#. Noticing the axial symmetry of the
scattering configuration, we obtain the following equations
for p5p(r ,z,t) from Eq. ~1! in the cylindrical coordinates
(r ,f,z),

1

c2

]2p

]t2 2
1

r

]

]r S r
]p

]r D2
]2p

]z2 1
d

dz
~ ln r!

]p

]z
50,

z.0, ~2!

1

c0
2

]2p

]t2 2
1

r

]

]r S r
]p

]r D2
]2p

]z2 50,

z,0, ~z2z0!21r 2.0, ~3!

wherec05c(0) is the wave speed in the homogeneous upper
half-space. It is assumed that the incident wave will not
reach the interfacez50 until the timet50, i.e., we have the
initial conditions

p~r ,z,0!5
]p

]t
~r ,z,0!50, for z.0. ~4!

In view of the axial symmetry of the scattering problem, the
following Hankel transform is introduced

p̄~z,t;k!5E
0

`

p~r ,z,t !J0~kr !r dr , ~5!

p~r ,z,t !5E
0

`

p̄~z,t;k!J0~kr !k dk, ~6!

whereJ0 is the zeroth-order Bessel function.
Thus from the transformation of Eqs.~2!–~4! we obtain

]2p̄

]z22
1

c2

]2p̄

]t2 2k2p̄2
d

dz
~ ln r!

] p̄

]z
50, z.0, ~7!

]2p̄

]z22
1

c0
2

]2p̄

]t2 2k2p̄50, z,0, ~z2z0!21r 2.0, ~8!

p̄~z,0;k!5
] p̄

]t
~z,0;k!50, for z.0. ~9!

In the Hankel-transformed space, a wave splitting that
splits the total pressurep̄ into a down-going pressurep̄1 and
an up-going pressurep̄2 is defined as21 @cf. Ref. 3 for the
splitting in the (x,y,z) space#

F p̄1

p̄2 G5 1

2 F11 2K
K GF p̄

] p̄

]z
G[TF p̄

] p̄

]z
G , ~10!

where the splitting operatorK and its inverseK21 satisfy the
following equation:

K215S 1

c2

]2

]t2 1k2DK. ~11!

The wave splitting in a homogeneous region is obtained as a
consequence of the obvious factorization of the wave opera-
tor, i.e.,

]2p̄

]z22
1

c2

]2p̄

]t2 2k2p̄5F ]

]z
1K21GF ]

]z
2K21G p̄.

Thus p̄1 and p̄2 have physical interpretation as the trans-
formed incident pressure and the transformed reflected pres-
sure, respectively, in the regionz0,z<0.

Equation~7! can be written in a matrix form as

]zF p̄
] p̄

]z
G5F 0 1

1

c2

]2

]t2 1k2
d

dz
~ ln r!G F p̄

] p̄

]z
G[DF p̄

] p̄

]z
G .

~12!

Differentiating Eq.~10! with respect toz and using Eq.~12!,
yields

]zF p̄1

p̄2G5TDT21F p̄1

p̄2G1 ]T

]z
T21F p̄1

p̄2G
[Fag b

d GF p̄1

p̄2G , ~13!

where

a52K211
rz

2r
1

cz

2c
~12k2K2!, ~14!

b5g52
rz

2r
2

cz

2c
~12k2K2!, ~15!

d5K211
rz

2r
1

cz

2c
~12k2K2!, ~16!

where cz5(d/dz)c, rz5(d/dz)r. Note that in the above
derivation, the following relation is used:21

]K

]z
K2152K

]K21

]z
5

cz

c
~12k2K2!.

Equation~13! gives the dynamics for the split pressures in
the Hankel-transformed space.
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Furthermore it has been proved that the operatorsK21

andK2 have the following explicit representations:21

K21f ~z,t;k!5
1

c~z!

]

]t
f ~z,t;k!1A~z,t;k!* f ~z,t;k!,

~17!

K2f ~z,t;k!5C~z,t;k!* f ~z,t;k!, ~18!

where

A~z,t;k!5kJ1„kc~z!t…/t, ~19!

C~z,t;k!5
c~z!

k
sin„kc~z!t…. ~20!

The * in Eqs. ~17! and ~18! denotes the time convolution
integral, i.e.,

f ~z,t;k!* g~z,t;k!5E
0

t

f ~z,t2t8;k!g~z,t8;k!dt8. ~21!

II. GREEN FUNCTION APPROACH TO THE INVERSE
PROBLEM

The Green functionsG6(z,t;k) are defined as the con-
volution kernels of the mappings from the incident pressure
at z50 to the internal split pressures in the Hankel-
transformed space according to

F p̄1

p̄2 G~z,t1t~z!;k!5a~z!F p̄1~0,t;k!

0 G

1F E
0

t

G1~z,t8;k! p̄1~0,t2t8;k!dt8

E
0

t

G2~z,t8;k! p̄1~0,t2t8;k!dt8
G ,

~22!

wheret(z) corresponds to the vertical travel time from 0 to
z, i.e.,

t~z!5E
0

z dz8

c~z8!
, ~23!

anda(z) is the attenuation factor

a~z!5Ar~z!c~z!

r~0!c~0!
. ~24!

The appearance of the time convolution integrals in defini-
tions ~22! is due to the fact that the response of the medium
is causal and invariant under time translation.

Differentiating Eq.~22! with respect toz, we obtain the
following equation:

]

]z F p̄1

p̄2G~z,t1t!1
1

c

]

]t F p̄1

p̄2G~z,t1t!

5S da

dzD F p̄1~0,t;k!

0 G

1F ]G1

]z
~z,t;k!* p̄1~0,t;k!

]G2

]z
~z,t;k!* p̄1~0,t;k!

G .

Substituting the dynamics system~12! into the above equa-
tion, we obtain the following partial differential equations
~PDEs! for the Green functions~see Ref. 21 for a detailed
derivation in a similar case!:

]

]z
G152aA2

acz

2c
k2C2A* G11

1

2 Fcz

c
1

rz

r G
3~G12G2!2

cz

2c
k2C* ~G12G2!, ~25!

]

]z
G25

2

c

]

]t
G21

acz

2c
k2C1A* G22

1

2 Fcz

c
1

rz

r G~G1

2G2!1
cz

2c
k2C* ~G12G2!, ~26!

together with the following initial condition forG2

G2~z,0;k!5
1

4
aS cz1

crz

r D . ~27!

From definition~22! for the Green functions, we have
the following boundary conditions:

G1~0,t;k!50, ~28!

G2~0,t;k!5R~ t;k!, ~29!

whereR(t;k) is the reflection kernel@i.e., the reflection due
to an impulsivep̄i(0,t;k)# defined as21

p̄r~0,t;k!5E
0

t

R~ t8;k! p̄i~0,t2t8;k!dt8, ~30!

wherep̄r(0,t;k) and p̄i(0,t;k) are the reflected and incident
pressures, respectively, at the surfacez50 in the Hankel-
transformed space.

In the inverse problem, the reflection kernelR(t;k) is
obtained from the measured transient reflection on the sur-
face; see Sec. III B.

If the reflection kernelR(t;k) is known for a fixed value
of k, we can propagate the known boundary values@cf. Eqs.
~28! and ~29!# to the initial values using the PDEs for the
Green functions. The velocityc(z) or the densityr(z) can
then be reconstructed according to initial conditions~27!.
The numerical algorithm and results for the reconstruction
will be given in Sec. IV. The input data for the reconstruc-
tion is the reflection kernelR(t;k) with a fixed value ofk. In
the next section we will show how to obtainR(t;k).

III. OBTAINING THE REFLECTION KERNEL

In this section, we compute the reflected pressure in
physical space with the finite-difference time-domain
~FDTD! method, and then take the transverse Hankel trans-
form ~with a fixed value ofk! for the reflected pressure at the
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surface, as well as for the incident pressure. The reflection
kernelR(t;k) is then obtained from a deconvolution accord-
ing to Eq.~30!.

A. Generating reflection data in physical space using
the FDTD method

We use the FDTD method to generate the reflected pres-
sure for a short-pulse point source@with a time-varying func-
tion f (t)# over a half-space with a stratified density~the ve-
locity is taken to be a constantc0 in this numerical example
in order to check with a previously derived explicit and exact
result, cf. Ref. 12!.

In the xyz coordinate system, the incident pressure
pi(x,y,z,t) satisfies the following equation:

1

c0
2

]2pi

]t2 2¹2pi5d~r2r0! f ~ t !, ~31!

where r05(0,0,z0). Obviously the solution to the above
equation is

pi5
f ~ t2ur2r0u/c0!

4pur2r0u
. ~32!

The total pressurep(x,y,z,t) satisfies the following equa-
tion:

1

c0
2

]2p

]t2 2r“–S 1

r
¹pD5d~r2r0! f ~ t !. ~33!

From Eqs. ~31! and ~33!, we obtain the following equa-
tion for the scattered pressureps(x,y,z,t)[p(x,y,z,t)
2pi(x,y,z,t):

1

c0
2

]2ps

]t2 2¹2ps1
rz

r

]

]z
ps52

rz

r

]

]z
pi . ~34!

Using central difference formulas to approximate the above
partial differential equation, one obtains the following dis-
cretized equation:

ps~ i , j ,k,n11!52ps~ i , j ,k,n!2ps~ i , j ,k,n21!1~c0Dt/Dz!2$@ps~ i 11,j ,k,n!22ps~ i , j ,k,n!1ps~ i 21,j ,k,n!#

1@ps~ i , j 11,k,n!22ps~ i , j ,k,n!1ps~ i , j 21,k,n!#1@ps~ i , j ,k11,n!22ps~ i , j ,k,n!1ps~ i , j ,k21,n!#

2 1
2Dz~rz /r!~ i , j ,k!@ps~ i , j ,k11,n!2ps~ i , j ,k21,n!1pi~ i , j ,k11,n!2pi~ i , j ,k21,n!#%, ~35!

where ps( i , j ,k,n)5ps( iDx, j Dy,kDz,nDt) with Dx5Dy
5Dz, etc. The initial values are

ps~ i , j ,k,21!5ps~ i , j ,k,0!50, ~36!

due to the fact that there is no scattering before the timet
50 ~the incident wave has not reached the interfacez50
yet!. This algorithm is stable when~see, e.g., Refs. 23 and
24!

Dt<
Dz

)c0

. ~37!

As a numerical example, we choose the short pulse to have
the following time dependence:

f ~ t !5H sinS t1uz0u/c0

t0
p D ,

when 2uz0u/c0<t<2uz0u/c01t0 ,

0, otherwise.

~38!

Thus it has nonzero values only within a time widtht0 , and
reaches the interfacez50 at the timet50 @note that the
position of the point source is (0,0,z0)#. The density profile
used in this numerical example is

r~z!5r0

e22bz~11a!2

~e22bz1a!2 , z.0, ~39!

wherer051, b51, anda50.1. The velocity isc5c051.
We choosez0520.5 for the position of the point source,
andt050.4 in Eq.~38! for the width of the short pulse in this

example. Numerical computation domains have to be finite.
In this example, the boundary surfaces of the computation
domain are set to be far enough away that puttingps to zero
at the boundary surfaces will have no effect onps at the
receiving points and during the time periods of interest@the
source point can be in the computation domain in this ex-
ample sincepi is zero~nonsingular! at the source point for
t.0; note thatt0,uz0u/c0 in this example#. On the interface
z50, ps is identical to the reflected pressurepr . We choose
Dz5 1

32, Dt50.2(Dz)/c0 due to the limited storage space of
our computer. The numerical results for the reflected pres-
surepr along a line on the interfacez50 are plotted in Fig.
1.

B. Obtaining the reflection kernel from the reflection
data on the surface

1. Hankel transform

On the surfacez50, we take a Hankel transform~5! ~for
a fixed value ofk! of the reflected pressurepr calculated by
the FDTD method in the previous subsection, as well as of
the incident pressurepi @cf. Eq. ~32!#. Since we use a time-
domain method and the pressurep(r ,z,t) is nonzero only
within a finite regionr ,r 1 on the surfacez50 at any finite
time t5t1 , the transverse spatial Hankel transform~5! does
not have any convergence problem. The numerical results
are plotted in Fig. 2, where the solid and dashed lines are for
the Hankel-transformed~with k51! reflected and incident
pressures, respectively, at the surfacez50.
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2. Deconvolution

After the Hankel transformation of the reflected and in-
cident pressures on the surfacez50, the reflection kernel
R(t;k) is now obtained from a deconvolution according to
Eq. ~30!. The deconvolution program used here is based on
the fast Fourier transform of~30!. In a deconvolution process
we have to take a cutoff frequencyvcutoff , since the high-
frequency components are mainly noise introduced from the
measurement~in our numerical simulation it is the computa-
tional errors of the finite-difference method! and the Hankel
transform. The deconvolution is an ill-posed problem and a

regularization filter is necessary to yield a stable and physi-
cally consistent result. LetR̃(v;k) be the spectrum of
R(t;k); we then use the following formula:

R̃~v;k!5
F @ p̄r~0,t;k!#

F @ p̄i~0,t;k!#

'
$F @ p̄r~0,t;k!#%$F @ p̄i~0,t;k!#%*

iF @ p̄i~0,t;k!#i21lv4 , ~40!

wherel is a filtering constant~see Ref. 25 for more details!,
and the superscript* denotes the complex conjugate.
R(t;k) is then obtained from the inverse Fourier transform
of the spectrumR̃(v;k).

The deconvolution result is plotted in Figs. 3 and 4. The
spectraF @ p̄r(0,t;k51)# andF @ p̄i(0,t;k51)# ~their ampli-
tudes! are plotted in Fig. 3~a!, and the spectrumF @R(t;k
5 1)] obtained through Eq.~40! is shown in Fig. 3~b!. The
reflection kernelR(t;k51) obtained from a deconvolution
with the cutoff frequencyvcutoff54.5 is presented in Fig. 4
by the solid line. The exact solution forR(t;k) given by Cao
and He12 @cf. Eq. ~41! in the next section# with k51 is also
plotted in Fig. 4 by the dotted line. As seen from Fig. 4, the

FIG. 1. The transient reflected pressure along a line on the surfacez50, for
the density profile given by Eq.~39! with r051, b51, anda50.1 ~see the
solid line in Fig. 5; the velocityc5c051!. The short-pulse point source is
described by Eqs.~32! and ~38! with z0520.5, t050.4. The numerical
results are obtained through the FDTD method.

FIG. 2. The corresponding Hankel-transformed reflected and incident pres-
sures atz50. The value for the Hankel-transform parameter isk51.

FIG. 3. ~a! The corresponding spectraF @ p̄r(0,t;k51)# ~the solid line! and
F @ p̄i(0,t;k51)# ~the dotted line! for the example used in Fig. 1.~b! The
corresponding spectrumF @R(t;k51)#.
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reflection kernelR(t;k) obtained from the deconvolution is
consistent with the exactR(t;k) except for smallt. The
main reason for the error at smallt is due to the use of the
cutoff frequency in the deconvolution process~we only use
the information with the frequencies lower thanvcutoff in the
spectra of the reflected and incident pressures!. We note that

R~ t;k!u t505E
2`

`

R̃~v,k!dv.

Note that practically the bandwidth does not need to be infi-
nite for the present inversion technique to be successful.

If we know the parameters at the surfacez50, we can
obtain the correct value ofR(t50;k) from the initial condi-
tion ~27!, and then replace the beginning portion of the
R(t;k) curve for smallt with a straight short line segment
connecting to a point with a reasonably reliable value ofR
~e.g., point B in Fig. 4!, as shown by the dashed short line
segment AB in Fig. 4@this will be referred to asR(t;k),
obtained from a corrected deconvolution, which will also be
used in the reconstruction in the next section#. We can also
set the surface of the inhomogeneous medium a bit lower to
the planez5z1.0 so that the parameters in the region 0
<z<z1 are known~e.g., the air!, which meansR(t;k) is
known for a short period of times 0<t<t1 . In such a way
we can remove the error inR(t;k) ~obtained from a decon-
volution! for small tP(0,t1). Nevertheless, the errors in
R(t;k) for small t are not critical for the Green function
approach to the reconstruction, as we will see in the next
section.

In a real experiment, we measure the total transient pres-
sure along a line on the surfacez50 for a finite period of
time, and obtain the reflected pressure by subtracting the
incident pressure~generated by a point source with short
time-varying pulse!. We choose a specific value of the
Hankel-transform parameterk to transform the surface~inci-
dent and reflected! data. Then we perform the deconvolution
to obtain the reflection kernelR(t;k) for this chosenk, as

described above in this subsection. Once the reflection kernel
R(t;k) is obtained, we can use the Green function approach
described in the previous section to reconstruct the param-
eters in the stratified half-space.

IV. NUMERICAL RECONSTRUCTION

A. Example 1

Example 1 demonstrates reconstruction of the density
using the reflection kernel obtained from the deconvolution.
The reflection kernelR(t;k51) ~the solid line in Fig. 4!
obtained from the deconvolution in the previous section is
now used as the boundary value of the Green functionG2

@cf. Eq. ~29!# in the Green function approach to reconstruct
the densityr(z). After propagating the known boundary val-
ues @cf. Eqs. ~28! and ~29!# to the initial values using the
PDEs for the Green functions, the densityr(z) is recon-
structed using the initial conditions~27! ~see Ref. 21 for a
more detailed description of the numerical algorithm for the
Green function approach!. The reconstructed densityr(z) is
plotted by the dashed line in Fig. 5, where the solid line is
the true profile given by Eq.~39!. We note that even though
R(t;k51) used here is quite different from the true value for
small t ~cf. Fig. 4!, the reconstruction is still good. This
indicates that the values of the reflection kernelR(t;k) for
small t are not critical for reconstruction in the present Green
function approach. The reconstruction can be improved by
using the reflection kernelR(t;k51) ~the dashed line seg-
ment AB and the remaining part of the solid curve in Fig. 4!
obtained from a corrected deconvolution, as shown by the
dotted line in Fig. 5. Note that the error of the reconstruction
at the deep positions in Fig. 5 is due to the computation
errors introduced in the process of FDTD, Hankel transform,
and deconvolution.

As shown in Ref. 12, the reflection kernel for this spe-
cial density profile~whenaÞ1! has the following exact ex-
plicit form:

FIG. 4. The reflection kernelR(t;k51) ~the solid line! obtained from a
deconvolution with the cutoff frequencyvcutoff54.5, for the example used
in Fig. 1. The dotted line is from the exact expression~41!. The dashed line
segment AB is the correction to the deconvolution for smallt ~using the
prior knowledge ofR at t50!.

FIG. 5. Reconstruction of the density using the reflection kernel obtained
from the deconvolution. The solid line is the true profile. The dashed line is
the reconstruction usingR(t;k51) directly obtained from the deconvolu-
tion ~the solid line in Fig. 4!. The dotted line is the reconstruction using
R(t;k51) obtained from the corrected deconvolution~the dashed line seg-
ment AB and the remaining part of the solid curve in Fig. 4!.
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R~ t;k!5
1

a FAk21b2

b
•

J1~c0tAk21b2!

t
2

k

b

•

J1~c0kt !

t G1
a221

a
•c0b f 2~ t;k!, ~41!

wherea512a/11a and

f 2~ t;k!5
1

2
f 1~ t;k!1

1

2a
f 1~ t;k!* FAk21b2

b

•

J1~c0tAk21b2!

t
2

k

b
•

J1~c0kt !

t G ,
f 1~ t;k!5J0~c0kt !2

~12a2!c0b

2a

3E
0

t

J0~c0kAt22t82!e2@~12a2!c0b/2a#t8 dt8.

The exactR(t;k) given by Eq.~41! for k51 is plotted by
the dotted line in Fig. 4. Synthetically, we can also generate
R(t;k) by propagating~i.e., integrating along the character-
istics! the initial values of the Green functions@cf. Eq. ~27!;
the initial values forG1 can be obtained by integration of
Eq. ~25! along 1z direction# to the boundary values using
the PDEs for the Green functions@note that the boundary
value ofG2 givesR, cf. Eq. ~29!#. The numerical result for
R(t;k) obtained by such an integration of the PDEs for
G6 is identical to the explicit exact solution~dotted line in
Fig. 4! on the scale of Fig. 4 when the number of the dis-
crelization points inz is greater than 128. Since the reflection
kernel obtained through a process of FDTD computation,
Hankel transform, and deconvolution is consistent with the
explicit exact solution~except for smallt; cf. Fig. 4!, the
reflection kernel obtained through the integration of the
PDEs forG6 along the characteristics is also consistent with
the one obtained through a process of FDTD computation,
Hankel transform, and deconvolution~except for smallt!.
Therefore, in the numerical example of a simultaneous re-
construction given below, instead of through a process of
FDTD computation, Hankel transform, and deconvolution,
we generate the reflection kernelR(t;k) through integration
of the PDEs forG6 along the characteristics@this certainly
gives higher accuracy of the reflection kernelR(t;k) for use
as an input for the inverse problem#.

B. Example 2

Example 2 shows simultaneous reconstruction using two
different values ofk. In this numerical example, we will use
the reflection kernelR(t;k) for two different values ofk to
reconstruct the velocityc(z) and the densityr(z) simulta-
neously. Theoretical conditions for simultaneous reconstruc-
tion in a similar case have been reported by He and
Karlsson,21 and the relation between the Green functions and
the imbedding reflection kernelR(z,t;k) was used there. In
the present paper we introduce a functionRT(z,t;k) through
the following Volterra equation of the second kind

aRT1G1* RT5] tG
22

1

4 S cz1
crz

r DG1 ~42!

@in fact RT(z,t;k) is the time derivative of the imbedding
reflection kernelR(z,t;k)#, which has an unique solution for
RT(z,t;k) when the Green functionsG6 are known at the
depth z. Using the PDEs forG6 and the initial condition
~27! for G2, we can obtain the following useful condition
~see Ref. 21 for a detailed derivation in a similar case!

F S ]

]t
RTD ~z,0;k1!2S ]

]t
RTD ~z,0;k2!G Y ~k1

22k2
2!

52
1

8
c2S 3cz1

crz

r D . ~43!

Equations~27! ~with k5k1! and ~43! can be used as two
independent conditions for a simultaneous reconstruction
@note that the right-hand sides of these two equations give
two different combinations ofcz and rz ; cz and rz are re-
constructed by the algorithm, whilec(z) and r(z) are ob-
tained by z integrations of cz and rz , respectively#.
( ]

]tRT)(z,0;k) in Eq. ~43! can be calculated numerically as
follows:

S ]

]t
RTD ~z,0;k!5

RT~z,Dt;k!2RT~z,0;k!

Dt
,

where@cf. Eq. ~42!#

RT~z,0;k!5
1

a F] tG
22

1

4 S cz1
crz

r DG1G~z,0;k!,

RT~z,Dt;k!5

~] tG
2!~z,Dt;k!2

1

4S cz1
crz

r DG1~z,Dt;k!2 1
2DtG1~z,Dt;k!RT~z,0;k!

a1 1
2DtG1~z,0;k!

.

The reflection kernelR(t;k) for k50.01 andk53 are plot-
ted in Fig. 6~a! for the profiles shown in Fig. 6~b!. The si-
multaneous reconstruction of the velocityc(z) and the den-
sity r(z) using R(t;k50.01) andR(t;k53) are given by
the circles~output with every fourth point for graphical clar-

ity! in Fig. 6~b!. The gridsize used here isDt52t(zmax)/N,
Dz5c(z)Dt/2, with N5512,zmax51.1. Note that the simul-
taneous reconstruction algorithm works even for two smallk
values, e.g.,k50.01 andk50.1; however, the algorithm
will then be less stable under noise. For this reason it is
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better to choose the two values ofk to be separated well
enough for the simultaneous reconstruction.

V. CONCLUSION

We have considered the acoustic inverse problem for a
short-pulse point source over a stratified half-space. Trans-
verse spatial Hankel transform has been applied to the tran-
sient reflected and incident pressures on the surface. The
reflection kernel in the Hankel-transformed space has been
obtained through a deconvolution. The time-domain Green
function approach based on wave splitting has been used to
reconstruct the parameters. Numerical results have been pre-
sented to illustrate the Hankel transform, the deconvolution,
and the reconstruction for a synthetical example, in which
the transient reflection data in the physical space is generated
by the finite-difference time-domain~FDTD! method. The
reconstruction algorithm has been shown numerically to be
stable, and has been checked using a closed-form expression
for the reflection kernel for a special density profile. Numeri-
cal results for a simultaneous reconstruction of the velocity
and density using two values of the Hankel-transform param-
eter have also been given. Analogous acoustic reconstruction
problems can be formulated for the case of oblique plane-
wave incidence on a stratified half-space. This problem can

also be solved by the wave-splitting Green function approach
and the necessary formulas are given in an Appendix. Simul-
taneous reconstruction of the velocity and density then uses
incidence for two different angles.

In most frequency-based approaches, one has to assume
that the parameters become constant after a certain depth
~since the reflectivity problem in the frequency domain has a
solution only for such a profile!; see, e.g., Refs. 26 and 16
~and the earlier references given there!. An approach which
treats the problem directly in the time domain~like the
present approach! does not have such a restriction for the
parameter profile. The main advantage of the present time-
domain approach is that the reconstruction is theoretically
exact and noniterative.

Parameter inversions from some experimental measure-
ments using the present wave-splitting approach have been
carried out recently at our department~Department of Elec-
tromagnetic Theory, Royal Institute of Technology, Swe-
den!, cf. e.g., Refs. 27 and 28. However, the experimental
aspects will not be addressed in the present paper.
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APPENDIX: RECONSTRUCTION USING OBLIQUELY
INCIDENT PLANE WAVES

In this Appendix, we consider the inverse acoustic prob-
lem using obliquely incident plane waves. If the plane of
incidence is in thexz plane, then the pressure has the fol-
lowing form:

p5pS z,t2
sin u

c0
x;u D , ~A1!

i.e.,

]x52
sin u

c0
] t , ]y50, ~A2!

whereu is the incident angle, andc0 is the velocity in the
upper homogeneous half-space. Thus we only need to con-
sider the pressures at those points withx50, and the condi-
tion x50 will be suppressed in all the equations hereafter.
The pressures are assumed to be identically zero in the strati-
fied half-spacez.0 ~with x50! for the timet<0, i.e.,

p~z,t;u!u t<050, for z.0. ~A3!

Then the acoustic wave equation~1! becomes

1

c̄2~z,u!

]2p

]t2 2
]2p

]z2 1
rz

r

]p

]z
50, ~A4!

where

c̄~z;u!51YA 1

c2~z!
2

sin2 u

c0
2 . ~A5!

The split pressures are as follows:

FIG. 6. ~a! The reflection kernelR(t;k) for two different values of the
Hankel-transform parameterk, k150.01, andk253. ~b! Simultaneous re-
construction of the velocity and density using the reflection data fork1

50.01, andk253.
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p6~z,t;u!5
1

2 Fp7 c̄E
0

t ]p

]z
~z,t8;u!dt8G . ~A6!

The following dynamic equation for the split pressures is
then obtained

]

]z Fp1

p2G

5F 2~1/c̄!
]

]t
1

rz

2r
1

c̄z

2c̄
2

rz

2r
2

c̄z

2c̄

2
rz

2r
2

cz

2c̄
~1/c̄!

]

]t
1

rz

2r
1

c̄z

2c̄

G
3Fp1

p2G , ~A7!

where

c̄z~z;u![
]

]z
c̄5cz~z!•

c0
3

@c0
22c2~z!sin2 u#3/2. ~A8!

Similarly, the Green functions are defined as follows:

Fp1

p2G~z,t1t~z!;u!5a~z!Fp1~0,t;u!

0 G
1FG1~z,t;u!* p1~0,t;u!

G2~z,t;u!* p1~0,t;u!G , ~A9!

where

t~z!5E
0

z dz8

c̄~z8!
, a~z!5Ar~z!c̄~z!

r~0!c̄~0!
. ~A10!

The PDEs for the Green functions are as follows:

]

]z
G15

1

2 F c̄z

c̄
1

rz

r G~G12G2!, ~A11!

]

]z
G25

2

c̄

]

]t
G22

1

2 F c̄z

c̄
1

rz

r G~G12G2!. ~A12!

We also have the following initial and boundary conditions
for the Green functions:

G2~z,0;u!5
1

4
aH c0

3

@c0
22c2~z!sin2 u#3/2 •cz~z!1

c̄rz

r J ,

~A13!

G1~0,t;u!50, ~A14!

G2~0,t;u!5R~0,t;u!. ~A15!

Equations~A11!–~A15! constitute a set of equations with
which the inverse problem can be solved.

Example A1.This example shows simultaneous recon-
struction using two different incident angles. The reflection
kernel R(t;u) for u50° and 45 ° are plotted in Fig. A1~a!
for the profiles shown in Fig. A1~b! ~where steep slopes are
used to approximate jump discontinuities in the density!. The
simultaneous reconstruction of the velocityc(z) and the den-
sity r(z) are given by the dotted lines in Fig. A1~b!, which
essentially coincide with the true profiles~the solid lines!.
The grid size used here isDt52t(zmax)/N, Dz5zmax/N,

Dt52Dz/ c̄, with N51024, zmax51.1. Since the grid size
Dt differs for different depthz, an interpolation is used in
propagatingG6 to the next layer. We have also tested the
noisy data for the reflection kernelR(t;u) as shown by the
dashed line in Fig. A1~a! @the Gaussian random noise has a
root mean square signal to noise ratio (rmsS/N) of 8.6#. The
corresponding reconstruction is given by the dashed line in
Fig. A1~b!, which indicates that the inverse algorithm is
stable for the noise data. One can certainly perform a similar
reconstruction using the reflection kernelR(t;u) for u50°
and 30°. Again, we note that the incident angles need to be
separated well enough for the simultaneous reconstruction to
be stable under noise.
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Extraction of a target scattering response from measurements
made over long ranges in shallow water
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The scattering response of a structure may be extracted from acoustic measurements made in
shallow water at relatively long ranges from the target. The procedure described uses an array of
sources to approximately generate a low-order mode and an array of receivers to isolate from the
received echo a low-order mode. Since low-order modes behave as plane waves in the vicinity of
the target, the free-field target response may be extracted from such measurements. In general, such
a procedure for the generation of a low-order mode requires a large number of sources. The number
is of the order of the number of propagating, nonevanescent modes present in the shallow water
environment at the frequencies used. If this number is prohibitively large, temporal discrimination
may be used in addition to beamforming to reduce the number of sources necessary for the isolation
of the free-field target response. Similarly, the number of receivers required for the isolation of a
mode from the received signal may be reduced by the use of temporal discrimination in addition to
beamforming techniques. This article presents the detailed procedure used as well as numerical
simulations to demonstrate the feasibility of such a process.@S0001-4966~97!00208-7#

PACS numbers: 43.30.Bp, 43.30.Gv, 43.30.Vh@JHM#

INTRODUCTION

A single omnidirectional source placed in shallow water
will produce an incident field on a target that contains inter-
fering multipath arrivals. Similarly, the scattered field from
the target arrives at a receiver through multipaths which pro-
duce interference effects. If the source and the receiver are
placed at long ranges from the target, the multipaths arrive at
the receiver very close in time. Thus the use of simple time-
gating techniques will not be feasible for isolation of the
target response from the received signal.

The use of beamforming techniques allows the isolation
of the target response more readily.1 In this case, beamform-
ing may be applied to a vertical or horizontal array of
sources to generate a low-order shallow water mode since
low-order modes, in the vicinity of the target, behave as
plane waves. Similarly, a vertical or a horizontal array of
receivers may be used to extract from the received signal a
low-order mode. The procedure for the generation of a given
mode in shallow water with a discrete vertical or horizontal
array of sources is well known but it typically requires the
number of sources to be at least as many as the number of
propagating modes present in the shallow water medium at
the frequencies of interest. This number, which increases
with frequency and with water depth, may be prohibitively
large. The alternative approach used here is to generate a
low-order mode and suppress other low-order modes while
the higher-order modes are removed by the use of time-
gating techniques.

I. THE SCATTERED FIELD IN A BOUNDED MEDIUM

In shallow water, the acoustic pressure fieldP(r ,t) sat-
isfies the wave equation

r“–S 1

r
“PD2

1

c2

]2P

]t2 50, ~1!

wherec5c(r ) is the time-independent sound speed. The use
of Fourier decomposition reduces this to a three-dimensional
problem,

P~r ,t !5E p~r ,v!e2 ivt dv, ~2!

where the solution in the frequency domainp(r ,v) satisfies

r“–S 1

r
“pD1k2p50. ~3!

Above,k5v/c is the wave number.
An omnidirectional source placed at positionr s pro-

duces a field that satisfies

r“–S 1

r
“pD1k2p5q0d~r2r s!, ~4!

where q0 is the source amplitude andd is the Dirac delta
function. In a range-independent environment, where the co-
ordinate system is placed with thez axis along the vertical
direction with c5c(z), the normal mode solution to the
above equation is2

p~r !5q0p i (
n51

`

un~z!un~zs!H0
~1!~knur2rsu!, ~5!

whereH0
(1) is the zeroth-order cylindrical Hankel function of

the first kind andr is the projection ofr onto thex-y plane.
At long ranges, wherekur2rsu@1, only a finite numberN
of propagating modes contribute to the above sum. They
form the discrete spectrum of the nonevanescent modes with
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real kn values. In this case the far-field approximation to the
Hankel function gives

p~r !5q0~2p i !1/2(
n51

N
1

~knur2rsu!1/2

3un~z!un~zs!e
i ~knur2rsu!. ~6!

Consider the geometry shown in Fig. 1, where an omni-
directional source produces a field satisfying Eq.~4!, which
is then scattered by a target and measured by a receiver. If
both the source and the receiver are distant from the target,
and the target is sufficiently distant from shallow water
boundaries for multiple scattering effects to be negligible,3,4

then the scattered field may be written in a simple form.5,6

Ingenito5 derived this algorithm for an arbitrary target satis-
fying rigid boundary conditions and stated that it may be
generalized to the more generic case. Here the algorithm is
derived for a target satisfying arbitrary boundary conditions.
We follow a procedure similar to Ingenito’s.

Assuming the sound speed near the scatterer is approxi-
mately constant, each normal modeun in this region varies
approximately sinusoidally,

un~z!5aneianz1bne2 ianz, ~7!

where

an5S v2

c2 2kn
2D 1/2

, ~8!

an5
1

2 Fun~zc!1
un8~zc!

ian
Ge2 ianzc, ~9!

bn5
1

2 Fun~zc!2
un8~zc!

ian
Geianzc, ~10!

zc is thez coordinate of the center of the scatterer, and prime
designates differentiation with respect to the argument. For
simplicity we choose the center of the scatterer to lie at the
coordinate origin, withzc50, without any loss of generality.
Substitution of Eq.~7! into the expression for the incident
field pi given by Eq.~6! results in

pi~r !5q~2p i !1/2(
n51

N
un~zs!

~knur2rsu!1/2 @anei ~knur2rsu1anz!

1bnei ~knur2rsu2anz!#. ~11!

This represents the expansion of the incident field in terms of
a finite number of plane waves incident from various direc-
tions. The shallow water Green’s function,G(r ,r 8), for kur
2r 8u@1, which is also the solution to Eq.~4! with q051,

may similarly be expanded in terms of plane waves,

G~r ,r 8!5~2p i !1/2(
n51

N
un~z8!

~knur2r8u!1/2

3@anei ~knur2r8u1anz!1bnei ~knur2r8u2anz!#.

~12!

To solve for the scattered fieldps , we use the Helmholtz
integral equation7

ps~r 8!5
1

4p E
S
@p~r !n̂–“G~r ,r 8!

2n̂–“p~r !G~r ,r 8!#dS, ~13!

wherep(r ) is the total field,

p~r !5pi~r !1ps~r !. ~14!

We next define the variablespn6
b to be the the scattered

field produced by a plane wave of the formei (knur2rsu6anz)

incident on the scatterer in the bounded medium. Using the
principle of the wave superposition for a linear medium, the
incident field given by Eq.~11! produces a scattered field
given by

ps~r !5q~2p i !1/2(
n51

N
un~zs!

~knrs!
1/2 @anpn1

b 1bnpn2
b #. ~15!

We have assumed above that the size of the scatterer is much
less than the distance between the source and the scatterer, so
that ur2rsu remains constant for pointsr on the region near
the surface of the scatterer.

An expression forpn6
b may be determined from the

Helmholtz integral equation. The substitution of the Green’s
function expression, Eq.~12!, into Eq. ~13! and the use of
Eq. ~14! results in

pn6
b ~r 8!5

1

2 S i

2p D 1/2

(
m51

N
um~z8!

~kmr8!1/2

3E
S
$@ei ~knur2rsu6anz!

1pn6
b #n̂–“@amei ~kmur2r8u1amz!

1bmei ~kmur2r8u2amz!#2n̂–“@ei ~knur2rsu6anz!

1pn6
b #@amei ~kmur2r8u1amz!

1bmei ~kmur2r8u2amz!#%dS, ~16!

where we have again assumed that the size of the scatterer is
much less than the distance betweenr 8 and the scatterer, so
that ur2r8u remains constant for pointsr on the surface of
the scatterer.

We define the variablespn6
u to be the scattered field

produced by a plane wave field of the formei (knur2rsu6anz)

incident on the target in free space. This field also satisfies
the Helmholtz integral equation but with the free-field
Green’s function,

FIG. 1. Geometry showing the source, the scatterer, and the coordinate
system in the shallow water environment.
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pn6
u ~r 8!5

1

4p E
S
H @ei ~knur2rsu6anz!

1pn6
u ~r !#n̂–“

eikur2r8u

ur2r 8u

2n̂–“@ei ~knur2rsu6anz!

1pn6
u ~r !#

eikur2r8u

ur2r 8u J dS. ~17!

This has the far-field approximation given by

pn6
u ~r 8!5

1

4p

eikr 8

r 8
E

S
$@ei ~knur2rsu6anz!

1pn6
u ~r !#n̂–“e2 ik r̂ 8–r2n̂–“@ei ~knur2rsu6anz!

1pn6
u ~r !#e2 ik r̂ 8•r%dS, ~18!

or

pn6
u ~r ,u,f!5

eikr

r
ei ~knrs!S~ r̂ ,2 k̂n6!, ~19!

where (k̂n6) is the direction of the plane-wave
ei (knur2rsu6anz) satisfying

v

c
k̂n6–r5~knur2rsu6anz!; ~20!

S is the scattering function in an unbounded medium that
depends only on the direction of the incident field and the
direction of the position where the scattered field is mea-
sured. Combining Eqs.~16!, ~18!, and ~19!, and assuming
that the scattered field on the surface of the target and its
normal derivative in a bounded medium are the same as the
fields in an unbounded medium, i.e.,pn6

u uS5pn6
b uS and

n̂–“pn6
u uS5n̂–“pn6

b uS , we obtain

pn6
b ~r !5~2p i !1/2(

m51

N
um~z!

~kmr!1/2 ei ~knrs1kmr!

3@amS~ k̂m1 ,k̂n6!1bmS~ k̂m2 ,k̂n6!#. ~21!

Substituting this into Eq.~15! gives the total scattered field in
the bounded medium

ps~r !52p iq (
n51

N

(
m51

N
un~zs!um~z!

~knrs!
1/2~kmr!1/2 ei ~knrs1kmr!

3@anamS~ k̂m1 ,k̂n1!1anbmS~ k̂m2 ,k̂n1!

1bnamS~ k̂m1 ,k̂n2!1bnbmS~ k̂m2 ,k̂n2!#, ~22!

where an and bn are given by Eqs.~9! and ~10! with zc

50.
If multiple scattering effects cannot be neglected be-

cause the target is close to a shallow water boundary, then
other approaches for the determination of the scattered field
include the T-matrix method,8–10 the boundary-element
method,4,11 and the method of wave superposition.12

II. BEAMFORMING

The low-order modes in Eq.~5! have smallan values.
From Eqs.~7! and ~8!, it is apparent that, for these modes,
the wave number in the horizontal directionkn approaches
v/c, making the modes behave similar to plane waves
propagating horizontally. The isolation of a target response
could therefore be accomplished by the generation of one
low-order mode and the extraction from the received echo of
one low-order mode. The generation of a low-order mode
may be accomplished with the use of a vertical or a horizon-
tal array with source strengths weighed to suppress other
low-order modes. Additionally, since higher-order modes
have much lower group velocities in the horizontal direction,
the use of time-windowing techniques may be used to isolate
the low-order mode from the high-order modes. The isola-
tion of a low-order mode from the received signal is simi-
larly accomplished with an array of receivers and the use of
time-windowing techniques.

A. Vertical arrays

Consider a vertical array of M sources with equal spac-
ing Dzs between any two adjacent sources, where source 1
has coordinates (rs ,zs ,fs). At long ranges, such a source
distribution will produce a field given by

p~r !5~2p i !1/2(
m51

M

qm(
n51

N
1

~knur2rsu!1/2 un~z!

3un~zs1@m21#Dzs!e
i ~knur2rsu!, ~23!

whereqm is the source strength of sourcem, and we recall
that N is the number of propagating modes in the environ-
ment.

If M>N, then such an array may be used to generate a
field consisting of only one moden, having the form

pideal~r !5Q~2p i !1/2
1

~knur2rsu!1/2 un~z!ei ~knur2rsu!.

~24!

The satisfaction of Eqs.~23! and ~24! for all z requires the
solution to the system of equations

(
m51

M

Anmqm5Bn , ~25!

where

Anm5~2p i !1/2
1

~knur2rsu!1/2

3un~zs1@m21#Dzs!e
i ~knur2rsu! ~26!

and

Bn5~2p i !1/2Q
1

~knur2rsu!1/2 ei ~knur2rsu!. ~27!

Matrix A, with elementsAnm , may be inverted using the
least-squares method to obtain a solution for the source
strengthsqm ,

q5~A†A!21A†B, ~28!
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where † designates the adjoint operation; column vectorq is
defined to have elementsqn ; and column vectorB has ele-
ment Bn in the nth row, and zeroes elsewhere. This proce-
dure is similar to the determination of mode strengths from
measurements made using an array ofM hydrophones dis-
cussed by Tindelet al.13

If M,N, then the system of equations given by Eq.~25!
will be overdetermined. In this case, the least-squares proce-
dure described by Eq.~28! may still be used to generate a
field with least-square difference from the ideal field de-
scribed by Eq.~24!. The alternative is to suppressM21
low-order modes. This is accomplished by defining an
M3M matrix A8 with elementsAnm8 5Anm and inverting
this smaller matrix instead,

q5~A8†A8!21A8†B. ~29!

This procedure will place no restrictions on the higher-order
modesn.M which may instead be removed by temporal
discrimination.

Using the principle of reciprocity, it is easy to show that
beamforming with the receiver array to isolate a low-order
mode while suppressing others requires the identical weight-
ing on the receivers as the source strengths required for the
generation of the mode described above.

The procedure is applied to the ribbed cylindrical nickel
shell with hemispherical endcaps, shown in Fig. 2, having
radiusa53 m. The cylinder has an axis of symmetry and a
plane of symmetry, shown by the dashed line in Fig. 2. It has
a total lengthL514a, a shell thickness oft50.0074a, and
contains 85 ribs with rib spacingd50.14a. The shorter ribs
have a length ofl 150.077a and a thicknesst150.0065a.
Every thirteenth rib is longer, having a length ofl 250.14a
and a thickness oft250.0074a. The free-field target re-
sponse is simulated numerically using the program
SARA-2D,14 which models the structure using the finite ele-
ments method, and models the unbounded medium exterior
to the structure using the finite and infinite elements method.
For additional details on the simulation of the free-field tar-
get response, the reader is referred to Refs. 15 and 16.

The cylinder is placed in the shallow water environment,
shown in Fig. 3 at a depth of 45 m. The normal modes in the
shallow water are computed using the programKRAKEN.17

Equation~22! is then applied to determine the response of
the cylinder in this environment.

A vertical array of ten sources, at a distance of 10 km
from the cylinder, is designed to generate mode 1 while sup-
pressing modes 2–10, as described above with a value of
Q51 in Eq. ~27!. A ten receiver array, placed at the same
location as the source array, measures the field scattered by

the target. The receiver array is beamformed to extract from
the received signal mode 1, while removing modes 2–10.

Figure 4 shows this beamformed signal in the frequency
domain. The horizontal axis represents the cylinder orienta-
tion. It is the angle between the direction of the incident field
and the axis of symmetry of the cylinder. It ranges from 0°,
which represents end incidence, to 90°, which represents
normal incidence. The vertical axis in Fig. 4 represents the

FIG. 2. The cylindrical scatterer where the dashed line on the right repre-
sents the plane of symmetry of the cylinder.

FIG. 3. The shallow water environment wherea is the attenuation in dB per
wavelength.

FIG. 4. Frequency domain response of the cylinder in shallow water with
vertical array of sources and vertical array of receivers.
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dimensionless quantityka. Figure 5~a! shows the same field
in the time domain. It is compared to the monostatic time
domain response of the same cylinder in free space, shown in
5~b!. Time in both plots is shown using the dimensionless
quantity ct/a, where c is the speed of sound in the fluid
region near the scatterer. The time origin in both curves is
arbitrarily chosen to occur at some time prior to the arrival of
the target response. The amplitude of both signals is normal-
ized to have a maximum value of unity or 0 dB and plotted
such that all values between220 and 0 dB are shown in red.

Comparison of Fig. 5~a! to Fig. 5~b! shows that during
the early time interval of 100a/c, the shallow water re-
sponse, Fig. 5~a!, looks similar to the free-field response,
Fig. 5~b!. This portion of the field is generated by mode 1
incident on the target, where it behaves as a plane wave,
while the receiver isolates mode 1 from the received signal
which also behaves as a plane wave near the target. We will
call this the mode 1–mode 1 arrival. Later the higher-order
modes begin to arrive. They are modes 11 and higher that
arrive with a time delay from the mode 1–mode 1 arrival.
These higher-order modes are next removed using a time
window of 31a/c and the windowed signal is inverted to the
frequency domain. The result is shown in Fig. 6~a!. Figure
6~b! shows the result of the same operation applied to the
free-field response. We observe both plots are very similar in
shape.

B. Horizontal arrays

In shallow water, a given mode may be generated by the
use of a horizontal array instead, but the requirements in this
case are different from those of a vertical array mainly be-
cause the spread in wave numberskn in the horizontal direc-
tion is different from the spread of wave numbersan in the
vertical direction. While the wave numbers in the vertical
direction an vary from low values to nearly the acoustic
wave numberk5v/c, the wave numbers in the horizontal
directionkn remain nearly equal tok. This makes beamform-
ing more difficult with horizontal arrays and necessitates
large spacing between adjacent sources or adjacent receivers
for this case.

Consider a horizontal array ofM sources where source
m has coordinatesrm5(rm ,zs ,fs). At large distances from
the array, the field generated by this array is given by

p~r !5~2p i !1/2(
m51

M

qm(
n51

N
1

~knurm2rsu!1/2

3un~z!un~zs!e
i ~knurm2rsu!, ~30!

whereqm is the source strength of modem, and rm is the
projection ofrm onto thex-y plane.

The procedure for the generation of a mode with a hori-
zontal array is similar to that with a vertical array. In this
case, the ideal moden to be generated has the form

pideal~r !5Q~2p i !1/2
1

~knur2r1u!1/2 un~z!ei ~knur2r1u!.

~31!

The satisfacation of Eqs.~30! and~31! for all z requires
the solution of the system of equations

(
m51

M

Cnmqm5Dn , ~32!

where

Cnm5~2p i !1/2
1

~knurm2rsu!1/2 un~zs!e
i ~knurm2rsu!, ~33!

and

Dn5~2p i !1/2Q
1

~knur2r1u!1/2 ei ~knur2r1u!. ~34!

Again, for M>N, matrix C with elementsCnm may be
inverted using the least-squares method to obtain a solution
for the source strengths.

q5~C†C!21C†D, ~35!

where column vectorD has elementDn in the nth row and
zeroes in the remaining rows. ForM,N, in order to sup-
pressM21 low-order modes, anM3M matrix C8, defined
to have elementsCnm8 5Cnm , is inverted instead,

q5~C8†C8!21C8†D. ~36!

Numerical simulations are performed for the horizontal
array with the same scatterer and same environment used for
the vertical array simulations. The horizontal array contains
21 sources with equal spacing of 400 m between adjacent
sources. A vertical array of ten receivers is placed at the
same location as the source that is farthest from the scatterer
where the distance between this receiver array and the scat-
terer is 10 km.

Figure 7~a! and ~b! shows the time domain impulse re-
sponse in shallow water and free space, respectively, both in
the frequency range corresponding to 2.5<ka<2.9. Again,
the time origin is arbitrary and both plots are normalized to
have a maximum value of 0 dB and plotted such that all
values between220 and 0 dB are shown in red. In shallow
water, during the early period, we observe that the mode
1–mode 1 arrival is very similar to the free-field response. At
later times, modes 22 and higher produce additional effects
in Fig. 7~a!. The use of a time window of width 155a/c
followed by a Fourier transform applied to Fig. 7~a! and~b!
produces the frequency domain response shown in Fig. 8~a!
and 8~b!, respectively. Again, the shallow water response,
shown in Fig. 8~a!, is very similar to the free-field response,
shown in Fig. 8~b!.

Using the principle of reciprocity, we note that the
above simulation is identical to the case where the sources
and the receivers are interchanged, i.e., the case where a
vertical array of ten sources produces a field that is scattered
by the cylinder and measured by a horizontal array of 21
receivers.

III. CONCLUSION

The scattering response of a target may be extracted
from measurements made in shallow water using modal de-
composition with vertical or horizontal arrays of sources and
receivers. If the number of sources or receivers are less than
the number of propagating modes present in the shallow wa-
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FIG. 5. Time domain response of cylinder for 2.5<ka<12.5 in ~a! shallow water with vertical array of sources and vertical array of receivers and~b! free
space.

FIG. 6. Frequency domain response of cylinder in~a! shallow water with vertical array of sources and vertical array of receivers and~b! free space.
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FIG. 7. Time domain response of cylinder for 2.5<ka<2.9 in ~a! shallow water with horizontal array of sources and vertical array of receivers and~b! free
space.

FIG. 8. Frequency domain response of cylinder in~a! shallow water with horizontal array of sources and vertical array of receivers and~b! free space.
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ter environment, beamforming techniques that suppress low-
order modes may be used in addition to temporal windowing
techniques that remove from the received signal higher-order
modes. Such a procedure is more feasible with vertical arrays
because of the larger spread of wave numbers in the vertical
direction. The smaller spread of wave numbers in the hori-
zontal direction makes beamforming more difficult with
horizontal arrays because of the condition of the matrices
that require inversion in that case.
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Inversion of bottom/subbottom statistical parameters
from acoustic backscatter dataa)

Altan Turgut
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Inversion of statistical parameters of a bottom/subbottom scattering model is investigated by using
genetic algorithms for both synthetic and real data. The bottom/subbottom scattering model used in
the calculations is a modified version of Lyons, Anderson, and Dwan@J. Acoust. Soc. Am.79,
1410–1422 ~1986!# in which correlation between subbottom density, compressibility, and
sound-speed fluctuations is established through Wood’s equation@A Textbook of Sound~Macmillan,
New York, 1941!#, and volume inhomogeneities are described by von Karman type autocorrelation
functions @T. von Karman, J. Mar. Res.7, 252–264 ~1948!#. The inversion is posed as an
optimization problem which is solved~by a controlled Monte Carlo search using genetic algorithms!
to find the optimum set of statistical parameters that minimizes the quadratic deviation between
measured and calculated backscatter data.A posteriori probabilities calculated at the end of the
search are used for error estimation and indication of relative importance of model parameters. This
information helps to further assess the relative importance of two major scattering mechanisms due
to bottom roughness and subbottom inhomogeneities. Such assessment is successfully demonstrated
by using synthetic and real backscatter data for sandy, silty, and muddy sediments. Finally, inverted
statistical parameters for a sandy site at Biscayne Bay, Florida confirm the results of simultaneous
tomographic measurements indicating that scattering by subbottom inhomogeneities plays a minor
role for this particular site.@S0001-4966~97!00908-9#

PACS numbers: 43.30.Ft, 43.30.Gv, 43.30.Ky, 43.30.Ma@JHM#

INTRODUCTION

During the past three decades, sound scattering from the
ocean bottom has been investigated by several researchers,
most of whom have emphasized the scattering from the
water–sediment interface~e.g., Marsh, 1961; Kuo, 1963!.
However, in the case of a smooth bottom with soft sedi-
ments, their theoretical models predict much lower backscat-
ter levels than those obtained by measurements. Excess lev-
els of measured backscatter are usually attributed to volume
scattering from subbottom inhomogeneities. Beginning in the
early 1960’s, several theoretical models for volume scatter-
ing have been developed. Stockhausen~1963! developed a
volume scattering model which includes refraction and at-
tenuation in a statistically homogeneous sediment with a flat
sea bottom and small spherical scatterers. Crowther~1983!
extended Kuo’s model for interface scattering by introducing
a complex sound speed in the sediment. He also developed a
volume scattering model for a flat, refracting interface and
compared his model results with previous experimental re-
sults for moderate~1.6–6.4 kHz! and very high~400–1000
kHz! frequencies. Jacksonet al. ~1986! developed a compos-
ite roughness model for bottom interface scattering and com-
bined it with Stockhausen’s model for volume scattering.
Mourad and Jackson~1989! introduced an improved version
of the composite roughness model and related the bottom
scattering strength to a number of measurable bottom param-
eters. Tang~1991! has shown that measured spatial correla-

tion of the scattered field might also be used to remotely
determine the parameters critical to volume scattering. Jack-
son and Briggs~1992! were able show that the interface scat-
tering model at a sandy site, and the volume scattering model
at two silty sites, fit their backscattering data. In their model
they have left the sediment volume scattering strength as a
free parameter due to lack of statistical information on sedi-
ment volume inhomogeneities. Recently, Lyonset al. ~1994!
incorporated Stockhausen’s volume scattering model includ-
ing composite roughness with the addition of scattering from
subbottom interfaces. They showed that high/low backscatter
levels of GLORIA imagery are due to the presence/absence
of an inhomogeneous silt–clay layer overlying an acousti-
cally hard sand layer. Similar to Crowther’s~1983! treat-
ment, they described the sediment volume inhomogeneities
using an anisotropic exponential correlation function and ob-
tained some of the model parameters from ground truth core
data ~one-dimensional! leaving the horizontal correlation
length as a free parameter. Turgut~1991! introduced a to-
mographic method for measuring sound-speed inhomogene-
ities in a vertical cross section of sediment so that a two-
dimensional correlation function can be estimated. The two-
dimensional correlation function provides information on
both vertical and horizontal correlation lengths, as well as
layer dipping at certain azimuthal directions. Also, several
authors have attempted to estimate parameters of interface
scattering models from backscatter data. De Moustier and
Alexandrou ~1990! implemented a qualitative curve-fitting
method to estimate two parameters of the Helmholtz–
Kirchoff ~H–K! model from their multi-beam echo-sounder
data. Michalopoulou and Alexandrou~1996! used a Bayesian

a!Experimental part of this work was completed while the author was at the
University of Miami.
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approach with a maximum likelihood estimation method to
estimate the H–K model parameters from the same data set.
Bourgeois and Caruthers~1992! implemented backpropaga-
tion neural networks to estimate six parameters of their bi-
static scattering strength model with partial success. Simi-
larly, Gott and Martinez~1993! reported limited success in
estimating four parameters of both Rayleigh–Rice~R–R!
and H–K models using neural networks.

In this paper, both interface roughness parameters of a
R–R model and subbottom volume scattering parameters of
a modified Stockhausen model are simultaneously inverted
by using parallel genetic algorithms~GAs! in a global opti-
mization method. Along with successful inversions of both
synthetic and real data,a posteriori probabilities are esti-
mated and the relative importance of each parameter~inter-
face or volume! is determined for a given data set.

The paper is organized as follows: In Sec. I, after a brief
definition of interface and volume scattering cross sections,
3D sound-speed structure in the sediment is described by a
von Karman-type spectrum. Correlation among sediment
density, compressibility, and sound-speed fluctuations is also
established using Wood’s equation so that volume back-
scattering strength can be defined by the variance of a single
parameter~sound speed!. In Sec. II, a standard GA is briefly
described and its extension to parallel GAs used in the inver-
sion is outlined. In Sec. III, sensitivity analysis and numeri-
cal examples of inversion from synthetic data for muddy,
silty, and sandy sediments are given. In Sec. IV, tomographic
measurements of sediment inhomogeneities at the Biscayne
Bay site are briefly outlined. Then, volume scattering param-
eters estimated by the tomographic measurements are com-
pared with those of GA inversion from backscatter data. Fi-
nally, backscatter data from Arafura Sea and Quinault Range
sites ~Jackson and Briggs, 1992! are inverted. Conclusions
are given in Sec. V. For completeness, the composite rough-
ness model of Jacksonet al. ~1986! and volume scattering
model of Lyonset al. ~1994! with modifications are briefly
outlined in the Appendix.

I. BOTTOM BACKSCATTERING MODEL

Bottom backscattering strength,Sb(u), is defined as the
decibel equivalent of the sum of interface and volume scat-
tering cross sections~Urick, 1983! as

Sb~u!510 log10@scr~u!1sv~u!#, ~1!

whereu is the grazing angle, andscr(u) andsv(u) are di-
mensionless backscattering cross sections per unit solid
angle per unit area due to interface roughness and volume
scattering, respectively. Both cross sections are calculated
using perturbation approximations, and corrections for shad-
owing and large-scale bottom slope are included in the con-
text of the composite roughness approximation~McDaniel
and Gorman, 1983! as

scr~u!5S~u,s!F~u,spr ,s!, ~2!

and

sv~u!5S~u,s!F~u,spv ,s!, ~3!

whereS(u,s) is the shadowing correction,F(u,spr ,s) is a
slope averaging integral,s is the rms slope,spr is the inter-
face backscattering cross section in the Rayleigh–Rice per-
turbation approximation, andspv is the volume backscatter-
ing cross section in the Born perturbation approximation. A
detailed description of each cross section is given in the Ap-
pendix @Eqs.~A4! and ~A18!#.

A. Small-scale sediment sound-speed structure as a
3-D random field

Sound-speed structure in the sediment is rather complex
so that a determistic description of such a field is almost
impossible for a given site considering the length scales of
interest~a few centimeters to tens of meters!. Stochastic de-
scription and parameterization of the field in terms of its
statistical properties is more useful for an acoustic back-
scattering model. We describe the sediment sound-speed
structure by partitioning the field into a deterministic part
c0(x) and a stochastic partDc(x) as

c~x!5c0~x!1Dc~x!, ~4!

where x is the coordinate vector. The deterministic part
c0(x) represents site-specific large-scale features of a given
geological province. The stochastic partDc(x) represents
small-scale sound-speed structure which is modeled as a
zero-mean quasi-stationary random process. Second-order
statistics of the field described by a 3D power spectrum are
needed to model the acoustic scattering from such a medium.
Assuming c0(x) is constant within the sediment volume,
derivation of a volume scattering model is given in the Ap-
pendix@see Eqs.~A5!–~A16!#. Several forms of spectral rep-
resentations of volume inhomogeneities were proposed by
previous researchers, with certain spectral parameters to be
estimated from available sediment core samples. Based on
their limited number of core measurements, Crowther~1983!
and Lyonset al. ~1994! suggested a 3-D exponential corre-
lation function for the volume inhomogeneities correspond-
ing to a 3-D power spectrum in the form:

Se~j!5
a2bm

p2~11j2!2 , ~5!

where j5@(a2(jx
21jy

2)1b2jz
2#1/2 is the magnitude of the

wave number vectorj, jx andjy are the horizontal compo-
nents ofj, jz is the vertical component ofj, a is the hori-
zontal scale factor,b is the vertical scale factor, andm is the
sound-speed variance.

At large wave numbers~ajx ,ajy@1, andbjz@1! the
above spectrum rolls off at the constant ratej24. However,
Briggs’ ~1994! estimation of correlation functions from the
cores taken at 14 different sites showed distinct departures
from an exponential correlation function, suggesting the
need for an arbitrary roll-off rate. A pure power-law spec-
trum, proposed by Tappert~1991!, includes such an arbitrary
roll-off rate with the form

Sp~j!5
b1a2bb1B

2p
j2~b112!, ~6!
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where B is the structure constant, andb1 is the one-
dimensional spectral exponent. The parametersB andb1 are
usually obtained from vertical core sampling assuming hori-
zontal layering. In the case of layer dipping, they should be
modified to represent the statistics along the axis normal to
dipped layering. AlthoughSp generalizesSe to an arbitrary
asymptotic roll-off rate, it is inadequate at low wave num-
bers, since extrapolating a pure power law too far in this
direction leads to unrealistically large values of sound-speed
variances. A more adequate spectrum of the von Karman-
type is proposed to describe sediment sound-speed inhomo-
geneities including horizontal anisotropy as

Sv~j!5maxaybp23/2
G~m!

G~m23/2!
~11j2!2m, m.3/2,

~7!

whereax anday are the horizontal scale factors (axÞay), G
is the Gamma function, andm is the volume spectral expo-
nent. The above spectrum is ellipsoidal since the components
of the wave number vectorj are scaled by direction-
dependent outer scales (uju5j5@(axjx)

21(ayjy)
2

1(bjz)
2#1/2). Similarly, the associated correlation function

Bv(r ) is also ellipsoidal since it depends on the distance
r (x)5@(x/ax)

21(y/ay)
21(z/b)2#1/2 as

Bv~r !5
m

2p21G~p!
r pKp~r !, ~8!

whereKp(r ) is Bessel’s function of the second kind of order
p5m23/2 ~Tatarskii, 1961!.

The 2-D wave number spectrumS(jx ,jz) is obtained by
integrating the 3-D spectrum over the wave numberjy :

Sv~jx ,jz!5maxbp21
G~m21/2!

G~m23/2!

3~11ax
2jx

21b2jz
2!2m11/2. ~9!

Estimation of the above spectral parametersm, ax , b, and
m was attempted first by Turgut~1991! using high-resolution
tomographic measurements of sound-speed inhomogeneities.
Further integration of Eq.~9! over the wave numberjx yields
a 1-D spectrum:

Sv~jz!5mbp21/2
G~m21!

G~m23/2!
~11b2jz

2!2m11, ~10!

in which the spectral parametersm, b, andm can be obtained
from sediment core analysis.

B. Correlation of sediment compressibility, density,
and sound-speed fluctuations

In this section, relations among sediment density, com-
pressibility, and sound-speed fluctuations are derived, and
their effects on the backscattering strength are analyzed. In
the Appendix, scattering amplitudef (ô,î) in Eq. ~A8! is de-
fined in terms of relative compressibility and density fluctua-
tions ~dk/k0 and dr/r0! around their mean valuesk0 and
r0 , respectively. Correlation of compressibility and density
fluctuations to sound-speed fluctuations enables us to repre-
sent the field by the fluctuations of a single parameter~sound
speed! in the sediment. Sediment compressibility and density

fluctuations can be calculated from the sound-speed fluctua-
tions, assuming that Wood’s~1941! equation,

k05~12n!k r1nk f , ~11!

is valid for most marine sediments, wheren is the sediment
porosity,k r is the compressibility of the grain, andk f is the
compressibility of the pore fluid. Similarly, bulk density of
the sediment is defined as

r05~12n!r r1nr f , ~12!

wherer r is the density of the grain andr f is the density of
the pore fluid. Relative sound-speed fluctuation in the me-
dium is related to density and compressibility fluctuations, in
first order, as

dc

c0
52

1

2 S dk

k0
1

dr

r0
D , ~13!

wherec051/(k0r0)1/2 is the spatial average of sound speed.
Then, density and compressibility fluctuations can be ex-
pressed in terms of sound-speed fluctuations as

dr

r0
522S gr21

gr1gk22D dc

c0
, ~14!

and

dk

k0
522S gk21

gr1gk22D dc

c0
, ~15!

where gr5r r /r0 and gk5k r /k0 . For a measured mean
value of sound speedc051650 m/s at the Biscayne Bay site,
calculated porosity, mean density, mean compressibility, and
ratios of their variation to sound-speed variation are given in
Table I. For backscattering calculations, considering the op-
posite directions of incoming and scattered waves@cos(ô,î)
521#, the kernel of the integral in Eq.~A8! can be related
to the sound-speed fluctuations as

dk

k0
2

dr

r0
5Vkr

~B!
dc

c0
, ~16!

where the parameterVkr
(B) is given as 2(gr2gk)/(gr1gk

22). In Fig. 1, the ratio of relative density fluctuations to
sound-speed fluctuations (dr/r0)/(dc/c0), the ratio of rela-
tive compressibility fluctuations to the sound-speed fluctua-
tions (dk/k0)/(dc/c0), and the parameterVkr

(B) are plotted as
a function of mean sound speedc0 . Notice that the square of
parameterVkr

(B) becomes significantly large for softer sedi-
ments (c0,1650 m/s). Since the volume scattering cross
section,Y, is linearly dependent on the square of parameter
Vkr

(B) @see Eq.~A15!#, softer sediments should exhibit larger
volume scattering strengths among the different types of
sediments having the same sound-speed variance.

II. GENETIC ALGORITHMS

Genetic algorithms~GAs! are search algorithms based
on natural selection and natural genetics~Goldberg, 1989!.
Since a detailed description of GAs and their application to
geophysical~Stoffa and Sen, 1991! and geoacoustic~Ger-
stoft, 1993! parameter estimation are given elsewhere, a brief
outline is presented in this section. In a standard GA, ran-
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domly selected values within a specified range are assigned
to each model parameter. Then, model parameters are binary
coded and formed into a string of haploid chromosomes. A
specified number of chromosomes is generated to obtain a
finite population on which three operations, namely: repro-
duction, crossover, and mutation are applied at each genera-
tion step. Reproduction is a process that selects the models
according to their objective functions from a randomly cho-
sen population of modelsm. This means that models produc-
ing optimal values of objective functionf~m! will have a
higher probability of contributing one or more offspring in
the next generation. After reproduction, a mating pool is es-
tablished and crossover is performed between randomly
paired models in the mating pool. Crossover is simply partial
exchange of bits between the paired models. This structured
yet randomized information exchange creates new models
with a minimum disruption to selection strategy dictated by
reproduction alone. It is subject to a specified crossover
probability, px . High px means most of the pairs will mate
and produce offspring. In case of lowpx , most of the parents
will be carried on to the next generation without mating. In
our application, a multi-point crossover was used by simul-
taneously exchanging information between corresponding

model parameters within the paired model vectors. Mutation
is necessary to ensure diversity within the population and to
prevent the search by reproduction and crossover from being
trapped around a local minimum. A randomly selected bit in
the parameter code is altered according to a specified muta-
tion probabilitypm . An update probability,pu , is also used
to control the influence of fit models from previous genera-
tions in the current generation. After the crossover, fitness
functions of new models are calculated. For each new model,
a model from the previous generation which was not selected
for the mating pool is assigned at random. Objective func-
tions of both the new model and the randomly selected old
model are compared. If the objective function of the new
model is better, the new model is always kept. If the objec-
tive function of the randomly selected old model is better,
the new model is replaced by the old model with the speci-
fied update probability,pu . We should point out that in our
application, the exact shape of the objective function is not
known. It might be multimodal due to the physics of the
forward problem or overparameterization of the inverse
problem. Goldberg and Richardson~1987! have shown that
standard GAs with the above three operators~px , pm , and
pu! converge to a single minimum among the several minima
with nearly equal heights~calledgenetic driftby the geneti-
cists!. Several techniques such assharing~Goldberg and Ri-
chardson, 1987! and crowding ~De Jong, 1975!, and their
improved versions~Mahfoud, 1992; Miller and Shaw, 1995!
have reported satisfactory results dealing with multimodal
objective functions. As in Sen and Stoffa~1992!, we used
parallel GAs to circumvent the problem ofgenetic drift.

A minimization problem is formulated by calculating an
objective, or cost function as the quadratic deviation between
measured and calculated backscattering strengths,

f~mi !5
iSobs2Scal~mi !i2

iSobsi2 , ~17!

whereSobs and Scal(m
i) are vectors of observed and calcu-

lated backscattering strengths~both interface and volume
scattering components! as a function of grazing angle, and
subscripti refers to thei th model vector within a randomly
selected initial population. Here,i•i is the l 2 norm of a
vector @ ixi5(x1

21•••1xn
2)1/2#.

TABLE I. Physical properties used for Biscayne Bay sediments.

Physical properties Symbols~units! Assumed values

Compressibility of grain k r (N/m2)21 2.5310211

Compressibility of the pore fluid k f (N/m2)21 4.35310210

Density of the grain rr (kg/m3) 2700
Density of the pore fluid r f (kg/m3) 1024

Calculated properties for Biscayne Bay sediments (c051650 m/s)

Physical properties Symbols~units! Calculated values

Porosity n 0.38
Mean compressibility of sediment k0 (N/m2)21 2.5310211

Mean density of sediment r0 (kg/m3) 2024
Variability ratio of density to sound speed (dr/r0)/(dc/c0) 1.3
Variability ratio of compressibility to sound speed (dk/k0)/(dc/c0) 23.3

FIG. 1. Density and compressibility variations with respect to sound-speed
variation, and parameterVkr

(B) as a function of mean sound-speedc0 .
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An exponential probability of selection is defined relat-
ing the likelihood of selection to their cost functions as

Ps~mi !5
e2f~mi !/T

( j 51
N e2f~mj !/T

, ~18!

where Ps(m
i) is the probability of selection for thei th

model,N is the population size, andT is a control parameter.
The control parameterT provides a controlled rate of con-
vergence to a global minimum. It can be analogous to a
cooling temperature used in the simulated annealing method
described by Sen and Stoffa~1992!. Alternatively, Sam-
bridge and Drijkoningen~1992! used the standard deviation
of the distribution, and Gerstoft~1993! used the minimum
value of the distribution, both with satisfactory rates of con-
vergence. In the current work, an effective cooling schedule
was adapted from Sen and Stoffa~1992! in which the tem-
perature was changed in a step-function fashion as follows:

Tk5~0.89!k for generations<5,
~19!

Tk50.01~0.89!k for generations.5,

where k is the generation number. At the end of several
parallel runs, thea posteriori probability density ~PPD!,
s~m!, the mean model parameters,^m&, and thea posteriori
model covariance matrix,CM , are calculated as~Tarantola,
1987!

s~m!5
e2f~m!/T

(e2f~m!/T , ~20!

^m&5( ms~m!, ~21!

CM5( mm†s~m!2^m&^m&†, ~22!

whereT is the temperature andm is the model derived at
that temperature, and the sum is taken over all the derived
models during the parallel search. During each individual
run, the above quantities were accumulated to estimate the
PPD, mean, and covariance of the model parameters. Notice
that the PPD is defined as the Gibbs probability distribution
with a temperatureT so that higher probabilities are assigned
to the models picked during the later generations. The PPDs
are good indicators of importance and uniqueness of each
parameter. The square roots of the diagonal terms of thea
posteriori model covariance matrix are the standard devia-
tions of the model parameters from the mean, which is a
measure of the accuracy of the inversion. The off-diagonal
terms are the correlation coefficients which show the inter-
action between different model parameters.

III. INVERSION OF SURFACE AND VOLUME
SCATTERING PARAMETERS

A. Sensitivity analysis

Modeling of both surface and volume backscattering re-
quires as many as nine parameters, which can be grouped as
surface, volume, and geoacoustic parameters. With the as-
sumption of uncorrelated surface and volume parameters, the
spectral exponentg and spectral strengthb in the surface

roughness spectrum in Eq.~A1! determine surface scattering.
On the other hand, volume scattering depends on the vertical
scale factorb, the aspect ratioa ~ratio of horizontal scale
factor to vertical scale factor assumingax5ay!, the volume
spectral exponentm, and the sediment sound-speed variance
m. The loss parameterd, sound-speed ration, and density
ratio q ~geoacoustic parameters! are expected to contribute to
both surface and volume scattering. A sensitivity analysis is
described below for the cases of muddy, silty, and sandy
sediments to demonstrate the effect of each parameter on the
backscattering strength. Backscattering strengths were calcu-
lated for the lower and upper bounds of each parameter,
while keeping the other parameters constant~see Table II!.
Numerical values of surface parameters were selected based
on the measurements of Jackson and Briggs~1992!, and
those of volumetric parameters were selected based on our
tomographic measurements and the core analyses of Briggs
~1994!. Bounds of each parameter are needed to be known as
a priori information so that a more effective search can be
performed within physically plausible limits. Figure 2~a!–~c!
shows dependence of backscattering strengths on each indi-
vidual parameter for muddy, silty, and sandy sediments for
the lower ~solid line! and upper~dotted line! bounds. As
expected, Fig. 2~a! shows relatively stronger dependency of
backscattering strength on volume and geo-
acoustic parameters~m, a, m, b, d, n, and q! than that on
surface parameters~g and b! in muddy sediments. Figure
2~c! depicts a reversed dependency of backscattering
strength for sandy sediments. In this case, effects of surface
parameters~g andb! are much more significant than those of
the volume parameters~a, b, and m!. Figure 2~b! shows
some degree of dependence of backscattering strength on all
the parameters for silty sediments. Considering a typical ex-
perimental error in backscattering measurements to be as
much as 3 dB~Jackson and Briggs, 1992!, inversion of cer-
tain parameters having minor effects on the backscattering
strength will be almost impossible from the real data. In our

TABLE II. True model parameters and their bounds used in the GA inver-
sion.

Model parameters Symbols

Sediment type Bounds

Muddy Silty Sandy Lower Upper

Surface spectral
exponent

g 3.2 3.5 3.8 2.9 3.9

Surface spectral
strength

b 0.0005 0.003 0.005 0.000 01 0.01

Loss
parameter

d 0.005 0.01 0.015 0.002 0.02

Vertical
scale factor

b 0.1 0.15 0.2 0.01 0.5

Aspect
ratio

a 10.0 7.5 6.0 1.0 15.0

Sound-speed
variance

m 0.005 0.001 0.0005 0.0001 0.01

Sound-speed
ratio

n 0.99 1.01 1.1 0.98 1.3

Density
ratio

q 1.55 1.7 1.85 1.4 2.1

Volume spectral
exponent

m 1.6 2.0 2.5 1.5 3.0
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parallel GA inversion of both noise-free synthetic data and
real data,a posteriori probabilities of these parameters are
also calculated to investigate the physical importance of each
individual parameter for the case of muddy, silty, or sandy
sediments. Results of these calculations are given in Sec.
III B.

Next, we investigate the objective function in Eq.~17!
by changing three selected parameters within their specified
bounds. All the other parameters are kept constant since a
visual display of the objective function is not possible for
higher dimensions. Figure 3~a! shows objective functions as
a function of three volume parameters~b, m, and m! for
muddy, silty, and sandy sediments. Figure 3~b! shows objec-
tive functions as a function of one geoacoustic~n! and two
surface~g and b! parameters for the same types of sedi-
ments. The objective function is minimum when the param-
eters take their true values, which are given in Table II. Each
three-parameter objective function depicts a large and com-
plicated shape of a minimum region arbitrarily defined as
f(m),1026. The minimum region shows mostly unimodal
behavior for most of the parameters, except for the volume
spectral exponentm. Multimodal behavior and some local
minima might also exist for the other parameters as we in-
crease the dimension of the objective function. In most cases
of inverting noise-free synthetic data, a value of 5.31028

was achieved for the objective function at the end of 80
generations. This value was about 5.31026 for the real data
due to other physical effects and measurement errors which

are not included in our backscattering model. The minimum
region of the objective function has a complicated shape for
silty sediments. For sandy sediments, the objective functions
calculated by changing volume parameters show a rather
large volume of the minimum region, indicating the insensi-
tivity to the volume parametersa, b, andm. On the other
hand, strong dependency of the objective function on the
surface parameters~b andg! is clearly shown for the sandy
sediment. Similar behavior of the objective function is ob-
served for the sensitivity of the muddy sediment on the sur-
face parameters in which isosurface planes being parallel to
theg-b plane indicate insensitivity to the surface parameters
g andb.

Finally, we explore the frequency dependency of our
backscattering model. An exponential correlation function of
sound-speed and density fluctuations obtained from core data
taken from several geological provinces~Crowther, 1983;
Lyons, 1994! and tomographic measurements at the Bis-
cayne Bay site favors the use of spectrumSe(j) in Eq. ~5! ~a
special case of von Karman spectrum with the spectral ex-
ponent m52!. However, Briggs’ ~1994! sediment core
analyses from 14 different sites showed some variability in
the correlation functions, indicating the need for a more gen-
eral model. Unfortunately, both of these ‘‘ground-truth’’
measurements~core sampling and tomography! are band
limited ~limited by the sampling interval and area of cover-
age!. A much wider spectrum of length scales might be
needed to describe the angle-dependent backscattering

FIG. 2. Backscattering strength levels for bounds of each model parameter for~a! muddy,~b! silty, and~c! sandy sediments~solid line is the lower bound and
dotted line is the upper bound!.
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FIG. 2. ~Continued.!
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strength even for single-frequency measurements. Therefore,
one should be careful to draw any conclusion on the fre-
quency dependency of the backscattering from such band-
limited ‘‘ground-truth’’ measurements. In Fig. 4, volume
backscattering strength is plotted as a function of grazing
angle and frequency for muddy sediments having spectral
exponent valuesm51.51, 2.0, and 2.5, respectively. As ex-
pected, the volume backscattering strength is almost constant
for m51.51 with the assumption of linear frequency-
dependent intrinsic attenuation in the sediment@see Eqs.
~A15! and~A16!#. The model predicts an increase in volume

backscattering strength from 100 Hz to 1 kHz for muddy
sediments with the spectral exponential values ofm52.0 and
m52.5. In this region, frequency dependency of volume
backscattering is controlled by all the volume parameters
~b, a, and m! in a complicated fashion. In the high-
frequency region~between 1 kHz and 100 kHz!, the volume
backscattering strength decreases with the frequency for
m52.0 andm52.5, with a higher rate for the latter case
(m52.5). The frequency dependency of the volume back-
scattering is mainly determined by the volume spectral ex-
ponentm in the high-frequency region.

FIG. 3. Three-dimensional display of the objective functions as a function of~a! volume ~b, m, and m! and ~b! geoacoustic~n! and surface~g and b!
parameters for muddy, silty, and sandy sediments.
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B. Inversion of synthetic backscattering data

The genetic algorithms described in Sec. II were imple-
mented to invert the statistical and geoacoustic parameters
~g, b, b, a, m, d, n, q, andm! using synthetic backscattering-
strength data as a function of grazing angle. The synthetic
data were generated at a frequency of 5 kHz for three sets of
parameters corresponding to sandy, silty, and muddy sedi-
ments. In addition to specified limits of each parameter, ad-
ditional constraints can be introduced by incorporating data
from core samples, roughness measurements, and tomogra-
phic measurements, or by implementing additional theories
to establish relations between certain parameters. Interface
backscattering strengths are calculated using a composite
roughness model~Jacksonet al., 1986! which is outlined in
the Appendix. This model assumes a power-law dependency
of the roughness spectrum, includes both small-scale rough-
ness height and large-scale slope of the bottom, and is valid
for moderate grazing angles (,70 deg). An outline of vol-
ume backscattering theory used in the model is also given in
the Appendix. For all the cases, inversion was started with a
population size~number of models! of N5100 and an initial
temperature ofT051. Crossover, mutation, and update prob-
abilities were also kept the same for all the cases
~px50.6, pm50.001, andpu50.9!. An eight-bit chromo-
some length was used for each of the nine parameters defin-
ing a search space of (28)9'531021 models. Convergence
to the minimum objective function was achieved in 80 gen-
erations which required 8000 forward calculations. Synthetic
backscattering data for grazing angles from 10 to 70 deg

with 2-deg increments were used in all the inversions. Figure
5~a!–~c! shows PPDs of each model parameter~g, b, d, b, a,
m, n, q, andm! for muddy, silty, and sandy sediments, re-
spectively. True values of each parameter are also plotted as
a vertical ~dotted! line. In general, geoacoustic parameters
~especially sound-speed ratio! are well estimated in all cases.
Estimation is relatively better for surface parameters in sandy
sediments, for volume parameters in muddy sediments, and
for all of the parameters in silty sediments. The mean and
one standard deviation of the parameters for sandy, silty, and
muddy sediments were estimated after 20 parallel GA runs
using different starting populations, and are shown in Fig.
5~a!–~c! also. In general, true values fall within one standard
deviation which was calculated from the diagonal elements
of a posteriori covariance matrix. This is reassuring espe-
cially considering the number of model parameters inverted
simultaneously for different types of sediments in which pa-
rameter dependency of the cost function changes dramati-
cally for each case.

During the search of model space, use of unrealistic den-
sity ratio and sound-speed ratio value pairs increases the
complexity of inversion since these are the parameters in
both surface and volume calculations@see Eqs.~A3!, ~A10!,
and ~A17!#. Using Eq. ~11! and Eq. ~12!, we establish a
correlation between density and sound speed to reduce the
number of parameters from nine to eight. By doing that, we
eliminate the process of searching physically unrealistic por-
tions of the model space~e.g., very high sound speeds for
muddy sediment or very low densities for sandy sediments,

FIG. 4. Frequency and grazing angle dependency of volume backscattering strength for muddy sediments with different volume spectral exponent values
~m51.51, 2.0, and 2.5!.
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FIG. 5. A posterioriprobability density functions of nine model parameters inverted for~a! muddy,~b! silty, and~c! sandy sediments. The GA-estimated mean
and one standard deviation~horizontal solid line!, and the true value~vertical dotted line! are also shown for each parameter.
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etc.!. The resulting PPDs of eight model parameters~g, b, d,
b, a, m, n, andm! for muddy, silty, and sandy sediments are
shown in Fig. 6~a!–~c! respectively. The calculated mean
and one standard deviation of the eight estimated parameters
are also shown in Fig. 6~a!–~c!. Again, in most cases the true

values fall within one standard deviation of the estimated
with generally smaller standard deviations than those of the
nine-parameter inversion@see Fig. 5~a!–~c!#.

Figure 7~a!–~c! shows the normalizeda posterioricova-
riance matrices~normalized by ^m&^m&†! of the eight-

FIG. 5. ~Continued.!

FIG. 6. A posterioriprobability density functions of eight model parameters inverted for~a! muddy,~b! silty, and~c! sandy sediments. The GA-estimated
mean and one standard deviation~horizontal solid line!, and the true value~vertical dotted line! are also shown for each parameter.
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parameter inversion for three types of sediments. In Fig. 7~a!,
relatively large uncertainty ofg andb ~as compared to those
of silty and sandy sediments! indicates that scattering is less
sensitive to interface parameters for muddy sediments. Simi-
larly, relatively larger uncertainty of the volume parameters
indicates scattering is less sensitive to volume param-

etersb and m for sandy sediments@compare Fig. 7~c! with
Fig. 7~a!, ~b!#. Figure 7~b! depicts an intermediate case in
which scattering is sensitive to both volume and interface
parameters for silty sediments~i.e., both interface and vol-
ume parameters contribute to the backscattering strength to
some extent!.

FIG. 6. ~Continued.!
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IV. EXPERIMENTAL RESULTS

A. Tomographic measurements of volumetric
inhomogeneities in the sediment

Travel-time tomography was used to invert the structure
of compressional wave speed between two vertical sediment
probes. The results give an independent determination of
volumetric parameters so that they can be compared with the
backscattering inversion results. The tomographic inversion
method utilizes the relation between observed travel-timeT
and sound-speed structurev(r ) through a line integral~Breg-
manet al., 1989!,

T5E
G

dl

v~r !
. ~23!

Here l is the arc length along the ray andG is the raypath
which is a function of sound-speed structure. Travel time is
nonlinearly related to the reciprocal of the sound-speed struc-
ture since the raypathG also depends on the sound-speed
structure. The problem can be solved linearly by applying
some perturbationsdv(r ) to an initial sound-speed structure
v0(r ) and fixed raypathsG0 . Then approximate differences
in travel times are

dT52E
G0

dv~r !dl

v0
2~r !

, ~24!

where second- and higher-order perturbations are neglected.
After parameterizing the model, Eq.~24! is expressed in
matrix-vector notation as

dT5Adv, ~25!

where dT are the travel-time differences between the data
and those obtained by ray tracing, the matrixA has elements
ai j 5]Ti /]v j , and dv are the sound-speed perturbations
which are related to travel-time differences through matrix
A. Matrix A is m3n, wheren is the number of grid points in
the spatial domain andm is the number of measured travel-
time data between sources and receivers. A damped least-
squares~LSQR! method~Paige and Saunders, 1982! is used

to calculate the sound-speed perturbation. The damped least-
squares solution of the above equation is

dv5~ATA1l2I !21ATdT, ~26!

whereI is the identity matrix andl is the damping param-
eter. The sound-speed distribution and corresponding ray-
paths are updated at each iteration, and the iteration process
is repeated until the travel-time differences are less than the
data error, or the change in sound-speed distribution is small.
Details of the inversion and an explanation of the numerical
code are given in Turgut~1993!.

During the tomography experiment, multi-element sedi-
ment probes were buried as deep as 5 m insandy sediments
by using a hydraulic jet burial system~Turgut, 1993! with
the assistance of SCUBA divers. An arbitrary function gen-
erator was interfaced with a personal computer to generate a
frequency sweep or pseudo-random binary sequence code for
the accurate measurement of travel times. Measured travel
times and relative source–receiver positions were used in the
tomographic inversion program. Figure 8~a! shows the in-
verted compressional sound-speed structure after the third
and final iteration. It should be noted that the dimensions of
the inverted cross section are 3.3 m34.5 m and the spatial
resolution of the tomographic inversion is about 0.15 m~de-
termined by synthetic runs!. The spatial resolution of the
tomographic measurements is not sufficient to predict the

FIG. 7. A posterioricovariance matrices of eight model parameters calcu-
lated for ~a! muddy,~b! silty, and~c! sandy sediments.

FIG. 8. ~a! Tomographic inversion of 2-D sound-speed structure after the
third and final iteration.~b! Wave number spectrum.~c! Correlation function
of sound-speed inhomogeneities.
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FIG. 9. ~a! A posterioriprobability density functions and~b! covariance matrices of eight model parameters inverted for Biscayne Bay sediment.

FIG. 10. Comparison of measured and model calculations of backscattering
strength levels using the inverted mean model parameters for Biscayne Bay
sediments~see Table III!. Volume scattering contribution to the backscatter
using the parameters obtained by tomographic measurements is also plotted.

TABLE III. Comparison of GA-inverted model parameters and those ob-
tained by tomographic measurements for Biscayne Bay sediments.

Parameters Symbols

Biscayne Bay sediment

GA inversion Tomography

Surface spectral
exponent

g 3.7060.11 •••

Surface spectral
strength

b 0.005760.0009 •••

Loss
parameter

d 0.011460.0036 0.01

Vertical
scale factor

b 0.4460.11 0.5

Aspect
ratio

a 5.2262.1 6.0

Sound-speed
variance

m 0.001160.0007 0.0008

Sound-speed
ratio

n 1.10060.004 1.1

Volume spectral
exponent

m 2.5760.17 •••
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parameters for volume scattering at frequencies higher than 6
kHz. In addition, at frequencies lower than 1 kHz, volume
inhomogeneities deeper than 5 m might contribute to the
scattering so that deeper tomographic images of sediments
are needed. Also, as in our case, the distance between the
probes should be comparable to the penetration depths of the
probes so that a reasonable angular coverage of rays for the
cross-well geometry is achieved. Larger separations cause
poor horizontal resolution, which would artificially produce
larger aspect ratios of sediment inhomogeneities. One also
should keep in mind that the derivative matrixA is ill-
conditioned and requires proper usage of damping parameter
l. Large damping values give a smoother solution which
would produce small sound-speed variations. On the con-
trary, small damping values give an oscillatory solution
which would produce large sound-speed variations. We
found that the optimum damping parameter could be effec-
tively obtained by inverting synthetic travel-time data for a
synthetic~known! sound-speed structure having the real di-
mensions and positions of the sources and receivers.

Figure 8~b!, ~c! shows the 2-D wave number spectrum
and correlation function of the inverted sound-speed inhomo-
geneities. The 2-D wave number spectrum is calculated by

FIG. 11. Comparison of measured and model calculations of backscattering
strength levels using the inverted mean model parameters~see Table IV! at
~a! Arafura Sea and~b! Quinault Range sites.

FIG. 12. ~a! A posterioriprobability density functions and~b! covariance matrices of eight model parameters inverted for Arafura Sea site.
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taking the two-dimensional Fourier transform of the field
after removal of a linear trend in the sound-speed structure.
The linear trend represents a two-dimensional plane which is
calculated by a least-squares curve-fitting method. Then,
from the Wiener–Khinchin theorem, the correlation function
is obtained by taking the inverse Fourier transform of the
spectral density. Notice in Fig. 8~c! that a slight slope is
present in the measured correlation function, representing a
layer dipping~a few degrees! at the experimental site. This
small layer dipping was negligible for backscattering calcu-
lations, however, it can be easily included in case of larger
layer dips.

B. Inversion of Biscayne Bay backscattering data

An eight-element hydrophone array with 0.5-m spacing
and an omnidirectional acoustic transducer were used for
both monostatic backscattering measurements and spatial
scattered field measurements. Half of the hydrophone array
was buried in the sediment, an arrangement that enabled us
to measure intrinsic attenuation. Intrinsic attenuation in the
sediment was measured from the first-arrival pulses received
by each buried hydrophone using the spectral ratio method
~Turgut and Yamamoto, 1988!. Only results from the mono-
static scattering measurements are reported in this paper.

Backscattering strength was measured by using 5-kHz
gated pulses at the same site where tomographic data of sub-
bottom inhomogeneities were available. The scattering coef-
ficient in this case is given as~Bunchuck and Zhitkovskii,
1980!

Mb5
I scat

I 0

R3

pcwtR0
2 , ~27!

whereR is the distance from the source to the insonified area
at the water–sediment interface,cw is the sound speed in
water, I 0 is the intensity of the transmitted signal at a dis-
tanceR0 from the source,t is the finite duration of the trans-
mitted pulse, andI scat is the intensity of the scattered signal.
Since the transmitted and scattered signals were recorded by

the same hydrophone, relative levels ofI scatandI 0 were used
in the above equation. Then, backscattering strength was cal-
culated using the relationSb510 log10 Mb .

Figure 9~a! shows the PPDs and normalizeda posteriori
covariance matrix of eight model parameters~g, b, d, b, a,
m, n, andm! for the Biscayne Bay sediments. For compari-
son, results from the tomographic measurements~b, a, m,
andn!, and from the spectral ratio method~d! are also plot-
ted as vertical~dotted! lines. Geoacoustic parameters~d and
n! are in good agreement with the tomographic measure-
ments. However, although the tomographic measurements
fall within one standard deviation of GA estimated volume
parameters, standard deviations are rather large due to sur-
face dominant scattering in sandy sediments. Figure 9~b! also
shows the normalizeda posteriori covariance matrix with
larger uncertainties of volume parameters, which is a good
indication of the importance of surface roughness at this site.
In Table III, a comparison is made for the mean and one
standard deviation of the inverted parameters with the to-
mographic measurements. Again, good agreement is shown
between the tomographic measurements and the GA estima-
tion of geoacoustic parameters~n andd!. Although the stan-
dard deviations are large, the agreement for the volume pa-
rameters is still good especially considering the very small
dependency of the total backscattering strength on these pa-
rameters in sandy sediments@see Fig. 2~c!#. Unfortunately,
we did not have any quantitative measurements of interface
parameters for the same site, so that GA estimation of sur-
face parameters~g andb! could not be compared.

The backscatter data and model prediction using the
GA-estimated parameters are plotted in Fig. 10. The volume
scattering contribution to the backscatter using the param-
eters obtained by tomographic measurements is also shown
in Fig. 10. Since the calculated volume backscatter levels are
much lower ('20 dB) than the measurements, the major
source of scattering is attributed to interface roughness.

TABLE IV. Comparison of GA-inverted model parameters and those by direct measurements~Jackson and
Briggs, 1992! at Arafura Sea and Quinault Range sites.

Parameters Symbols

Arafura Sea Quinault Range

GA inversion Measurements GA inversion Measurements

Surface spectral
exponent

g 3.2660.14 3.18 3.5760.06 3.67

Surface spectral
strength

b 0.005660.0029 0.0032 0.006960.0004 0.0060

Loss parameter d 0.015360.0039 0.006 0.01960.006 0.011
Vertical
scale factor

b 0.2460.13 ••• 0.3260.17 •••

Aspect
ratio

a 4.8562.1 ••• 5.8561.6 •••

Sound-speed
variance

m 0.005660.0017 ••• 0.01160.0076 •••

Sound-speed
ratio

n 0.98160.006 0.988 1.13460.005 1.113

Volume spectral
exponent

m 1.9760.15 ••• 2.3260.26 •••
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C. Inversion of Jackson–Briggs high-frequency
backscattering data

Two high-frequency bottom backscattering data sets
~Arafura Sea and Quinault Range! from Jackson and Briggs
~1992! were also inverted, and the results were compared
with their direct measurements~box-core and stereophotog-
raphy! of geoacoustic and interface statistical parameters
~see Table IV!. The Arafura Sea site is characterized as silty/
clayey sediment matrix with an isotropic bottom roughness.
Their direct measurements at the Quinault Range indicated a
silty sand bottom with slightly anisotropic interface rough-
ness. However, the backscattering strengths measured in or-
thogonal directions were equal to within their experimental
error. They attributed this discrepancy to the difficulties in
estimating roughness spectra from the direct measurements
especially considering a measured exponential strength value
of 3.92 in the along-strike direction~acoustic propagation is
parallel to the ripple crests!. This corresponds to an unreal-
istic value of rms bottom slope of 33°. Since their back-

scattering data showed negligible anisotropy, they suggested
using an exponential strength value of 3.67~measured
across-strike direction, in which propagation is perpendicular
to the ripple crests! for both directions. Our GA-predicted
value of 3.5760.07 agrees with their suggested value for the
exponential strength. Other inverted geoacoustic and surface
statistical parameters are comparable to their direct measure-
ments representing typical characteristics of acoustically
‘‘soft’’ and ‘‘hard’’ sediments at the Arafura Sea and
Quinault Range sites, respectively. In Fig. 11, Jackson–
Briggs backscattering data and the model predictions using
the inverted parameters are plotted for both Arafura Sea and
Quinault site. The model predictions are usually within their
specified 3-dB measurement errors. The calculated PPDs and
normalizeda posterioricovariance matrices for the Arafura
Sea site are shown in Fig. 12~a!,~b!. Again, comparable un-
certainties of the surface and volume parameters confirm the
silty/clayey sediment type at this site. Figure 13~a!,~b! shows
the PPDs and normalizeda posteriori covariance matrices

FIG. 13. ~a! A posterioriprobability density functions and~b! covariance matrices of eight model parameters inverted for Quinault Range site.
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for the Quinault Range site. Reduced uncertainties of the
surface parameters indicate that surface scattering is domi-
nant at this site as expected for the relatively hard~sandy/
silty! sediments.

V. CONCLUSIONS

It has been shown numerically that both interface and
volume parameters of our extended scattering model can be
estimated from the backscatter data using a parallel GA. Es-
timated mean models for three different types of sediments
are generally very close to true models. The relative impor-
tance of each parameter, deduced from the diagonal elements
of the covariance matrix, indicates the dominance of volume
scattering for muddy sediments, and of interface scattering
for sandy sediments. Statistical parameters inverted from the
backscatter data collected in Biscayne Bay, Florida show the
characteristics of a sandy bottom which was also confirmed
by our laboratory analysis of sediment samples collected at
the same site. Volume scattering parameters, measured by
our sediment tomography method, also show the character-
istics of a sandy bottom. Agreement between GA-estimated
volume scattering parameters and tomographic measure-
ments indicates that sediment inhomogeneities can be deter-
mined by carefully designed tomography and/or backscatter-
ing experiments. Similar simultaneous experiments
conducted in muddy/silty sediments with small interface
roughness would provide more insight to such comparison
since the GA inverted volume scattering parameters should
have less uncertainties for softer sediments. Inversion results
of Jackson–Briggs high-frequency data also agree well with
their directly measured geoacoustic and interface statistical
parameter values. The frequency dependence of the volume
backscattering strength can also be adequately modeled by
choosing a proper values of the spectral exponent, the verti-
cal scale factor, and the aspect ratio in our volume scattering
model. Inversion of multi-frequency backscatter data can
also be achieved with minor modifications in the algorithm
so that the uncertainties in the estimation of both surface and
volume parameters would be further reduced.
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APPENDIX

In this Appendix, the composite roughness model given
by Mourad and Jackson~1988! and an extension of the vol-
ume scattering model given by Lyonset al. ~1994! is sum-
marized. Following the notation of Jacksonet al. ~1986!, we

assume a two-dimensional, isotropic surface roughness spec-
trum which obeys a power law for wave numbers compa-
rable to the acoustic wave number:

W~K !5bK2g, ~A1!

whereK is the wave number vector of bottom relief features
with the magnitude ofK5uK u, b is the spectral strength, and
g is the spectral exponent. In the composite roughness ap-
proximation, the small-scale roughness~Rayleigh–Rice! ap-
proximation is used with shadowing and large-scale bottom
slope corrections~McDaniel and Gorman, 1983!. The bottom
backscattering cross section in the Rayleigh–Rice approxi-
mation is given as~Kuo, 1963!

spr~u!54k84 sin4 uuY~u!u2W~2k8 cosu!, ~A2!

where k8 is the acoustic wave number in the water. The
complex functionY(u) is defined as

Y~u!5
~q21!2 cos2 u1q22t2

@q sin u1~t22cos2 u!1/2#2 , ~A3!

whereq5r0 /r f is the ratio of the density of the sediment to
the density of the water,t5(11 id)/n is the ratio of the
complex wave number in the sediment to the real wave num-
ber in the water,d is the loss parameter, andn5c0 /cf is the
ratio of the sediment sound velocity to water sound velocity.
The composite-roughness cross section is defined as

scr~u!5S~u,s!F~u,spr ,s!, ~A4!

whereS(u,s) is the shadowing correction,F(u,spr ,s) is a
slope averaging integral, ands is the rms slope. A detailed
evaluation of shadowing correction and slope averaging in-
tegral can be found in the APL-UW Technical Report-9407
~1994!.

In the volume scattering model, the volume scattering
cross section is calculated by using a modified version of the
inhomogeneous continuum scattering model of Lyonset al.
~1994! which is based on previous derivations by Chernov
~1960!, Tatarski~1961!, and Morse and Ingard~1968!. We
assume the sediment is an inhomogeneous fluid with a small
compressibility and density fluctuations around their average
values:

k5k01dk, r5r01dr, ~A5!

with udk/k0u!1, andudr/r0u!1. Then, for harmonic acous-
tic motion with a single frequency, the modified Helmholtz
equation for the pressure amplitude can be written as

¹2p1k2p52k2
dk~r !

k0
p2“–S dr~r !

r0
“pD , ~A6!

wherek is the wave number in the sediment. As with most
types of radiation problems, the above differential equation
can be conveniently converted to an integral equation having
components of volume and surface integrals. We use the
free-space Green’s function for an unbounded medium,

G~r ur0!5
eikR

4pR
, ~A7!

where R5ur2r0u.
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In the scattering region, we assume the density and com-
pressibility fluctuations are small, so the pressure distribution
can be modeled as an incoming wave~Born approximation!.
In addition, a linear phase approximation,ur2r0u'ur u
2ô–r0 , can be made assuming the observation point is at the
far field ~Fraunhofer approximation!. Then, for a plane-wave
incident on a scattering volume,V, the scattered amplitude,
f (ô,î) can be written as

f ~ ô,î!5
k2

4p E
V
Fdk~r !

k0
1

dr~r !

r0
cos~ ô,î!Gexp~ iK–r !dV,

~A8!

whereK5k( î2ô) is the wave number transfer vector, andî
and ô are unit vectors in the directions of incoming and
scattered waves, respectively.

Equation~A8! can be expressed in terms of the sound-
speed variation in the medium as

f ~ ô,î!5
k2Vkr

4p E
V

dc~r !

c0
exp~ iK–r !dV, ~A9!

where the parameterVkr is defined as

Vkr5
22@~gk21!1~gr21!cos~ ô,î!#

~gr1gk22!
, ~A10!

in which gk5k r /k0 andgr5r r /r0 .
The volume scattering cross section per unit volume is

defined as

Y~ ô,î!5~1/V!^u f ~ ô,î!u2&. ~A11!

Assuming the size of the scattering region is greater then the
correlation distance, the scattering cross section per unit vol-
ume can be expressed by a power spectral density function,
S(K ), as

Y5~p/2!k4Vkr
2 S~K !, ~A12!

where

S~K !5
1

8p3 E
V
K dc~r !

c0

dc~r1r 8!

c0
L exp~ iK–r !dV.

~A13!

A general form of the von Karman correlation function is
assumed to describe the isotropic sound-speed inhomogene-
ities in the sediment,

K dc~r !

c0

dc~r1r 8!

c0
L 5

m

2p21G~p! S r 8
r 0

D p

KpS r 8
r 0

D , ~A14!

wherem5^@dc(r )/c0#@dc(r )/c0#& is the sound-speed vari-
ance,Kp(r 8/r 0) is Bessel’s function of the second kind of
orderp, andr 0 is the radial scale factor.

Considering a transversely isotropic structure of sedi-
ment having different scale factors in the horizontal and ver-
tical directions, the resulting volume scattering cross section
can be written as

Y5
k4a2bVkr

2 m

2Ap

G~m!

G~m23/2!
@114k2~a2 cos2 u r

1b2 sin2 u r !#
2m, m.3/2, ~A15!

whereb is the vertical scale factor,a is the horizontal scale
factor,u r is the refracted angle in the sediment, andm is the
spectral exponent (m5p13/2). After including refraction
and transmission loss at the interface, volume scattering
strength as a function of grazing angle is written as

spv~u!5
hYT~u!2 sin2 u

2 sin u r
, ~A16!

whereh5@4pY1Im(k)#21 is the inverse attenuation coef-
ficient. Two-way transmissivityT(u) in the above equation
is defined as

T~u!5
4qn sin u sin u r

~qn sin u1sin u r !
2 . ~A17!

Shadowing and bottom slope corrections can be also incor-
porated in the calculation of volume scattering cross section
analogous to Eq.~A4!,

sv~u!5S~u,s!F~u,spv ,s!. ~A18!
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An important problem in geophysics, medical imaging, and nondestructive imaging today is the
construction of a practical, accurate, and efficient means of imaging geophysical anomalies,
tumours, or material defects in layered media. This paper discusses such a method. The use of a
‘‘stratified Green’s function’’ for the solution of the forward problem is detailed. This forward
problem is then incorporated into an efficient and accurate inversion algorithm based on
optimization. The method is nonperturbative, unlike diffraction tomography, which relies on
linearization to make the problem tractable. In the inversion, a pair of Lippmann–Schwinger-like
integral equations are solved simultaneously via the Galerkin procedure for the unknown total
internal fields and speed distribution. The computational burden is high, but made manageable by
utilizing BiConjugate gradients, fast fourier transforms, and ‘‘sinc’’ basis functions to speed up the
solution of the forward problem. The size and contrasts for which the method converges are
substantially beyond the Born or Rytov approximations, and other methods heretofore reported in
the literature. The convolutional character of the layered Green’s function, and thus numerical
efficiency, is preserved by careful construction based on known reflection coefficients. ©1997
Acoustical Society of America.@S0001-4966~97!00708-X#

PACS numbers: 43.30.Ft, 43.30.Ma, 43.30.Pc, 43.30.Zk@JHM#

INTRODUCTION

One of the most important problems in marine geophys-
ics, medical imaging, and nondestructive imaging today is
the construction of a practical, accurate, and efficient means
of imaging buried mines, geophysical anomalies, tumors, or
material defects.1–4 This paper will discuss a candidate for
such a method, developed at the Center for Inverse Prob-
lems, Imaging, and Tomography~CIPIT! at the University of
Utah. In particular, we detail the use of a ‘‘stratified Green’s
function,’’ GL, for the solution of the forward problem,
which is then incorporated into an inversion algorithm.

Inverse scattering algorithms may be broadly divided
into two types:~1! those methods, such as the Marchenko
integral equation,5 which are exact; and~2! iterative,
optimization-based procedures.6–8 Our inversion is an itera-
tive optimization procedure that requires the solution of
many forward problems in its implementation. Due to the
large number of forward problems that must be solved in
order to image a scattering potential, the forward solution
must be extremely fast. The work of Johnsonet al.,9 and in
particular, the early work of Borupet al.,10 has produced a
very powerful technique for the fast solution of the forward
problem and a concomitant iterative method for the imaging
problem. See also Wilcox11 for a clear summary of the in-
version procedure in the case of homogeneous media~i.e., no
stratification in the background medium!.

This paper deals exclusively with the scalar acoustic
problem. The extension to the full elastic problem~i.e., in-
cluding shear wave effects! will be carried out in a subse-
quent publication.

The problem solved in this paper is two-dimensional
~2D!, i.e., the object and field are assumed to have transla-
tional symmetry in they-axis direction. Therefore, when we

use coordinatesx, y, andz in the discussion below,x and
z describe the problem fully. The geometry relevant to both
the inversion and the forward problem is displayed in Fig.
1~b!, the image grid isnx by nz pixels in size, wherenx is
the number of pixels in thex ~horizontal! direction, andnz is
the number of pixels in thez ~vertical! direction. A scatterer
~e.g., a mine! is buried within the stratified medium, e.g.,
sediment, and the imaging grid is completely contained
within a single layer, as shown in Fig. 1~b!.

In both the forward and the inverse problem the acoustic
wave speed, density, thickness, and attenuation of the layers
in which the object is buried are known. The distinguishing
characteristic of the inverse problem is this: the wave speed
and attenuation of the inclusion, or mine~the object to be
imaged! are unknown. The forward problem consists of de-
termining the total field that results when a known incident
field is projected on a scatterer withknownparameter values
~wave speed, etc.!.

Thus this forward problem is analogous to the forward
problem discussed in Ayme-Bellegarda,12 which deals with
the case of an object buried in a layered medium. References
6, 7, 8, and 12 serve as good introductions to this topic from
a somewhat different point of view. In particular, consider
the ‘‘further work’’ referred to in the conclusion of Ref. 13:
‘‘Further work will include the investigation of an iterative
scheme... to further enhance the reconstruction accuracy.’’ In
some sense these authors were anticipating the work carried
out herein, in that the full nonlinear extension of the Born
approximation is used.

In the following we utilize the 2-D acoustic stratified
Green’s functions~because of the abovementioned transla-
tion symmetry in they direction!. The fully 3-D case is
discussed in detail elsewhere,14 and in a future paper. The
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fully elastic ~i.e., including shear wave effects! equation is
very similar to the acoustic case conceptually, but more dif-
ficult by virtue of its vector character, and the singular be-
havior of Green’s kernel. It also will be addressed in a future
publication. Recall from Ref. 15 that in the case of an inho-
mogeneous body residing within a homogeneous matrix, the
governing equation is the Lippmann–Schwinger integral
equation~Fredholm of the second kind!:

f vu
inc~r !5 f vu~r !2k0

2E E E g~r ! f vu~r !

3Gv~ ur2r 8u!dx8 dy8 dz8, ~1!

with speed of soundc(x,y,z)[c(x,z)5v/k(x,y,z). k0
2

5v2/c0
2 is the wave number of the background~i.e., the

layer containing the image grid! at frequencyv, wherev is
the frequency of the interrogating wave;k(x,y,z) is the spa-
tially and frequency-dependent wave number of the body to
be imaged;f vu(r ) is the pressure~ultrasonic! field, with the
spatial dependence on the vectorr5(x,y,z) shown explic-
itly; g(r ) is the object function, which will be reconstructed
from the scattered data, and is given explicitly byg(x,z)
[„c0

2/c(x,z)221…, and we have used the subscriptsv, u to
indicate the solution dependence on frequency (v) and

source position~u!. We assume that density is piecewise
constant throughout each layer, and that the density of the
object being imaged is the same as the layer in which it
resides. In this case, and assumingeivt time dependence, we
have the following for a plane wave propagating in the1x
direction:ei (vt2kx). Defining the complex wave number as:
k[kR2 ia gives ei (vt2kx)5ei (vt2kRx)e2ax. This indicates
that a is the amplitude attenuation coefficient in Np rs/m.
The corresponding complex speed of sound is given by

c[
v

k
5

v

kR2 ia
5

v~kR1 ia!

kR
21a2 .

Defining c[cR1 icI , gives

cR[v
kR

kR
21a2 5

v

kR

1

~11a2/kR
2 !

and

cI5va
1

kR
21a2 5

v

kR

a

kR

1

~11a2/kR
2 !

.

These are exact expressions. Assuming thata/kR!1, ~a rea-
sonable assumption! gives to second order:cR'(v/kR)(1
2a2/kR

2), andcI'(v/kR)(a/kR). This model of attenuation
is acausal; however, it is a reasonable model for smalla.

Symbolically, for a given speed of sound distribution:
g(r )[@c0 /c(r )#221, the linear operatorfv(g): f uv

inc→ f uv

maps incident fields,f uv
inc at a particular frequencyv and

direction of incidence,u, to the corresponding total fields
f uv . This can be written:@fv(g)# f uv

inc5 f uv . This operator
will be given an explicit representation below. For now, the
important point is that the inverse problem is given by the
following: Given a ‘‘range and domain restricted’’ version of
the forward map,@fv(g)#, determine the scattering param-
etersg. The range and domain restrictions arise from the
following considerations. The sources and receivers are re-
stricted to positions outside the object@see Fig. 1~a!#. In par-
ticular, the incident field is determined by the source func-
tions on the arc AA8 in Fig. 1~a!. The mapping@fv(g)#,
then, can be considered as mapping that takes functions de-
fined on the arc AA8 to functions defined on the arc BB8
~i.e., the scattered field!. Furthermore the incident fields oc-
cur at a finite number of frequencies and arrive from a lim-
ited number of directions.

Several authors, such as Hofmann16 and Natterer,17 have
utilized functional analysis to characterize the degree of ill-
posedness of linear and nonlinear operators, and to give a
clearer understanding of the relationship between the for-
ward and the inverse problems.~Natterer17 also includes a
succint discussion of the relevant parts of Sobolev space for-
malism.! To this end, the forward operator can be expressed
in terms of the following function spaces:~1! the function
space of complex Lebesgue square integrable functions with
compact support~e.g., BB8!: Lc

2[Lc
2(R); ~2! a subspace of

Lc
2[Lc

2(R): functions with compact support, whose first and
second derivatives are also square integrable,Hc

2[Hc
2(R);

and ~3! the function space of object functionsHc
2

[ Hc
2(R2)—the subspace of functions inH2[H2(R2) which

have compact support onR2.

FIG. 1. ~a! The geometry for the forward and inverse problems. The sources
and receivers are located along the thick solid bar shown above. The receiv-
ers are equally spaced atl/2 spacing, wherel is the wavelength in the
sediment at the highest frequency, e.g.,f max56 kHz impliesl50.247 m.
There are three sources equi-spaced along the array.~b! The source function
giving the incident field is nonzero on AA8. The scattered field is measured
at discrete locations spaced atl/2 equal intervals along BB8. l is the wave-
length at the highest frequency.
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The set of all linear maps fromLc
2[Lc

2(R) to Hc
2

[Hc
2(R) is denoted by: Hom(Lc

2,Hc
2). In particular, an ele-

ment of Hom(Lc
2,Hc

2) maps source functions on AA8 to scat-
tered fields on BB8 in Fig. 1~a!; that is, it solves the forward
problem. In this notation the forward operatorfv(g)
PHom(Lc

2,Hc
2), andfv itself is a map from speed of sound

distributionsgPHc
2 to forward problem solvers:

gPHc
2 →

fv

@fv~g!#PHom~Lc
2,Hc

2!.

When the problem is discretized, the source functionsPLc
2

and scattered fieldsPHc
2 haveO(n) degrees of freedom, so

that Hom(Lc
2,Hc

2) hasO(n2) degrees of freedom. The object
functionsg haveO(n2) degrees of freedom, wheren is the
edge dimension of the computational grid,n'nx'nz.
Therefore the discretized version offv maps anO(n2) sized
space to anO(n2) space.

In order to solve the inverse problem, we desire some
approximation tofv

21:Hom(Lc
2,Hc

2)→Hc
2. This inversion

cannot be carried out analytically or explicitly in the vast
majority of cases; in fact, one rarely determines the operator
fv explicitly. Rather, by carefully analyzing the recorded
scattered waveform for several different frequencies and
source/receiver positions, the scattering parameters can be
determined by a least-squares minimization. Before discuss-
ing the full nonlinear inversion formula, recall that the Born
approximation can be used in the case of a homogeneous
background when the scatterer is classified as being ‘‘weak’’
in the sense that the parameters of the scatterer differ only
slightly from the background medium. A similar approxi-
mate solution can be obtained in the presence of a stratified
medium. This solution is the approach taken in
Ayme-Bellegarda.11 By contrast, the algorithm outlined here
will enable quantitatively accuratereconstructions of much
higher contrast objects than is possible within the Born ap-
proximation~see Ref. 9 for further discussion!.

The usefulness of this method is derived from the fact
that computational ocean acoustics has reached a certain de-
gree of maturity, as evidenced by the foundational book.18 It
is clear that different methods are applicable to varying sce-
narios, with different advantages and disadvantages arising
in each cases. The inversion methods discussed here will
provide a useful adjunct method in certain geometries~e.g.,
pure reflection mode! that preclude the use of other methods,
such as the parabolic approximation.19

In Sec. I, the analogue of~1! for layered background
media is derived; in Sec. II a suitable ‘‘layered Green’s func-
tion,’’ Gv(ur2r 8u), is constructed. This Green’s function
can be considered as the point response atr , for a continuous
wave~cw! point source atr 8, of frequencyv. In Sec. III the
‘‘layered media’’ Lippmann–Schwinger equation is dis-
cretized, and some implementation issues are discussed. In
Sec. IV a method of solution for the inverse problem is pro-
posed and implementation issues are discussed. Some typical
inversion scenarios are simulated in Sec. V. Section VI dis-
cusses some conclusions and further directions. The data for
these examples were generated with the forward problem
solution discussed in Ref. 20 which was verified in the case

of a homogeneous background by using an analytic solution
to generate the scattering from a homogeneous circular
cylinder.20

It is important to note that the geometry shown in Fig.
1~b! has receivers and transmitters located on onlyoneside
of the image space. This increases the ill-posed nature of the
problem dramatically. Results of simulations with sources
and receivers surrounding the image space yield better re-
sults, but are not applicable to many situations, such as the
scenarios presented in Sec. V.

I. DERIVATION OF THE STRATIFIED LIPPMANN-
SCHWINGER EQUATION

The equation for the scattered field resulting from a
point source located above the scattering object is

¹2f sc~x,y,z!1kL
2~z! f sc~x,y,z!52ks

2~x,y,z! f ~x,y,z!, ~2a!

which can be rewritten as

¹2f sc~x,y,z!1kL
2~z! f sc~x,y,z!52v2S I

c22
I

cL
2D f ~x,y,z!,

~2b!

where the following definitions apply: Thetotal wave num-
ber, k(x,y,z) is given by c2(x,y,z)[v2/k2(x,y,z), where
c is the spatially varying speed of sound@see Fig. 1~b!#, and
v is the radial frequency 2p f , with f being the frequency of
the incident acoustic field. The total wave numberk(x,y,z)
has been decomposed intokL(z), the wave number corre-
sponding to the layers, andks(x,y,z), the wave number in
the arbitrary scattering object to be imaged in the following
manner:k2(x,y,z)[ks

2(x,y,z)1kL
2(z). Note thatkL is de-

pendent only on the vertical directionz, whereas the wave
number in the objectks depends on all three coordinates, in
general. The standard definition also holds for the back-
ground stratified medium speedcL(z): cL

2(z)[v2/kL
2(z).

The speed of sound within the layer which hosts the image
grid is csc. The stratified medium is assumed to have a con-
stant speed of sound within each layer; in particularcsc is
constant@see Fig. 1~b!#.

Equations~2a!, ~2b! can be rewritten as

¹2f sc~x,y,z!1kL
2~z! f sc~x,y,z!52~v2/csc

2 !gL f ~x,y,z! ~3!

for an image grid located entirely within one layer. The
‘‘stratified object function,’’gL , is defined by analogy with
the free-space case discussed above: i.e.,gL(x,z)
[„csc

2 /c2(x,y,z)21….
The corresponding integral equation is then developed in

the standard manner,15 with the use of the Green’s operator,
GL, which is defined as the solution to

¹2GL~x;j!1kL
2~z!GL~x;j!52d~x2j,z2z!, ~4!

where x[(x,z) is the response point, andj[(j,z) is the
position of the continuous wave~cw! source. Using~4! in ~3!
gives a Fredholm equation of the second kind:
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f in~x,y,z!5 f ~j,c,z!

2ksc
2 E

V
gL f ~j,c,z!GL~x,y,zuj,c,z!dj dc dz,

~5!

which looks very much like the Lippmann–Schwinger equa-
tion for the homogeneous background case. In its present
form, however, this equation does not display any convolu-
tional character, which is critical for numerical efficiency.
Clearly the integral will be a convolution in the horizontal
(x-y) plane, since the background material is homogeneous
in this direction. The vertical (z) direction, however, does
not seem to enjoy this property, due to the arbitrary distribu-
tion of layers above and below the layer which hosts the
inhomogeneity. Itis possible, however, after some manipu-
lation to rewrite the stratified Green’s operator as the sum of
a correlation term and a convolution term in the vertical
(z) direction:

GL~r2r 8, zuz8!5GV~r2r 8, z2z8!

1GR~r2r 8, z1z8!. ~6!

A justification for this statement will be given in Sec. II. This
observation is the key to the development of a fast inversion
algorithm, since using a simple change of variables in thez
direction, one can write the above correlational term as a
convolutional operator, thereby allowing the use of fast Fou-
rier transforms~FFTs!. Anticipating this result, we define the
total scattered field as the sum of a convolutional and a cor-
relational contribution:

f sc~x,y,z![ f V
sc~x,y,z!1 f R

sc~x,y,z!, ~7!

where

f V
sc~x,z!5ksc

2 E
V
GV~x2j,z2z!gL~j,z! f ~j,z!dj dz.

~8a!

Similarly, by making the substitution,z[h2z8, it follows
that the correlational part is given by

f R
sc~x,z!5ksc

2 E
V
GR~x2j,h1z2z8!~gL f !

3~j,h2z8!dj dz8. ~8b!

This can be written as a convolution by defining the operator
Z as coordinate reflection in the vertical (z) direction: i.e.,
Zf(j,c,z)[f(j,c,h2z), for arbitrary functionsf, and
G-hat by: ĜR(x,z)[GR(x,h1z), so that f R

sc(x,z)
5ksc

2 ĜR* Z(gL f ), where* denotes ‘‘2-D convolution inx
andz. ’’

The Lippmann-Schwinger equation in the stratified me-
dia case, then, reads,

f inc5~ I2ksc
2 GV* gL2ksc

2 ĜR* ZgL! f , ~9!

where* denotes 2-D convolution, and this symbolic notation
should be read from right to left: that is, the pointwise mul-
tiplication bygL is carried outfirst, followed by convolution
with the Green’s functionsGV andGR.

II. CONSTRUCTION OF THE STRATIFIED GREEN’S
FUNCTION

The construction of the stratified Green’s operator~the
Green’s operator associated with the unblemished stratified
medium! is discussed in detail in Ref. 14. In particular, the
problems associated with the wave number~or slowness! in-
tegration, and the solutions to this problem are discussed
therein. Therefore the details concerning the construction
and discretization of the Green’s function,per se, will
merely be outlined below, and then applications will be
given. The 2-D Green’s function~cylindrical harmonic
waves from a line source! can be decomposed into plane
waves in the following way21 ~analogous to the Weyl–
Sommerfeld decomposition of a 3-D point source!:

2
i

4
H0

~2!~kscur2r 8u!

52
i

4p E
2`

` e2 i „kx~x2x8!1Aksc
2

2kx
2uz2z8u…

Ak0
22kx

2
dk. ~10!

In this formulaH0
(2)(k0ur2r 8u) is the Hankel function of the

second kind of ~0th order!. It is chosen because its
asymptotic behavior is commensurate with an outgoing wave
at largeur2r 8u when aneivt time dependence is used. Also,
kx is the horizontal wave number, determined by the relation
k[(kx ,kz)5kk̂, so that

kx5
v

csc
sin usc[ksc sin usc. ~11!

Here,csc denotes the wave speed in the layer containing the
image grid andksc is the total wave number of the layer that
contains the body to be imaged. Here,kz[Aksc

2 2kx
2 is the

vertical wave number, and the physically relevant sheet of
the Riemann surface is chosen in such a manner that
Im Aksc

2 2kx
2<0. The horizontal wave numberkx ~and also

horizontal slownessu5kx /v! is useful for stratified media,
since by Snell’s law the horizontal wave numberkx , and
therefore the horizontal slownessu, are preserved as the
plane wave propagates through an arbitrary number of lay-
ers. Similarly, the reflected waves also have the same value
of horizontal slowness.

It is possible to construct, therefore, a reflection coeffi-
cient; call itR2[R2(u), which represents the total reflected
wave fromall layers below the one which contains the im-
age grid with horizontal slownessu. This coefficient in-
cludes all multiple reflections and reverberations within the
stratified structure residing below layer ‘‘sc.’’ ThisR2 is
constructed recursively~see Ref. 21 for details!. A similar
construction will give the reflection coefficient, denoted
R1, for all multiple reflections and reverberations resulting
from all layers situated above the layer which houses the
inhomogeneity~which we have labeled layer ‘‘sc’’ for con-
venience!. In order to have a single reference position,R1

and R2 are both given with respect to the top of the layer
containing the inhomogeneity. That is,R1 represents the re-
flection coefficient for an upgoing wave at the interface be-
tween layer sc and sc-1. The construction is carried out for

856 856J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Wiskin et al.: Inverse scattering



two cases:~1! when the receiver location is above the scat-
tering location; and~2! when the receiver is located below
the scatterer.

A. Case 1

The response point is located at some point above the
scatterer. The plane-wave decomposition can be written15 as

1

4ip E
2`

` e2 ivu~x2x8!1 ivbsc~z2z8!

A1/bsc
2 2u2

du

5E
2`

`

e2 ivu~x2x8!Sueivbsc~z2zsc! du ~12!

with the upward source amplitude,Su, defined as

Su~u![
e2 ivbsc~z82zsc!

4ipbsc
. ~13!

In this formula, the vertical slowness for layer ‘‘sc’’ is

bsc5A1/csc
2 2u2 bsc.0,

Im bsc,0,
gPR,

gPC, ~14!

wherecsc is the wave speed in the layer containing the image
grid. Integral~13! is interpreted as the upgoing wavefield due
to a point source in 2-D~a line source in three dimensions!
evaluated at some point above the source in the absence of
layering. The total upward going component of the total
wavefield at a point above the source when the layering is
taken into account is given by

f u~kscur2r 8u!5E
2`

`

eivu~x2x8!@12R2R1#21

3@Su1R2Sd#eivbsc~z2zsc! du. ~15!

Similarly, the total downward going component, including
all reverberations from the layer interfaces, is given by the
formula

f d~kscur2r 8u!5E
2`

`

eivu~x2x8!@12R2R1#21R1

3@Su1R2Sd#e2 ivbsc~z2zsc! du. ~16!

More care must be exercised in the fully elastic case. In this
case mode conversion between compressional and vertically
polarized shear waves~P-SV mode conversion! requires that
R1 and R2 are matrix valued functions ofu, but similar
representations are possible.

At this point, the definitions ofSu andSd are substituted
into integrals~15! and~16!, the exponential terms are recom-
bined, upgoing and downgoing field components are added,
and the functions C(u)[(12R2R1)21Sc and Sc

5 ivu/bsc are defined. The resulting expression for the field
is by definition, the sum of the convolutional and correla-
tional parts of the layered Green’s function:

GV~x2x8;uDz2Dz8u!

5E
2`

`

eivu~x2x8!C~u!@e2 ivbscuDz2Dz8u

1R1R2eivbscuDz2Dz8u#du, ~17a!

GR~x2x8;Dz1Dz8!

5E
2`

`

eivu~x2x8!C~u!@R1e2 ivbsc~Dz1Dz8!

1R2eivbsc~Dz1Dz8!#du. ~17b!

That is, the complete Green’s function is given by the sum

G~x,z;x8,z8![GV~x2x8,uz2z8u!1GR~x2x8,z1z8!,

where2h<x2x8<h and 2d1<Dz1Dz8<2d112h. Also
d1 is the distance from the top of the layer sc~the layer
which contains the object to be imaged! to the top of the
image space@see Fig. 1~b!#. Also, h is the height of the
image spaceh5nx•d. Using the fact thatC(u)@e2 ivbscuzu

1R1R2eivbscuzu# is even, we are able to rewrite

GV~x;z!52E
0

`

cos~vux!C~u!

3@e2 ivbscuzu1R1R2eivbscuzu#du,

with a similar result forGR .

B. Case 2

Here the receiver point is below the scatter point, and
begins with a similar integral to~13!. The intermediate steps
lead to similar results by using slightly different integrals. By
judicious use of the absolute value signs as shown, the final
result does in fact turn out to be identical to Case 1.

III. THE STRATIFIED MEDIUM
LIPPMANN–SCHWINGER EQUATION AND ITS
DISCRETIZATION

A. Operator form of the Lippmann–Schwinger
equation

The stratified media Lippmann–Schwinger equation for
an imbedded scattering cylinder of arbitrary cross section can
be written as

f scS x
zD5k0

2E
x850

x0 E
z850

h F ĜRS x2x8
z2z8 D f&ĝLS x8

z8 D
2GVS x2x8

z2z8 D f gLS x8
z8 D Gdz8 dx8, ~18!

where the ‘‘caret’’ affects the functions and the Green’s ker-
nel in the following manner:

f&S x
zD[ f S x

h2zD , ĝS x
zD[gS x

h2zD ,

and ~19!

ĜRS x
zD[GRS x

h1zD .
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In symbolic notation, then, the Lippmann–Schwinger equa-
tion is

f inc5 f 2ksc
2 GV* ~gL f !2ksc

2 GR* Z~gL f !, ~20a!

or, provided that the equation is read from right to left~i.e.,
in operator theoretic format!:

f inc5~ I2ksc
2 GV* gL2ksc

2 GR* ZgL! f . ~20b!

This is the operator equation that is solved by means of the
biconjugate gradient~BCG! algorithm to give the total inter-
nal field. In ~20! the stratified Green’s operatorGL* [GV*
1ĜR* Z has been decomposed into its constituent parts and
Z is the reflection operator in thez direction given by the
identity

„Z~gL f !…~z![~gL f !~h2z![gL~h2z!• f ~h2z!,

the r5(x,y) dependence being suppressed since it is unaf-
fected by theZ operator. The convolutions* are carried out
by means of fast Fourier transforms~FFTs!. The actual in-
version of the matrix operator in~20! is never explicitly car-
ried out, since BCG is used to iteratively solve the system.

BCG is an efficient and reliable algorithm to use in the
solution of the forward problem, i.e., the determination of the
total field f from ~20! above. It is substantially faster than
conjugate gradients, and appears to be more reliable than the
conjugate gradient squared~cgs! algorithm. Recent numeri-
cal experiments indicate that the ‘‘stabilized biconjugate gra-
dient method’’ is an even more efficient algorithm for our
forward problems, but the present examples were carried out
with biconjugate gradients.

B. Closed form expressions for the discretized
stratified Green’s operator

Equation~20! can be discretized by the method of mo-
ments with combined ‘‘sinc’’ and tent basis functions and
testing with the Dirac distribution~i.e., point matching!.
There are several reasons for using the ‘‘sinc’’ basis func-
tions: ~1! The use of ‘‘sinc’’ basis functions is an effective
means of ameliorating the singular self-term in the Green’s
function. The Paley–Wiener theorem guarantees the smooth-
ness of a spatial-frequency bandlimited function; therefore,
by convolving with the ‘‘sinc’’ function, and thus multiply-
ing by a rect function in the frequency domain~i.e., band-
limiting it !, the singularity in the spatial domain must, per-
force, be eliminated.~2! ‘‘Sinc’’ basis functions enjoy
certain optimal properties with regard to discretization. The
authoritative text on the use of ‘‘sinc’’ methods for approxi-
mation and other problems22 discusses in detail the optimal
approximation qualities of ‘‘sinc’’ functions. In particular, it
allows a spatial sampling ofl/2, wherel is the wavelength
at the highest frequency.~3! The cardinality property of
‘‘sinc’’ basis functions guarantees that the Galerkin method
is equivalent to the method of moments with point matching,
making its numerical implementation relatively straightfor-
ward. In actuality, ‘‘sincs’’ allowl/2 sampling of a band-
limited function; however, the presence of the product
G(r ,r 8)g(r 8) f (r 8) in the Lippmann–Schwinger-type inte-
gral argues heuristically for thel/4 sampling.

Note that the forward~easier! part of the Paley–Wiener
theorem says that since the ‘‘sinc’’@sinc(x)5sin(px)/px#
basis functions ares bandlimited, any g which is expanded
in terms of them must be analytic and therefore cannot have
compact support. Since ourg’s are in fact limited in space,
we are making a numerical approximation that is not, strictly
speaking, mathematically valid. This approximation has been
found surprisingly accurate, however, in numerical simula-
tions.

Using the definitionsS(n8,d)(x8)5sinc(x82n8d), and
the ‘‘tent’’ or ‘‘chapeau’’ function:

Ld~z![H 11
z

d
, 2d<z<0,

12
z

d
, 0<z<d,

~21!

and

L~m8,d!~z8!5Ld~z82m8d!,

and the substitution:

gLS x8
z8 D f S x8

z8 D5 (
n8,m8

S~n8,d!~x8!L~m8,d!

3~z8!gLS n8d
m8d D f S n8d

m8d D ,

the contribution to the scattered field from the convolutional
part of the stratified Green’s operator becomes:

(
n8,m8

gLS n8d
m8d D f S n8d

m8d D E
x850

x0 E
z850

h

GVS x2x8
z2z8 D

3S~n8,d!~x8!L~m8,d!~z8!dz8 dx8.

A similar contribution occurs from the correlation term.
The piecewise linear ‘‘tent’’ functions are used in the

vertical direction for the following reason. If the sinc basis
functions were used in vertical and horizontal directions,
these ‘‘sinc’’ basis functions would have to be integrated in
both the vertical and horizontal directions against the strati-
fied Green’s functionGL. This integration can be carried out
analytically in the horizontal direction; however, it cannot be
carried out analytically in the vertical direction because of
the arbitrary distribution of layer speeds above and below the
layer which contains the object to be imaged. By using the
‘‘tent’’ or ‘‘chapeau’’ functions in the vertical direction, the
vertical part of the integration can also be carried out ana-
lytically. It is possible, of course, to approximate the vertical
integral in the case of the sinc functions numerically.

Upon discretizingx andz:, we have, then

f incS nd
md D[ f nm

inc5 f S nd
md D2ksc

2 E
x8

h E
z850

h

gLS x8
z8 D

3 f S x8
z8 DGLS nd

mdUx8
z8 Ddx8 dz8, ~22a!

or, upon using the convolutional form of the Green’s opera-
tor, as described above:
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f scS nd
md D5E

x850

x0 E
z850

h F ĜRS nd2x8
md2z8 D ĝL f&S x8

z8 D
1GVS nd2x8

md2z8 DgL f S x8
z8 D Gdz8 dx8. ~22b!

Therefore, we are able to write

f scS nd
md D5 f V

scS nd
md D1 f R

scS nd
md D

for

Hn50,...,N21
m50,...,M21

where

f R
scS nd

md D
[k0

2 (
n8,m8

f&ĝLS n8d
m8d D E

x850

x0 E
z850

h

ĜR

3S ~n2n8!d2x8
~m2m8!d2z8 D sinc~x8!Ld~z8!dz8 dx8, ~23!

and a similar result holds for the convolutional contribution.
These integrals can be written as a discrete convolution when
the following definition of the discretized stratified Green’s
function is used:

Gp/d
V S n

mD[ksc
2 E

x852`

1` E
z852`

1`

GVS nd2x8
md2z8 D

3sinc~x8!Ld~z8!dz8 dx8, ~24!

and the discretized convolutional contribution to the dis-
cretized integral equation becomes:

f V
scS nd

md D5 (
n8,m8

gL f S n8d
m8d DGp/d

V S ~n2n8!

~m2m8! D , ~25!

where

Gp/d
V S n

mD5E
2`

1`

C~u!Im~u!In~u!du,

and the integralsI m and I n are given by

Im~u![E
z852`

1`

@e2 ivbscumd2z8u

1R1R2eivbscumd2z8u#Ld~z8!dz8,

and

In~u![E
x852`

1`

eiuv~nd2x8!sinc~x8!dx8.

The subscriptp/d refers to bandlimiting in thex direction
alone, the basis function is in the vertical direction, and the
tent function is not analytic~its not evenC1!, so the Paley–
Wiener theorem does not stipulate bandlimiting in the verti-
cal direction. There is a similar contribution from the dis-
cretizedcorrelational term of the stratified Green’s function,
and the total scattered field is finally given by

f scS nd
md D5ksc

2 (
n8,m8

S gL f S n8d
m8d DGp/d

V S ~n2n8!

~m2m8! D
1ĝL f&S n8d

m8d D Ĝp/d
R S ~n2n8!

~m2m8! D D , ~26!

where

Ĝp/d
R S n

mD
[E

x850

x0 E
z850

h

ĜRS nd2x8
md2z8 D sinc~x8!Ld~z8!dz8 dx8.

In order to obtain closed forms for the discretized Green’s
operator, the integral~24! and the analogous integral for the
correlation term, above, are evaluated to give:~1! the convo-
lution term:

Gp/d
V S n

mD[G1
VS n

mD1G2
VS n

mD ,

where, form50:

H G1
VS n

m50D
G2

VS n
m50D5

2

v4p i E0

ud cos~uv•nd!C~u!

bsc

3H 2R1R2S id2S eivbscd21

vbsc
D D

2S 2 id2S e2 ivbscd21

vbsc
D D J du,

~27!

and formÞ0:

H G1
VS n

mÞ0D
G2

VS n
mÞ0D5

2

v24p i E0

ud
cos~uv•nd!C~u!

3
@22eivbscd2e2 ivbscd#

~bsc!
2

3 HR1R2eivbscumud

e2 ivbscumud J du: ~28a!

~2! the correlational term:

Ĝp/d
R S n

mD[Ĝ1
RS n

mD1Ĝ2
RS n

mD ,

with the following definitions
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H Ĝ1
RS n

mD
Ĝ2

RS n
mD5

2

v24p i E0

ud
cos~uvnd!C~u!

3H R2~u!eivbsc~2d11h1md!

R1~u!e2 ivbsc~2d11h1md!J
3

@22e2 ivbscd2eivbscd#

~bsc!
2 du, ~28b!

where d1 is the distance from the top of the layer which
contains the inhomogeneity to the top of the image space,
and 2Nz11<m<Nz21 and 0<n<Nx21, and the slow-
ness ud is defined as:ud51/cd5kd(1/v)5(p/d)/v for
wave numberkd5p/d, C(u)[(12R2R1)21Sc, whereSc

5 ivu/bsc, and bsc5 the vertical slowness for the shear
wave velocity bsc, in the layer containing the scattering
point.

The construction of the incident field from a point
source located at a point above the layered medium would
normally require separate calculation of a wave number~or
slowness! integral. However, by placing the sources in the
same position as the receivers, and using reciprocity of the
Green’s function, the incident field in the computational grid
can be constructed directly from the scattering Green’s func-
tion, GL[GV1GR, as the sum of a convolutional and cor-
relational part. Furthermore, since it is the Fourier transform
of the transformed correlational part of the Greens function,
ĜR[Z(GR), as opposed toGR itself, that is stored the fol-
lowing formula must be used for the actual computation of
the incident wave emanating from a point source located at
(nx5n8, nz5m8!:

f incS n
mD[GVS n2n8

m2m8 D
1ĜRS n2n8

m2~~Nz21!2m8! D ;
n51,...,Nx

m51,...,Nz
.

~29!

C. Distorted wave Born approximation and its
relation to full inverse scattering

Physically, the distorted wave born approximation
~DWBA! is similar to the Born approximation applied to the
problem of finding the scattering object functiong. How-
ever, the incident field is replaced everywhere by the total
field resulting from the layers alone~in the absence of the
scattering object, i.e.,g50! but with layers present. In par-
ticular, the DWBA includes the interaction of the scattered
field from the layering with the scattering potentialg; it does
not, however, include the secondary scattering: the interac-
tion of the part of the total field resulting from the presence
of g with the layering and multiple interactions after that.
This is accomplished only through the stratified Green’s op-
erator, which may therefore be considered to be a completion
of the DWBA. Numerical studies have shown that ignoring
the multiple scattering effects yields a relatively poorquan-
titative image in the case of medium to high contrast~as
expected!.

IV. NONPERTURBATIVE IMAGING IN STRATIFIED
MEDIA—MULTIPLE VIEW, MULTIPLE FREQUENCY
CASE ALGORITHM

In the case that there are limited views available, due to
experimental limitations, multiple frequencies must be used
to increase the well posedness of the problem.

Writing ~20! as

f 5~ I2ksc
2 GV* gL2ksc

2 GR* ZgL!21f inc ~30!

leads naturally to the definition of the ‘‘forward map’’

Fu~g![~ I2ksc
2 GV* gL2ksc

2 GR* ZgL!21f u
inc , ~31!

where the subscriptu is used to indicate the incident field
from directionu. A further subscript,v, serves to enumerate
the different frequencies used in the inversion. The mapf is
holomorphic~in g!, a fact which is used to reduce the com-
putational effort by adapting the Hestenes–Saunders least-
squares conjugate gradient method23 to a holomorphic map.

To solve the multiple view and multiple frequency prob-
lem requires the solution of the system

r uv
~n![fuv~g~n!!2duv50 ;

u51,...,Q
v51,...,V, ~32!

where, as stated,u refers to the multiple views and thev to
the multiple frequencies available. The Newton–Raphson
procedure is applied to this problem with the knowledge that
applying a Gauss Newton algorithm to the associated least-
squares problem would give the same result by virtue of the
holomorphic nature off. This leads to the overdetermined
system

S ]fuv

]g D •dg~n!'2r uv
~n! ;

u51,...,Q
v51,...,V, ~33!

which must be solved for theg-updatedg. The complex
analytic version of the Hestenes overdetermined conjugate
gradient algorithm, adapted for least-squares problems, is
used to iteratively solve this system. The formula for the
Jacobian in the stratified medium situation in the presence of
multiple frequencies is easily calculated:

S ]fuv

]g D5T+~~ I2Gv–@g# !21~Gv•@ fuv#!!

;
u21,...,Q
v51,...,V, ~34!

whereGv is now thestratifiedGreen’s function for the fre-
quencyv ~theL superscript on the stratified Green’s function
is suppressed in the above and that which follows!.

Therefore, in effect, to determine theg-updatedg, the
multiple view problem for each particular frequency, that is,
the overdetermined system is solved:

@T+~@ I2Gk•@g##21Gk! ^ IQ3Q#F @ f 1k#
A

@ fQk#
Gdg~n!

52F @r1k
~n!#

@rQk
~n!#G ;k51,...,V. ~35!
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Writing the overdetermined system in the following matrix notation~recall that@g# is the diagonal matrix formed from the
vectorg, and all of the juxtapositions in the following formula are matrix multiplications!:

TF ~@ I2G1•@g##21G1! ^ IQ3Q ••• 0

A � A

0 ••• ~@ I2GV•@g##21GV! ^ IQ3Q

G 3 F
@ f11#

A
@ fQ1#

G
�

�

F @ f1V

A
fQV

G 4 dg~n!523 F @r11
~n!#

A
@rQ1

~n!#
G

�

�

F @r1V
~n!#

A
@rQV

~n! #
G 4 . ~36!

For multiple view and multiple frequency inversion, then,
the inversion scheme reads:

~1! Choose an initial guess for the scattering potential,
g(0). Setn50

~2! Begin: solve the forward problems

~ I2G@g# !fuv5fuv
inc , ;

u51,...,Q
v51,...,V,

using biconjugate gradients, and use the result to compute
the scattered fieldfuv(g(n)) and residual

r uv
~n![fuv~g~n!!2duv ;

u51,...,Q
v51,...,V.

~3! Determine theL2 norm of the total residual vector:

tr ~n![3 F @r11
~n!#

A
@rQ1

~n!#
G

�

�

F @r1V
~n!#

A
@rQV

~n! #
G 4 . ~37!

~4! If i tr (n)i2[(v51
V (u51

Q ir uv
(n)i2,e then stop.

~5! Solve theNdQV by N overdetermined system~36!
in the least-squares sense fordg(n), using the conjugate gra-
dient algorithm adapted for least-squares problems.

~6! Updateg via the formula

g~n11!5g~n!1dg~n!. ~38!

~7! Setn5n11; go to begin.
The algorithm requires overdetermination, i.e., that:nx

•nz<(2•(nx1nz)24)•QV. The actual values of the
angles of incidenceu are chosen to diminish as much as
possible the ill-conditioning of the problem. Equally spaced
values 0<u<2p are ideal, but experimental constraints
may prohibit such values.

The adjoint is required in the computation of the
Hestenes–Saunders conjugate gradients least-squares algo-
rithm, and can easily be computed~with respect to the stan-
dard inner product onCN!.

V. RESULTS OF SIMULATIONS

A generic reflection-only geometry, showing the sources
and receivers above the layers of sediment, is shown in Fig.
1~b!. Figure 2~a! and~b! shows the gray scale of an original
2-D model, and the reconstruction using the FFT–BCG lay-
ered Green’s function algorithm. There were 64 frequencies
used in the simulation shown in Fig. 2, which were equally
spaced from 0 tof max580 kHz. Twelve sources were placed
along the top of this image space, adjacent to it. The image
space was surrounded by layers representing sea water and
sediment withc051480 m/s~sea water!, c151500 m/s~top-
most sediment layer!, c251680 m/s~second sediment layer!,
c352500 m/s@bottom sediment layer; see Fig. 1~b!#. The
spatial sampling at the highest frequency wasl/4 and there
were a total of 64 equally spaced frequencies used, with
f min5fmax/64. The original computer model is shown in Fig.
2~a! and its reconstruction is shown in Fig. 2~b!. The lightest
gray scale represents the highest speed of sound, withg5
20.2, and the darkest shade has ag50.2. The gray scale
reconstruction shown in Fig. 2~b! does not adequately repre-
sent the quantitative accuracy of the reconstruction, so cross
sections at various depths are shown in Fig. 3~a!–~c!. The
image space itself is 128 by 32 pixels atlmax/4 sampling in
size; the cross sections shown in Fig. 3~a!–~c! were through
nz514, 18, and 22, wherenz is the pixel number in the
vertical direction, where down is the positive direction.

The image space shown in Fig. 4 was sandwiched be-
tween layers with c151480 m/s ~sea water!, and c2

51650 m/s~sediment! to simulate the reconstruction of a
buried mine simultaneously with a sloping sediment surface.
It is considerably smaller than the previous image space,
being only 64 by 16 pixels~16 by 4l!, but it does display the
ability of the reconstruction algorithm to quantitatively re-
construct an uneven sedimentary interface. The light gray
represents sea water, and the darker gray sediment. A buried
mine is shown in cross section withg520.4 representing a
hard shell, and the interior object functiong has g50.4.
Figure 5 is a cross section of the reconstruction shown in
Fig. 4, which displays the quantitative accuracy of the recon-
struction.

The question naturally arises as to whether the minima
of the functional that are achieved are in fact global minima.
Several options exist to determine this, but for practical
problems it seems best to obtain a reasonable first guess us-
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ing low-frequency data, then to build on this using the
higher-frequency information.

Parallel computers have been used to speed up the for-
ward problems and, independently, the multifrequency cal-
culation of the Jacobians, thereby speeding the process of
functional minimization in two independent ways. The inde-
pendent nature of the multifrequency calculations renders
this algorithm extremely efficient when parallelized. We
have used the University of Utah Supercomputer Institute’s
cluster of RS6000 workstations coupled with the PVMD~3!
software to indicate the efficiency for the single frequency,

multiple view inversion~which parallelizes in an analogous
manner to the multifrequency case!. These results are shown
in Fig. 6.

VI. CONCLUSIONS AND FURTHER DIRECTIONS

A quantitatively accurate reconstruction of a scattering
object is possible within layered media, with essentially the
same algorithm as used in the homogeneous case. This abil-
ity to quantitatively reconstruct object function values~g val-
ues! is one of the major advantages of the nonlinear recon-
struction employed here over diffraction tomography, as
defined in the geophysical literature. The trade-off associated
with this quantitative reconstructive ability is the increased
computational burden imposed. Also, as the contrast and size
of the object increase, the computational burden does in-
crease dramatically. However, the ability to reconstruct ob-
jects of higher contrast and/or size is beyond that of the Born
approximation ~diffraction tomography!. There has been
little theoretical analysis carried out to characterize the rate
of convergence of the inverse problem up to this point; how-
ever, the results of this paper indicate that the reconstruction
procedure is practical. The reconstruction algorithm de-
scribed here can easily be generalized to the full 3-D case,
and in fact this has been done and is the subject of a future

FIG. 2. ~a! Gray scale of true 128 by 32 pixel phantom,lmax/4 sampling
was again used, wherelmax is the wavelength at the maximum frequency.
The image space is, therefore, 32l by 8l in size. The center object hasg
520.2, which corresponds to speed of sound51878.3 m/s. The object on
the right hasg50.2, i.e.,c51533.6. and the object to the left~elliptical
shape! hasc51602 m/s. There were 64 frequencies used in the simulation,
which were equally spaced from 0 tof max580 kHz. Twelve sources were
placed along the top of this image space, adjacent to it. The image space was
surrounded by layers representing seawater and sedimentation, withc0

51480 m/s, c151500 m/s,c251680 m/s,c352500 m/s~see Fig. 1!. ~b!
Reconstruction using inverse scattering of the above computer phantom.

FIG. 3. Horizontal slices through image space atz514 ~a!, and 18~b!.
Dotted line is reconstructed potential, solid line is trueg. The vertical axis is
g the horizontal axis is pixel number.~c! Horizontal section through image
space atz522, the dotted line is the reconstruction.

FIG. 4. There were 32 frequencies used in the reconstruction shown below
the true computer phantom. These were equally spaced fromf max560 kHz
to 1/32* 60 kHz. The sediment has ag520.195 45 (csediment51650 m/s).
The background~sea water! has a speed of sound51480 m/s. This image
space is embedded in a transition layer withc15c251480 m/s~see Fig. 1!.
It is directly above a sediment layer withc351650 m/s. The pixels were
l/4, wherel51480/60524.67 mm. The image space is 64 by 16 pixels or
16 by 4l. The physics scales appropriately, so thatf max56 kHz impliesl
50.247 m, and the mine is approx. 0.5 by 1.0 m, in an image space approx
3.95 m by 1 m deep. The steel shell has the corresponding horizontal section
in Fig. 5.

FIG. 5. The cross section of the computer phantom in Fig. 4, and its recon-
struction~dotted line!. The reconstruction was carried out with pure reflec-
tion mode geometry.
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publication. Further generalizations that are being under-
taken include inversions and forward problems in layered
Biot media~poroelastic media!.

It is also possible to construct similar layered Green’s
functions in the more general case when the layers have lin-
ear varying index of refraction, or more general smooth
variation in certain special cases, for example, if the speed of
sound is given bycc8(c/c8)95m5constant, where8 de-
notes differentiation. This last fact is a result of the applica-
tion of the theory of Lie Group symmetries of differential
equations24 to the wave equation. The existence of an ana-
lytic solution means that the layered Green’s function for this
type of layered medium can be constructed, discretized, and
the FFT-BCG algorithm described in this paper implemented
in a manner analogous to the construction described here.
The advantage of having layers which have their speed of
sound with the dependence described bycc8(c/c8)95m
5constant is the greater flexibility in describing a sediment
with arbitrary vertical speed of sound variation with more
accuracy and fewer layers than would be required if the
speed of sound is required to be homogeneous within each
layer.

The natural extension to three-dimensional image spaces
has been carried out. The advantage of this method includes:
~1! the coarse spatial frequency sampling requirements af-
forded by the use of the ‘‘sinc’’ basis functions and integral
equations;~2! The automatic incorporation of multiple rever-
berations, head waves, and all refraction and diffraction ef-
fects associated with the infinite boundaries between layers
above and below the image space. These head waves and
other effects are incorporated into the scattered field, even
though the interfaces lie outside the image grid.

There is substantial interest in the Navy for development
of efficient algorithms which will accurately distinguish be-
tween buried and semi-buried~or proud! mines, and rocks, or
other harmless objects on the sediment surface. The ex-
amples shown above indicate clearly that this reconstruction
algorithm is capable of determining whether an object that is
located by some other~say synthetic aperture! algorithm is in
fact ordnance or miscellaneous/harmless material. The data
collection requirements of this algorithm are admittedly se-
vere. The requirement for accurately calibrated data~the in-
cident field and layer parameters must be known! present not
insurmountable problems to developers. The accuracy of the

reconstructions indicate clearly that it is definitely worth-
while to expend energy in the direction of development of
arrays capable of collecting the data required by this and
related algorithms being developed at the Center for Inverse
Problems in the University of Utah.
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Matched-field evaluation of acoustic scattering from Arctic ice
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This paper investigates the three-dimensional acoustic scatter from large-scale features under the
Arctic ice cover using field data collected during the CEAREX experiments in April 1989. The
analysis involves the identification and isolation of the features under the ice canopy, and the
simultaneous evaluation of their spatial scattering characteristics. A two-step matched-field
processing~MFP! algorithm is used to solve this complex multiparameter estimation problem.
Using one large (;1200 m) and four short (;300 m) vertical line arrays, and a crossed horizontal
hydrophone array in a matched-field processing scheme, beamforming under the ice sheet was
performed to obtain an approximate map of the rough interface between ice and water. This analysis
yields estimates for scattering strengths for frequencies ranging between 25 and 105 Hz. It is shown
that scatter from the elastic ice surface is a frequency selective phenomenon. This beamformed map
is then used to isolate a single discrete scatterer, and subsequently, its scattering characteristics are
evaluated. Simultaneously, an idealized environmental model is developed to compute scatter from
a canonical protuberance. Matching the theoretical results from the analytical model with the
experimental data, which consists of contributions from multiple scatterers, yields the statistics of
the distribution of ice protuberances. ©1997 Acoustical Society of America.
@S0001-4966~97!00608-5#

PACS numbers: 43.30.Gv, 43.30.Ma, 43.30.Hw@JHM#

INTRODUCTION

Scattering of sound waves from the underside of ice is a
problem of interest to researchers in Arctic acoustics. The
Arctic Ocean waveguide, with its upward refracting sound
velocity profile ~SVP!, causes any long-range propagating
signal to repeatedly interact with the ice cover, thereby
changing its characteristics. An understanding of this inter-
action between acoustic waves and the rough elastic interface
is essential in improving the modeling of long-range propa-
gation in the Arctic Ocean. The Arctic ice canopy contains a
wide spectrum of roughness, extending from the minute de-
viations from the plane surface to features whose dimensions
are much larger than the wavelengths of the acoustic signals
typically used for long-range propagation in the Arctic
Ocean (f ,100 Hz). Recent investigations1–3 have consid-
ered scattering from small scales of roughness (ka!1) by
using the method of small perturbations, while for large-
scale scatterers (ka@1), Kirchoff tangent plane approaches
are appropriate.4 In the intermediate regime@ka;O(1)#,
where the dimensions of the scatterers are comparable with
the wavelength of the acoustic waves, no traditional model-
ing tools apply.

One of the earliest attempts by researchers in this field
was to model these features as, for example, a hemispherical
protuberance on an infinite plane.5,6 The main drawback of
this bossmodel approach is that it ignores the elasticity of
the rough surface. Moreover, it provides no insight into the
physical processes and wave mechanisms involved in the
scattering of sound from ice. Recently, some researchers
have modeled the scattering from a two-dimensional fluid–
elastic interface using the finite difference~FD!7 and
boundary element~BEM!8 approaches. Regarding three-

dimensional scattering, there have been attempts using FD9

and a boundary integral formulation.10 However, due to com-
putational limitations, their analyses were restricted to scat-
tering from a compact feature on a rigid boundary.

In this paper, we adopt an alternate approach of analyz-
ing field experimental data, and simultaneously develop a
theoretical model to aid the evaluation of three-dimensional
scatter. Even though the idealized environmental model pre-
sented here does not represent the real scattering scenario, it
is more complete than such earlier representations in terms
of the fundamental scattering mechanisms involved. We con-
sider the scattering of low-frequency~25–105 Hz! acoustic
waves from the Arctic ice sheet via matched-field processing
of short-range reverberation returns. The experimental data
that we analyzed were collected on 15 April 1989 during the
Coordinated Eastern Arctic Experiments~CEAREX! con-
ducted in the Norwegian–Iceland Sea. The receiver array
geometry consisted of a crossed horizontal array deployed at
a depth of 60.0 m, one 1200-long-m-long vertical line array,
and four short vertical arrays, each of length 300 m. The
sources used in the experiments were 1.8-lb SUS charges
detonated at nominal depths of 244 m. Recently,11 some re-
sults have been published from the analysis of reverberation
data collected on the long vertical line array using plane-
wave beamforming. The results presented here are based on
matched-field processing using a point source replica field by
combining the outputs from all the arrays.12

We begin with a statement of the problem in Sec. I,
followed by a brief description of the CEAREX experiments
in Sec. II. In Sec. III, we carry out matched-field processing
of the reverberation data to image the undersurface of
the ice which allows the identification and isolation of
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strong scatterers. Next we perform an analysis of the scatter-
ing characteristics from a single discrete scatterer in Sec. IV,
and, matching the experimental data with the analytical
model, we compute the statistics of the distribution of protu-
berances under the ice canopy.

I. THE PROBLEM

The focus of this paper is to analyze scattering from a
single three-dimensional feature, or protuberance under the
Arctic ice canopy using field experimental data. In its most
general form, this is a complex multiparameter estimation
problem with the unknown quantities being:~i! the location
of the protuberances; and~ii ! their spatial scattering charac-
teristics. Among the multitude of methods available to solve
this problem is the matched-field processor~MFP!, which
maximizes the correlation between data and model.13 Within
the gamut of matched-field estimators are included the con-
ventional and high-resolution processors. While the conven-
tional processor uniformly weights the dependence on the
search parameters, the high-resolution processor adaptively
adjusts the weights so as to maximize performance. High-
resolution estimates of these unknown parameters may be
obtained using this processor, for example, the maximum
likelihood method ~MLM !. However, it is severely con-
strained by requiring an exact knowledge of the environment
that defines the model or replica fields. On the other hand,
the performance of the conventional processor~e.g., the Bar-
tlett processor! is relatively insensitive to environmental mis-
match. Since we will be analyzing real field data, with its
associated uncertainties in positions of source and receiver
arrays, the performance of the MLM processor will rapidly
deteriorate, producing erroneous results. Therefore, we shall
instead carry out our analysis with the Bartlett processor.

In general, the scattered field from a large-scale feature
under ice may be represented byg(r, f ,r p ,r0), wherer is
the size of the feature,f is the frequency, andr p and r0 are
the three-dimensional coordinates of the location of the pro-
tuberance and the receiver. Note that we have noa priori
information regarding the functional dependence ofg on
these parameters. This is inherently a complex problem to
solve where we need to simultaneously determine the loca-
tion of the feature and its scattering characteristics. There-
fore, we make this analysis tractable by solving this problem
in two stages, where the first step involves isolation and
identification of discrete scatterers under the ice cover. Our
theoretical analysis in Refs. 14 and 15 guides us in assuming
that the three-dimensional features resemble point radiators
with a quadrupolar scattering pattern. Moreover, Fricke7 has
demonstrated that the scattering pattern from a two-
dimensional protuberance on an elastic plate, i.e., an elastic
keel, resembles a deformed quadrupole. This assumed scat-
tering pattern will then aid in providing an approximate map
of the undersurface of the rough ice cover. We can then
proceed to identify and isolate discrete features under the ice
canopy. Subsequently, for any isolated protuberance, we can
evaluate its spatial scattering characteristics using the rever-
beration data received on the horizontal and vertical arrays.

II. THE CEAREX REVERBERATION EXPERIMENTS

Figure 1 shows a schematic of the layout of the acous-
tics camp~A-camp! during the CEAREX experiments. The
camp was situated on a circular ridge about 650 m in diam-
eter, as shown by the circular boundary in Fig. 1. Geographi-
cal north points upward and east points to the right. The
acoustics hut is located near the center of the camp floe
which is also the apex of the horizontal hydrophone array.
The main camp is located about 300 m due north. Also seen
in the pictorial representation, about 250 m north and 30 m
east of the apex of the array, is Wiebe’s biology hydrohole
through which SUS charges for the reverberation experi-
ments were dropped. Aerial pictures of the camp revealed
that the ice around the camp had a rough topography.

Two sets of arrays were deployed during the reverbera-
tion experiments. The first consisted of a crossed horizontal
hydrophone array with unequally spaced sensors~Mill’s
Cross!, located at nominal depths of 60 m, and was moni-
tored jointly by the Massachusetts Institute of Technology
~MIT ! and the Woods Hole Oceanographic Institution
~WHOI!. The second receiver array system was deployed by
the Naval Research Laboratory~NRL!, and consisted of one
long (;1200 m) and four short (;300 m) vertical arrays.
These two sets of arrays were connected to different data
acquisition systems. The MIT/WHOI data recording system
acquired the digital data at a sampling rate of 1 kHz, while
the NRL data acquisition system recorded the data at a sam-
pling frequency of 689 Hz.

FIG. 1. CEAREX acoustics camp layout. North points upward and East
points to the right.~Adapted from WHOI technical memorandum; see Ref.
16!
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The crossed horizontal hydrophone array consisted of 25
logarithmically spaced hydrophones distributed along the
two legs of the array, as depicted schematically by the black
diamonds in Fig. 1. The hydrophones were placed at nominal
distances of 20 m, 40 m, and so on up to 640 m from the
apex of the array. The northeast–southwest~NE-SW! and the
northwest–southeast~NW-SE! legs were thus approximately
1280 m in length. The positions of these hydrophones were
monitored in real time via an acoustic sensor tracking system
~STS!. Six high-frequency pingers were deployed at cali-
brated positions, and periodic travel time measurements from
these to the various hydrophones were used in a simulated
annealing algorithm to estimate sensor positions.16

The 1200-m-long vertical line array consisted of 31 hy-
drophones, 21 of which were spaced 30 m apart at nominal
depths of 30–630 m, and 10 of which were spaced 60 m
apart at nominal depths of 690–1230 m. The four short 300-
m-long vertical line arrays consisted of 8 hydrophones each
at nominal depths of 30, 90, 120, 150, 180, 210, 270, and
330 m. The fixation points of the top of the five vertical
arrays were approximately along the NW leg of the horizon-
tal array as shown in Fig. 1. Six hydrophones on the long
vertical array and five hydrophones on the short arrays had
severe 60-Hz contamination17 and thus were not used in the
analysis. Using a high-frequency pinger, positions for only
16 channels on the long vertical array were recorded. Only
the locations of the fixation points were recorded for the
shorter arrays.17 The positions of the missing hydrophones
on the long array were interpolated from its displaced shape.
The sensor positions of the shorter arrays were deduced by
assuming a displaced shape similar to that of the longer ar-
ray, and by noting the arrival times of the direct pulse. The
details of this analysis have been presented in Ref. 15.

Five shots were fired at 15-min intervals, of which one
turned out to be a dud. Thus data from only four shots were
available for subsequent processing. Figure 2 shows ex-

amples of the typical raw time series recorded for the 25
channels of the horizontal array and the 31 channels of the
long vertical array, respectively. Each hydrophone of the
horizontal array saturates with the arrival of the direct shock
pressure pulse. After a characteristic system decay time, the
sensors come back on line, as shown in Fig. 2. On the other
hand, the arrival of the shock pressure pulse at the hydro-
phone nearest to the source results in a simultaneous satura-
tion of all the hydrophones on the vertical arrays.

Before any data could be processed, the source detona-
tion location had to be estimated, followed by synchroniza-
tion of the two different data sets to the same time frame of
reference. The bubble pulses are easily observable in the raw
time series for the horizontal array, and this information was
used to determine the actual depth of detonation of the SUS
charges. The source locations were estimated by noting the
arrival time of the direct pressure pulse at the hydrophones,
and using these in a least-squares estimation procedure.15

Only the horizontal array was used since it provides a much
better resolution in estimating the two-dimensional range.
Next, the MIT/WHOI and NRL data were filtered and resa-
mpled to the common sampling rate of 520 Hz. The resulting
time series were then bandpass filtered between 19.5 and 130
Hz and, subsequently, the gains and sensitivities were also
corrected for the two different data sets.

Figure 3 shows the conditioned time series at the hori-
zontal array hydrophones after filtering and resampling. The
direct shock pressure pulse is seen to arrive around 0.2 s at
most of the receivers on the horizontal array. The ocean bot-
tom is roughly at a depth of 3 km, and therefore, as we
would expect, the first bottom arrivals come in about 4 s
later, i.e., at a time of 4.2 s. Also seen are the surface-
reflected bottom returns that arrive about 0.2 s later. The
usable data for estimating short-range scattering from under
the ice surface are then contained between 0.7 s, i.e., after the
sensors come back on line, and 4 s. On the other hand, as
shown in Fig. 4, the direct arrival is seen to come in at
around 0.2 s for the topmost receiver of the long vertical
array, denoted by Channel # 1. The receiver time series are

FIG. 2. Time series data received at the horizontal and vertical arrays. The
figure shows examples of typical raw time series recorded along with their
filtered and resampled versions.

FIG. 3. Filtered and resampled data from the Mill’s Cross horizontal line
array.
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stacked in the order of depth with the deepest hydrophone
corresponding to Channel # 31. Note how the direct bottom
returns and the surface-reflected bottom returns are clearly
separated for the deeper receivers of the long vertical array.

III. MATCHED-FIELD REVERBERATION ANALYSIS

The matched-field processor~MFP! correlates the field
arriving at the array with model replicas of the expected field
to find the replica field that best matches the received signal.
Matched-field processing techniques have traditionally been
used by researchers in acoustics in the past in the context of
plane-wave beamforming. However, recent literature13 has
demonstrated the applicability of this approach in the context
of localizing a distant source in range, depth, and bearing.
Here, we adapt this algorithm to near-field beamforming or
focusing.

A. Near-field beamforming

For the purpose of illustration, consider a time-harmonic
point radiator of strengthP0 and frequencyv located at
(xs ,ys ,zs) in the near field of an array of receivers of arbi-
trary geometry, as shown in Fig. 5. Assuming the radiation
pattern to be denoted byB(v,u,w), the field received by the
N sensors of the array, located at (xj ,yj ,zj ), may be ex-
pressed as

Pj~v!5P0~v!B~v,u j ,w j !
eikRj

T

Rj
T 1N j~v!,

j 51,...,N. ~1!

HereP0(v) is the source strength at 1 m, andu j andw j are
the polar and azimuthal angles, respectively, subtended by
the source at thej th receiver. Here,N j (v) is the noise term
uncorrelated from sensor to sensor,k is the acoustic wave
number withk5v/c, and c is the speed of sound in the
medium. The distance from the source to thej th receiver is
given by

Rj
T5@~xs2xj !

21~ys2yj !
21~zs2zj !

2#1/2,

j 51,...,N. ~2!

The MFP algorithm or near-field beamforming operation es-
timates the strength of the point source and its location from
the received signal at theN sensors. Since the source is mod-
eled as a point radiator, the signal strength may be estimated
by exploiting the difference in-phase of the spherical wave-
front at each of the sensors. For a trial source position
(x,y,z), the output of the near-field beamformer is given by

P̂~v!5(
j 51

N

WjRjB j Pj~v!e2 ikRj , ~3!

where

Rj5@~x2xj !
21~y2yj !

21~z2zj !
2#1/2, j 51,...,N,

~4!

and

B j5
bj

( j 51
N bj

, bj5
1

B~v,u j ,w j !
. ~5!

Here,Wj is the weighting or array taper vector, and the ra-
dial distanceRj appears in the numerator to account for the
spherical spreading loss. The termB(v,u j ,w j ) accounts for
the source radiation pattern and has been normalized to ob-
tain a 0-dB response at the maximum response axis~MRA!.
Then, Eq.~3! will yield the estimate of the source strength
when the trial source position coincides with the true source
coordinates.

B. Adaptive focusing for CEAREX arrays

The analysis presented here combines the outputs from
the horizontal array, the long vertical line array, and the four
short vertical arrays. The schematic geometry of the source,
receiver arrays, and beamforming patches is shown in Fig. 6.
The response of the simulated volumetric array was com-
puted by positioning a broadband point source at the location
~900,900,3.4!, i.e., in the center of the NE patch in Fig. 6.
Moreover, the valuez53.4 m corresponds to the mean depth
of the lower surface of the ice sheet assumed to be uniform.

FIG. 5. Receiver array and source geometry for near-field beamforming or
focusing.

FIG. 4. Filtered and resampled data from the 1200-m-long vertical line
array.
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Next, a synthetic time series was generated for all the sensors
by propagating the field using spherical spreading and add-
ing white Gaussian noise, with an effective signal-to-noise
ratio ~SNR! of 60 dB. The output from the three arrays is
combined adaptively to optimize the performance of the
volumetric array in both range and azimuth. After an exten-
sive study of various possible combinations of the conven-
tional beamformer outputs, it was found that the best re-
sponse is obtained by combining the outputs from the three
arrays—horizontal, long vertical, and short vertical—in the
ratio 0.6, 0.2, 0.2, respectively. An unbiased estimate is ob-
tained by requiring that the sum of the three factors equal 1.

Figure 7 shows the ambiguity function for the volumetric
array obtained by focusing, where we have also geometri-
cally averaged the output of the processor over the frequency
band 45–55 Hz. It has been shown previously13 that fre-
quency averaging the beamformer output further reduces the
sidelobe levels. With increasing frequency, similar beampat-
terns are obtained, but with higher resolution in range.

The geometric paths from source to focusing points un-
der the ice, and then on to the receivers, were determined
using ray tracing in a bilinear approximation of the sound
velocity profile ~SVP!. The scattering strength calculations
are based on the standard sonar equation

SS5LRL1HS→FP1HFP→R2LSL210 log10 A, ~6!

whereLRL is the received pressure level at the receivers in
units of dB,HS→FP is the transmission loss from source to
focusing point, andHFP→R is the transmission loss from the
focusing point to the receiver in dB.LSL is the source spec-
tral level in dB at a reference distance of 1 m, andA is the
ensonified area. The source spectral levels were deduced
from the recent work by Chapman.18 Equation~6! yields an
estimate of the scattering strength SS in units of dB/m2.

The algorithm for computing the scattering strength
from the received reverberation time series is as follows. For
each given sensor, we compute the two-way travel time from
source to focusing point, and then on to the receiver using
ray tracing. For a constant SVP, the loci of points on the
focusing plane for a fixed two-way travel time correspond to
an ellipse, as shown in Fig. 8. This is also true for the vary-
ing SVP, provided we determine the travel times from cor-
rect ray paths. We centered a Hamming window, 101

FIG. 6. Relative geometry of source, receiver arrays, and beamforming
patches.

FIG. 7. Beamformer response of the simulated volumetric array averaged over the frequency band 45–55 Hz for a source positioned at~900,900!. Note the
circular ambiguity in beampattern.
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samples or 0.194 s long, around the two-way travel time
corresponding to the focusing point of interest on each hy-
drophone. The area of intersection between the two ellipses
corresponding to the end points of the windowed reverbera-
tion time segment is then the ensonified area. Coherent sum-
mation across channels of the suitably normalized, win-
dowed outputs in the time domain for each array separately
yields the beamformer output as

P̂i5(
j 51

Ni

1

AAj
i

Wj
i
B j

i Rj ,s
i Rj ,r

i Pj
i ~ t1,j :t2,j !. ~7!

Here, P̂i is the coherent beamformer output,Ni is the num-
ber of receivers in thei th array, andWj

i is the window for the
j th sensor in thei th array. Also,Rj ,s

i is the ray path length
from source to focusing point, andRj ,r

i is the ray path length
from the focusing point to the receiver.Pj

i (t1,j :t2,j ) is the
segment of data 101 samples long, centered attc for the
j th sensor in thei th array, andAj

i is the ensonified area for
each sensor.

The sensor outputs have also been weighted by the suit-
ably normalized assumed radiation patternB j

i . Our theo-
retical analysis14,15 establishes that the scatter from an iso-
lated three-dimensional protuberance on a fluid-loaded plate
is symmetric with respect to the azimuthal coordinatew. It
has also been shown7,15 that the polar radiation pattern from
a discrete feature under ice resembles that of a deformed
quadrupole in the low-frequency regime. Motivated by these
analyses, we approximate the radiation pattern from these
‘‘hot spots’’ as

B~v,u,w!5cosw sin 2u, ~8!

wherew andu are the azimuthal and polar radiation angles,
respectively. In other words, the replica field for the
matched-field processing scheme is that due to a quadrupolar
radiator. This radiation pattern must then be normalized to
obtain an unbiased estimate. Following Eq.~5!, this is done
by defining

B j
i 5

bj
i

( j 51
N bj

i , bj
i 5

1

cosw j
i sin 2u j

i . ~9!

As the beampattern is assumed to be constant over this fre-
quency regime, we can therefore take advantage of time-
domain beamforming.

The beamformer output of the three arrays is then com-
bined adaptively as

P5(
i 51

3

v i P̂
i , ~10!

wherev i is relative weighting of the outputs from the three
arrays with ( i 51

3 v i51. Finally, the scattering strength is
found by transforming the beamformer output to the fre-
quency domain, averaging the reverberation level in dB over
10-Hz frequency bands, and subtracting the source level at 1
m, i.e.,

SS~ f c!5F 1

f 22 f 1
(
f 5 f 1

f 2

LRL~ f !G2LSL~ f c!. ~11!

The shaded rectangular patch in Fig. 6, NE of the apex of the
array, is the area on which we focused to estimate the scat-
tering strength. Ideally, it would be preferable to look broad-
side to the horizontal array, i.e., vertically up. However, this
was not possible due to the limitation of the available array
geometry. As pointed out before, the arrivals from features
broadside to the array come in at times close to the direct
path arrivals, and hence are clipped. Therefore, the analysis
was confined to features at least 850 m from the apex of the
array.

Using this adaptive focusing methodology, we focus on
an area located approximately 850 m NE of the apex of the
array, as shown in Fig. 6. The patch of ice is 600 m square,
and we have computed the scattering strength at uniform
intervals of 10 m. Results for the frequency band 45–55 Hz
are shown in Fig. 9, where we have averaged the mean-
square values of scattering strength from the four different
shots. The horizontal and vertical axes correspond to the
range from the apex of the horizontal array. We can clearly
observe the ambiguity pattern and sidelobes of our array pro-
cessing scheme superposed in the plot. We observe strong
scatterers at approximate grid points of~980,890!,
~1000,1040!, ~750,1130!, and ~720,680!. Our resolution of
these discrete features is limited by the performance of the
volumetric array. Therefore, it is not possible to directly infer
the length scales of the scatterers from this plot due to the
wide beamwidth of the mainlobe. However, strong scatter in
this frequency range would suggest length scales ofL;l, or
L;30 m. Moreover, there could possibly be many small fea-
tures within the mainlobe of this ambiguity pattern, and
those whose sizes match the wavelengths of the acoustic
field will be the ones that scatter with the highest magnitude.
However, note the strong scatterer at~980,890!. We will re-
turn to this isolated feature later in our analysis, when we
compute its scattering response as a function of grazing
angle of scatter.

Figure 10 shows the scattering strength for the same ice
patch for a lower-frequency band of 25–35 Hz. Once again,
we have presented the mean results from four different shots.
Note that this plot is qualitatively similar to Fig. 9. However,
at this frequency, the resolution in range is approximately 50

FIG. 8. Ensonified area for the source, receiver, and focusing point configu-
ration. Heret1 and t2 are the two-way travel times for paths 1 and 2.
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m. Correspondingly, there is increased uncertainty about the
size of the scatterers. Note that the levels observed here are
about 4–6 dB lower than those in the 45–55 Hz band.

The striking difference between the 30- and 50-Hz re-

sults is that features at a given location do not scatter as
strongly in different frequency bands, i.e., features that scat-
ter strongly in the 50-Hz band do not scatter as strongly in
the 30-Hz frequency band. In other words, the bright spots

FIG. 10. Contours of constant levels of mean scattering strength for the patch of ice located NE relative to the apex of the array, and averaged over the
frequency band 25–35 Hz.

FIG. 9. Contours of constant levels of mean scattering strength for the patch of ice located NE relative to the apex of the array, and averaged over the
frequency band 45–55 Hz.

871 871J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 T. Kapoor and H. Schmidt: Matched-field ice



do not show up at exactly the same place in the two plots.
This can also be explained by recalling that within the main
lobe of the ambiguity function there lie many features of
varying sizes and orientation. At a given frequency of the
incident acoustic waves, the features whose scattering char-
acteristics match those of the incident field radiate most
strongly. Therefore, we infer that scatter from ice is a fre-
quency selective process.

Figure 11 shows the scattering strength for the same
patch of ice for a higher-frequency band of 75–85 Hz. Once
again we observe qualitative similarities with the results pre-
sented earlier for the lower-frequency bands. Our previous
deduction about frequency selectivity is reiterated by these
results. For example, in the 80-Hz results, we observe a
strong scatterer at~880,740! which is not as prominent in the
30- and 50-Hz results. However, we continue to observe in-
creasing levels of scatter with increasing frequency. There-
fore, as postulated before, these results suggest a strong fre-
quency dependence.

It is also informative to look at the scattering patterns
from other areas under the ice canopy. This is essential to
demonstrate that the conclusions at which we have arrived
for the patch NE of the apex of the horizontal array are also
valid for other areas under the ice cover. Therefore, we con-
sider another region of ice 850 m SW of the apex of the
array. This patch is diagonally opposite to the NE patch con-
sidered previously. The scattering patterns for two frequency
bands centered at 30 and 50 Hz are presented in Fig. 12 and
Fig. 13, respectively. Once again we observe the circular
ambiguity pattern of the volumetric array. Also, the qualita-

tive differences about strong features that we mentioned for
the NE patch are also observed here. Moreover, consistent
with the results for the NE patch, the scattering levels also
increase with frequency.

These results are a little deceptive in the sense that they
show that features show up in the same place in both fre-
quency bands. For example, consider the bright feature in the
50-Hz band at (2650,2850). It seems that it appears at the
same location in the 30-Hz results. However, in the 30-Hz
frequency band we observe two peaks surrounding this loca-
tion. Neither of these necessarily correspond to the feature
observed in Fig. 13. As another example consider the feature
at (2825,2900) in the 30-Hz band. There is no correspond-
ing bright spot in the 50-Hz results. One can easily pick out
other differences in the locations of these ‘‘hot spots’’ in the
two plots. Therefore, we can conclusively state that scatter is
indeed a frequency selective process.

IV. SCATTERING FROM A DISCRETE
PROTUBERANCE

Having obtained a rough map of the undersurface of the
ice cover, we can then proceed to the next step of the global
estimation problem and determine the spatial scattering char-
acteristics of individual discrete features. For the purpose of
illustration, we present analysis for only one single feature
which can be identified and isolated from our results in the
previous section. This stage includes the development of an
idealized environmental model for comparison with results
from the analysis of experimental data. Finally, matching the

FIG. 11. Contours of constant levels of mean scattering strength for the patch of ice located NE relative to the apex of the array, and averaged over the
frequency band 75–85 Hz.
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theoretical results for a single feature with the experimental
data which consists of contributions from many scatterers,
we invert for the statistics of the distribution of ice protuber-
ances.

A. Analytical model of protuberance

We begin by constructing an analytical model of scat-
tering from a typical large protuberance under the ice sheet.

FIG. 13. Contours of constant levels of mean scattering strength for the scattering patch located SW of the apex of the horizontal array, and averaged over
the frequency band 45–55 Hz.

FIG. 12. Contours of constant levels of mean scattering strength for the scattering patch located SW of the apex of the horizontal array, and averaged over
the frequency band 25–35 Hz.
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Previous analyses which have modeled these as, for ex-
ample, a hemispherical protuberance on an infinite plane5,6

failed to account for the elasticity of the ice plate. As a
significant improvement in modeling the three-dimensional
feature, our prototype is a solid elastic sphere attached to a
thin elastic plate along its equatorial plane. Figure 14~a!
shows the pictorial representation of a typical large-scale fea-
ture, or ‘‘hot spot,’’ under the Arctic ice canopy. Note that
the ice plate is not of uniform thickness, and may be com-
prised of a multitude of such features, i.e., many smaller
features cemented together giving the appearance of one
large feature. In Fig. 14~b! we have shown the idealized
model used in our analysis to represent this protuberance.
The details of the methodology for modeling scattering from
this completely submerged coupled model have been previ-
ously presented by Kapoor and Schmidt.14 However, we
need to modify the model presented there to account for the
free surface at the ice–air interface. Assuming that the air–
ice interface can be approximated as a free surface by includ-
ing a negative image source, as shown in Fig. 14~b!, we
write the total scattered field as

pt5pr2pi . ~12!

Here pt represents the total scattered field,pr is the scatter
from the plate–sphere coupled structure due to the real
source located at (r 0 ,u0 ,w0), andpi is the scattered pressure
due to the image source located at (r 0 ,p2u0 ,w0). Evi-
dently this is not an exact solution because of the excitation
of elastic waves in the plate and the sphere. Inclusion of a
negative image source does not cancel the stresses at the
upper hemispherical surface.15 A more exact analysis re-
quires the application of a stress distribution on the entire
upper surface such that all resulting stresses vanish there.
This involves an integral equation formulation and, for the
purpose of our analysis here, will not be carried out. How-
ever, this idealized environmental model may be viewed as a
first-order approximation in representing the real scattering
scenario.

B. Experimental data analysis

We now return to the analysis of the experimental data
to determine the scattering characteristics of a single, iso-
lated feature under the ice canopy. As mentioned earlier, for
the purpose of illustration, the focal point of this part of the
analysis will be the discrete scatterer isolated earlier at the
grid point ~980,890!. The sensors of horizontal array are lo-
cated at a mean depth of 60 m, and therefore, the polar angle
of scatter at all the sensors is clustered around a very small
angle, with a mean value of 5°. Thus reverberation data from
the long vertical array only are used to determine its polar
~vertical! radiation pattern.

The point source is located at a range of 1150 m, and is
incident on the scatterer at a grazing angle of 14.4°. The
vertical array has a limited aperture of 50° in the vertical,
and the azimuthal angles subtended at the receivers by the
protuberance vary from 4.8° to 7.2°, i.e., a mean angle of
wc56.0°. Here, we have implicitly assumed the source to be
located at the origin of the azimuthal coordinate system. The
salient reason for choosing a scatterer in a region NE relative
to the apex of the arrays is that the plane of tilt of the long
vertical array also lies in this direction. Therefore, the varia-
tion of the azimuthal angle at the sensors on the array will
not be very significant. Also, the array is positioned such that
it receives the scattered field in the backward direction at a
range of about 1350 m from the discrete feature, as shown in
Fig. 15.

The approach for estimating the scattered pressure from
the reverberation data is similar to that outlined in Sec. III. In
this case, however, we do not normalize the scattered pres-
sure with respect to the ensonified area. Denoting the Fourier
transform of the signal from the scatterer byS( f ), the di-
rectivity of the scatterer as a function of the polar~u! angle is
then estimated as

B~ f ,u i ,wc!5
Xi~ f ,u i ,wc!

S~ f !
, ~13!

whereXi is the received signal at thei th sensor. The normal-
ized scattering intensity (I ) is then given by

I ~ f ,u i ,wc!520 loguB~ f ,u i ,wc!u, ~14!

whereu i andwc are the angles subtended by the scatterer at
the i th receiver on the long vertical array.

There is a caveat in this processing scheme. Equation
~13! inherently assumes that all the energy arriving within
this two-way travel time window at the receivers is from this
feature only. However, due to the geometry of the scattering

FIG. 14. ~a! Pictorial representation of a typical large three-dimensional
feature under the ice sheet.~b! Analytical model of the protuberance. The
pressure release surface at the ice–air interface is approximated by including
an image point source.

FIG. 15. Experimental geometry of source, protuberance, and long vertical
and crossed horizontal arrays.
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scenario, there will be multiple contributions from all such
large features lying within the elliptical ensonified area. It is
possible to reduce this ambiguity by using the beamformed
signal instead of the source waveform directly. As the con-
tributions from other scatterers will not add up coherently,
we can expect to obtain a good estimate of the signalS( f )
from the feature, limited by the resolution of the array. How-
ever, it must be noted thatXi( f ) will still contain contribu-
tions from all scatterers within the ensonified area. We can
obtain estimates of the distribution of scatterers within the
ensonified area by assuming incoherent addition of energy.
Letting M denote the effective number of such scatterers, the
total scattered intensity from the whole ensonified area may
be approximated as

L total5I single110 log M . ~15!

We choose the material for the model to be elastic
ice of density 910 kg/m3, compressional wave speed of
3500 m s21, and shear wave speed of 1600 m s21. The ice
plate is assumed to be 3 m thick and attached to the sphere of
radiusa along its equatorial plane. The coupled structure is
completely submerged in water of density 1000 kg/m3 and
sound speed 1460 m s21. The point source is positioned at a
distance of 1370 m and is incident at a grazing angle of
14.4°. We shall consider two frequency bands centered at 50
Hz and 80 Hz. Moreover, similar to the analysis in Sec. III,
we shall average the results from experimental data over
10-Hz frequency bands.

Figure 16 shows the results from experimental data, and
the analytical model forf 550 Hz. The experimental data
values are denoted by the symbol ‘‘1,’’ and we have plotted
the data from all four shots. Assuming the scattered field to
consist of contributions from only the dipolar and quadrupo-
lar terms, we model the data as

ps5c1 sin u1c2 sin 2u,

whereu is the grazing angle of scatter, andc1 andc2 are the
relative amplitudes of the polar components. The solid curve
represents the least-squares best fit through the data points.
We have also plotted the scattered field from our analytical
realization of scattering from the approximate theoretical
model for two values of the radius of the sphere, i.e.,a56
and 10 m. At a frequency of 50 Hz, these two curves corre-
spond toka values of 1.3 and 2.2, respectively. We observe
reasonable qualitative agreement between the analytical and
experimental results. Even though there is some qualitative
agreement, there is discrepancy in magnitude. As stated ear-
lier, this is due to contributions from multiple scatterers
within the ensonified region in the experimental data. Also,
the theoretical curves are essentially single frequency results
while the experimental values have been averaged over
10-Hz bands. From Fig. 16, we observe that the difference in
intensity levels between the experimental values and the ana-
lytical model is about 31 and 15 dB for the 6- and 10-m
spheres, respectively. Using Eq.~15!, we note that we can
obtain a good match between the analytical results and ex-
perimental data by choosingM51260, 32 for the 6- and
10-m spheres, respectively.

In Fig. 17, we have plotted the experimental values and
the theoretical solutions for a higher frequency, i.e.,f
580 Hz. In this case, the two theoretical curves fora56
and 10 m correspond toka values of 2.0 and 3.4, respec-
tively. Once again we observe agreement in the trend and
behavior between the analytical curves and the data with the
better match being obtained with the 10-m sphere. The dif-
ference in intensity levels between the 10-m result and the
experimental curve is about 14 dB corresponding toM
525. Analysis of two other frequency bands shows that a
good match between experimental results due to multiple
scatterers and that due to an isolated feature may be obtained

FIG. 16. Polar beampattern from experiments and analytical model for a
frequency of f 550 Hz. The values from experiments are represented by
~1!, while the solid line~———! represents the best fit line through the
data. The results from the analytical model are denoted by the dashed line
~---! for a56.0 m and by the dashed-dotted line~-•-! for a510.0 m.

FIG. 17. Polar beampattern from experiments and analytical model for a
frequency of f 580 Hz. The values from experiments are represented by
~1!, while the solid line~———! represents the best fit line through the
data. The results from the analytical model are denoted by the dashed line
~---! for a56.0 m and by the dashed-dotted line~-•-! for a510.0 m.
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by adding 32 dB and 12 dB to the theoretical curves for 30
and 100 Hz, respectively.

V. SUMMARY

In this paper, we evaluated the three-dimensional acous-
tic scatter from features under the rough ice canopy in the
Arctic Ocean using reverberation data collected on vertical
and horizontal arrays. The analysis involved the isolation of
discrete features followed by subsequent determination of
their individual scattering characteristics. The analysis was
carried out via a two-step matched-field processing algo-
rithm. The first stage of the analysis, which involved near-
field beamforming using the volumetric array, yielded esti-
mates of scattering strengths for various frequency bands
with the frequency regime~25–105 Hz! of interest in Arctic
acoustics. It was demonstrated that scatter from ice protuber-
ances is a frequency selective process. The beamformed map
thus obtained was used to identify a single feature whose
scattering pattern was subsequently evaluated. An idealized
analytical model was also developed to compute acoustic
scatter from a single idealized feature. Matching the experi-
mental data which contains contributions from multiple scat-
terers with the analytical model yielded estimates of the dis-
tribution of protuberances under ice. In a future work, more
exact statistics of distribution of ice features will be esti-
mated by using the theoretical model in a statistical descrip-
tion.
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A novel approach to sound scattering by cylinders of finite
length
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This paper presents a new method for studying bistatic scattering of acoustic waves by finite
cylinders. The method is based on the assumption that a differential element of the cylinder scatters
sound as though it were part of an infinite cylinder of the same radius. Under this assumption, the
scattering function of cylinder body is derived rigorously using the Kirchhoff integral theorem. The
effect of scattering by the ends of finite cylinders is also considered. It is shown that the result from
the previous cylinder method@T. K. Stanton, J. Acoust. Soc. Am.83, 55–63~1988!# is a special case
of the present method. The new approach, particular-useful for calculating the bistatic scattering
function, is compared to this previous method by various examples. The numerical computation
shows that when the scattering direction is close to the incidence direction, the difference between
the two methods is small, and the difference generally increases as the scattering direction moves
increasingly away from the incidence direction. It is further shown that the difference between the
two methods is more severe for weak scatterers. ©1997 Acoustical Society of America.
@S0001-4966~97!00508-0#

PACS numbers: 43.30.Gv, 43.20.Fn@JHM#

INTRODUCTION

The scattering of acoustic waves by submerged cylin-
ders of finite length has attracted considerable interest from
scientists over the past decades. This is not only because the
finite length cylinder is a potential candidate for modeling
many objects in underwater environments, such as plankton,
fish, and sands, but it is also an essential building block for
studies of acoustic scattering by more complicated elongated
bodies.

Since no analytic solution can be derived to describe the
scattering of sound by a finite cylinder, approximate methods
are usually resorted to. To date, many useful approximate
methods have been developed. These methods include the
volume integral method,1 when the density contrast effect is
negligible, the T-matrix method,2 the Kirchhoff approximate
method,3 the geometrical theory of diffraction~GTD!,4 the
matched asymptotic expansions method,5 the Sommerfeld–
Watson transformation,6 the boundary integral method,7 and
the cylinder method proposed by Junger8 and by Stanton.9

An evaluation of some of these approximate methods has
been given by Partridge and Smith.10 Brill and Gaunaurd11

also compared GTD and the Kirchhoff approximate theory.
A good review on sound scattering by various objects of
finite size can be found in Gaunaurd and Werby.2

Among these approximate methods, the cylinder method
by Stanton,9 hereafter abbreviated as the cylinder method, is
a very versatile model that can be used on a wide range of
acoustic scattering problems, as pointed out by Partridge and
Smith.10 It can be applied to virtually any elongated object.
However, there are a few concerns with the method. From
the derivation,9 it is clear that the scattering function is based

on that of the broadside incidence on an infinite cylinder.
The extension to an oblique incidence, leaving out the end
effects, is done by heuristically introducing a phase factor
@refer to Eq.~24! in Stanton9#. A justification of the phase
factor is that the method can recover the well-known result
when applied to a fixed rigid straight cylinder for the back-
ward scattering.12 Another concern is that, even for the
broadside incidence, whether the heuristically added phase
factor can ensure the validity for scattering at an arbitrary
angle, i.e., bistatic scattering, is questionable. Moreover, the
assumption that the volume flow per unit length of the scat-
tered field of the finite cylinder is that of the infinite cylinder
implies that the finite cylinder is regarded as a line scatterer.
This is expected to be usually valid when the acoustic wave-
length is much larger than the radius of the cylinder. Lastly,
the contribution from each differential element of the cylin-
der is assumed to be independent of the angle between the
scattering direction and the axis of the cylinder. A more de-
tailed discussion on the cylinder method has been docu-
mented in Ref. 13. Hence, it seems imperative to improve the
cylinder method so that these concerns can be removed.

The purpose of this article is to present an improved
approach to the bistatic scattering of acoustic waves by finite
cylinders, the scattering from cylinder bodies in particular.
This method uses the modal-series solution for an infinite
cylinder in the Kirchhoff integral theorem. The theorem can
be found in, for instance, Hecht and Zajac.14 Here we note
that the Kirchhoff integral should not be confused with the
Kirchhoff approximation. Because the finite cylinder is a ge-
ometry not analytically tractable, the calculation of the scat-
tering function of a finite cylinder is necessarily based on
certain assumptions. In this paper, we employ the assump-
tion used in Ref. 8 that is, a differential length of the cylinder
scatters sound as though it were part of an infinite cylinder ofa!Electronic mail: zhen@joule.phy.ncu.edu.tw
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the same radius. The present method is considered rigorous
under the approximation, thereby providing a more rigorous
foundation to Stanton’s approach, as we can show later that
the Stanton formulation can be obtained as a special case of
the present approach. Our focus in this article will be on
sound scattering at arbitrary incidence and scattering angles.

Although the method to be presented is valid for sound
scattering from finite cylinders with any material composi-
tion, we consider in this paper the fluid-filled cylinders for
simplicity. In this regard, the present paper can be viewed as
a conceptual layout of the improved method. It will become
clear later that the extension to other cylinders is straightfor-
ward, and will be done in forthcoming papers.

I. THEORY

A. General consideration

We begin by considering the sound scattering by an ar-
bitrary scatterer. We assume that the scatterer cannot support
shear waves. The wave scattering from such a scatterer can
be described by the Kirchhoff’s scalar scattering theory.14

The wave equation for the scattering wave is

~¹21k2!Ps50, ~1!

where¹2 is the Laplacian operator,k is the wave number
v/c with v being the angular frequency, andc the sound
speed in the medium. With the aid of Green’s theorem, the
scattering wave at a pointr can be expressed in terms of the
scattering wave and its gradient evaluated on the surface of
the scatterer,

Ps~r !52
1

4p E E
S
ds8

•Feikr 1

r 1
“ r 8Ps~r 8!2Ps~r 8!“ r 8S eikr 1

r 1
D G , ~2!

where the integration is performed on the surface of the scat-
terer, r 8 is the coordinate of a point on the surface,n is an
outwardly directed unit normal to the surface, andr 15ur
2r 8u.

Known as the Kirchhoff integral theorem, Eq.~2! can be
further simplified into@see Eq.~9.125! in Jackson15#

Ps~r !52
1

4p E E
S
ds8

eikr 1

r 1
n

•F“ r 8Ps~r !1 ikS 11
i

kr1
D r1

r 1
Ps~r 8!G . ~3!

At far field, i.e., r @r 8, we approximate

r 1'r 2r 8•
r

r
. ~4!

Under this condition, Eq.~3! becomes

Ps~r !52
1

4p

eikr

r E E
S
ds8 e2 ikr•r /rn

•F“ r 8Ps~r !1 ikS 11
i

kr D r

r
Ps~r !G . ~5!

The scattering amplitude can be deduced from the radiation
condition @see Eq.~9.124! in Ref. 15#:

Ps~r !→ f ~ r̂ , r̂ i !
eikr

r
, as r→`, ~6!

where r̂ , r̂ i refer to the scattering and incidence directions,
respectively. Thus the scattering function can be obtained
from

f ~r ,r i !52
1

4p E E
S
ds8 e2 ikr•r /rn

•F“ r 8Ps~r 8!1 ik
r

r
Ps~r 8!G , ~7!

where the higher-order term involving 1/r has been dropped,
since we are concerned with the Sommerfeld radiation field
here. In fact, the above formula is valid whenkr@1 andr
@R, whereR is the minimum radius of a sphere enclosing
the scatterer~circumscribing sphere!.

The above shows that the scattering wave at any spatial
point can be evaluated by its values on the surface of the
scatterer. In other words, once the values of the scattering
wave on the surface of the scatterer are determined, the scat-
tering wave at any point can be evaluated rigorously from
Eq. ~2!. Unfortunately, except for a few simple geometries
such as sphere, infinite cylinder, and prolate/oblate spheroid,
no analytic solution can be deduced for the scattering wave
at the surface of an arbitrary scatterer. Therefore, certain ap-
proximation has to be made for the scattering wave at the
scattering surface in order to use the Kirchhoff integral theo-
rem. A common approximation, known as the Kirchhoff ap-
proximation, is that the scattered wave is considered as an
integral of the scattering from surface elements, each of
which is assumed to have a reflection coefficient equal to an
infinite plane surface.3 Over the shadowed part of the scat-
terer, the scattering wave is taken as zero. The Kirchhoff
approximation may suffer from some deficiencies, that is, it
may not account for the material composition of targets, and
is limited to scattering at high frequencies.3

In the following, we will propose a new approximation
in the Kirchhoff integral theorem to study the scattering of
acoustic waves by finite cylinders.

B. The formalism of the improved method

According to the above consideration, the essential task
is to evaluate the scattering wave at the surface of the scat-
terer in order to apply the Kirchhoff integral theorem.

Consider a finite fluid cylinder. Following the assump-
tion that a differential element of the cylinder scatters sound
as though it were part of an infinite cylinder of the same
radius,8 we may approximate that the internal field, and also
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the near field~scattering wave!, is the same as that of the
infinite long cylinder. This will allow us to use Eq.~2! to
calculate the scattering function at far field.

The scattering of sound by an infinitely long cylinder is
well known, and can be found in, for example, Morse16 and
Flax et al.17 Here we simply list the result. Consider a unit
incident plane wave in thex2z plane. The axis of the cyl-
inder is taken to be thez axis. In the cylindrical coordinates
~Fig. 1!, the incident wave can be written as

Pinc5eikr cosf sin u i1 ikz cosu i

5eikz cosu i (
n50

`

i nenJn~kr sin u i !cos~nf!, ~8!

whereu i is the incident angle,f is the azimuthal angle that
sweeps through the plane perpendicular to the longitudinal
cylinder axis,Jn() is thenth order Bessel function of the first
kind, anden is the Neuman factor

en5 H1,
2,

n50
n51,2,3,••• .

The internal field can be solved as

Pint~r !5eikz cosu i (
n50

`

AnJn~k1r sin u i !cos~nf!, ~9!

wherek1 is the wave number inside the cylinder. The scat-
tering wave can be written as

Ps~r !5eikz cosu i (
n50

`

BnHn
~1!~kr sin u i !cos~nf!, ~10!

in which Hn
(1)() is the Hankel function of the first kind. The

coefficientsAn , Bn are determined by the boundary condi-
tions that the pressure and radial component of the particle
velocity must be continuous at the boundary. We have

Bn5
2 i nen@Jn~ka sin u i !2bnJn9~ka sin u i !#

Hn
~1!~ka sin u i !2bnHn

~1!8~ka sin u i !
, ~11!

where

bn5
kr1

k1r

Jn~k1a sin u i !

Jn8~k1a sin u i !
5gh

Jn~k1a sin u i !

Jn8~k1a sin u i !
,

where r1 , r are the mass density insider and outside the
cylinder, respectively,a is the radius of the cylinder,g

5r1 /r, h5k/k1 . In the aboveJn8(x) and Hn
(1)8(x) denote

dJn(x)/dx anddHn
(1)(x)/dx, respectively.

Under the assumption that a differential element of the
cylinder scatters sound as though it were part of an infinite
cylinder of the same radius, the scattering function of a finite
cylinder can be obtained by substituting Eq.~10! into Eq.~7!.
The integration should be performed on the surface of the
finite cylinder. ~The contribution from the end of the finite
cylinder is to be addressed later.! For convenience, we use
the following convention: The incidence and scattering di-
rections are expressed in terms of spherical coordinates while
the points on the surface of the cylinder are expressed in the
cylindrical coordinates. In this convention, the incidence di-
rection is (u i ,0), and the scattering direction is (us ,fs) in
the spherical coordinates~Fig. 1!. In this figure,k i andks are
the incident and scattering wave vectors and their norms
equalk.

A computation leads to

f ~us ,fs ,u i !5
2 iL

p
sinc D (

n50

`

BnFn~2 i !ncos~nfs!,

~12!

in which

sinc D5
sin~kL~cosus2cosu i !/2!

@kL~cosus2cosu i !#/2
, ~13!

and

Fn5
p

2i
~ka!@Hn

~1!8~ka sin u i !Jn~ka sin us!sin u i

2Hn
~1!~ka sin u i !Jn8~ka sin us!sin us#. ~14!

The major steps in the derivation of Eq.~12! are given in the
Appendix.

From the derivation, we see that a scattering function
from the cylinder body can be derived rigorously based on
the assumption that a differential element of the cylinder
scatters sound as though it were part of an infinite cylinder of
the same radius.8 The need for an added phase factor in Ref.
9 is removed. The dependence on the incidence and scatter-
ing angles shows up naturally from the derivation. We note
that the present approach draws some similarities to the ap-

FIG. 1. Geometry and coordinates for sound scattering from a finite cylin-
der.
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proach of Montroll and Hart1 based on the volume integral.
Using Green’s theorem, one can show that when the density
ratio between the medium and the scatterer is equal, the two
approaches are expected to yield the same results.18

For comparison, we write the result from the cylinder
method by Stanton as follows:9

f DCM~us ,fs ,u i !5
2 iL

p
sinc D (

n50

`

Bn~2 i !ncos~nfs!.

~15!

By the Wronskian identity

@Jn~x!Hn
~1!8~x!2Jn8~x!Hn

~1!~x!#5
2i

px
, ~16!

it is easy to show the cylinder method in Eq.~15! is identical
to the present result in Eq.~12! whenus5u i , or p2u i .

To complete our discussion, the end effects of the finite
cylinder need to be considered. We note here that the end
effects may not be a major concern in many cases, such as
when incidence and scattering are nearly normal to the axis,
or when we consider an elongated deformed cylinder with
small round ends. The latter case may be found in fish scat-
tering. By recognizing that the ends are flat surfaces, the
scattering from such a surface may be studied by the modi-
fied Kirchhoff integral which assumes, as aforementioned,
that the scattered wave is considered as an integral of the
scattering from surface elements, each of which is assumed
to have a reflection coefficient equal to an infinite plane
surface.3 Over the shadowed part of the scatterer, the scat-
tering wave is taken as zero. The scattering function can thus
be written as

f end~r ,r i !5
i

4p Fgh21

gh11G E E
S
ds8 ei ~ki2ks!•r8@k i2ks#•n,

~17!

which can be readily integrated as

f end~u i ,us ,fs!5Fgh21

gh11GF2 ika2

2 G~cosus

2cosu i !e
2 ikL/2~cosus2cosu i !

J1~k8a!

k8a
,

~18!

with

k85kUsin u i2sin us cosfs

cosf0
U,

and

f05tan21~sin us sin fs /„sin u i2sin us cosfs!….

In the aboveJ1() is the first-order Bessel function of the first
kind. In the cylinder models of Junger8 and Stanton,9 scat-
tering by the ends is ignored. We note here that the present
treatment of the scattering by the ends is not rigorous, and is
limited perhaps to high-frequency scattering. In addition, in
some situations, such as in short cylinders, multiple internal
reflections may be also important. Nevertheless, the present
treatment stemmed from the physical optics approach,3

which may be the best compromise at this stage. Also, here
we only considered the flat ends, because the major issue in
this paper is to present an improvement of evaluation of the
scattering from cylinder bodies.

The complete scattering function of a finite cylinder is
given by the sum of the two results in Eq.~12! and Eq.~18!.
For convenience, we may, as usual, define a so-called target
strength function

TS520 log10u f ~u i ,us ,fs!u. ~19!

II. NUMERICAL RESULTS AND DISCUSSION

In this section, we look at some numerical examples of
finite cylinders. As shown in the above, the present method
differs from the cylinder model of Stanton by the factors
Fn in the modal series. These factors equal one for back-
scattering, forward scattering, and specular scattering. To
probe the effects of these factors, we need to consider gen-
eral bistatic scattering from the cylinders; that is, given the
incidence direction we calculate the scattering function as a
function of the scattering angle. Here the bistatic scattering
means that the scattering direction is not in the opposite di-
rection of the incidence. The importance of bistatic or mul-
tidirectional scattering of acoustic waves by a scatterer has
now been increasingly recognized. For example, it has been
shown that the forward scatter technique is useful for fish
detection and quantification in shallow waters or river
environments.19 The current theory19 assumes that only the
scattering by a fish in the forward direction needs to be con-
sidered. This is only valid when the fish are distributed uni-
formly in the acoustic beam and the acoustic frequency is
high. When these assumptions fail, a discrete model for fish
detection in the forward scatter must be developed.20 In this
model, the bistatic scattering function of fish will be needed.
In addition, apparently the bistatic scattering function of a
fish is essential for using the new spatial filtering technique
for locating fish in a river environment.21

Although it may be desirable to compare the present
approach to many existing methods, we choose to compare
mainly with Stanton’s cylinder model.9 This is not only be-
cause the present approach is mostly related to Stanton’s
method, and it has been shown that for some special cases
the present result reduces to that of Stanton for backscatter-
ing, but also the cylinder model has been widely used in a
number of important applications.22 And, a comprehensive
comparison between Stanton’s cylinder method with other
methods has been detailed by Partridge and Smith.10 Their
comparison can therefore be viewed as an indirect compari-
son between the present results and other results for back-
scattering. In addition, the present paper is focused on bi-
static scattering by straight cylinders, and results from other
methods are not readily available for comparison.

For convenience, throughout this article we use the fol-
lowing convention: The forward scattering meansus5u i ,
fs50 and the backscattering meanus5p2u i , fs5p; the
backward direction scattering meansfs5p and the forward
direction scattering meansfs50, while us varies from 0 to
p.
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A. The end effects

Although it would be sufficient to only compare Eq.~12!
and Eq.~15! in order to investigate the difference between
the present theory and the existing cylinder model, we would
like to first discuss the end effects. From Eq.~18!, we see
that the end effects may be negligible for weak scatterers,
i.e., g,h;1. However, for rigid (g,h@1) or gas-filled (g,h
!1) cylinders, the scattering from the ends can be rather
significant. In addition, the end effect increases aska in-
creases.

First we consider the backscattering (us5p2u i ,fs

5p) from a rigid cylinder:L50.12 m, a50.0235 m, and
ka540 ~chosen to compare with the result in Ref. 10!. In
Fig. 2, we plot the scattering function in terms of target
strength~abbreviated in the following as scattering function
without confusion! as a function of incidence angle. The
solid line refers to the scattering function, including the end
and body contributions, while the dashed line refers to the
body contribution. Here we see that the end effect becomes
more and more important as the incidence angle decreases.
Here we note thatu i50 corresponds to the end-on incidence
andu i5p/2 refers to the broadside incidence. The end effect
becomes noticeable when the incidence angle is greater than
40 deg from the broadside. GTD predicts that the end effect
is significant when the incidence angle is greater than 25 deg
from the broadside.10

The end effects can also be noticeable for bistatic scat-
tering. For example, we consider scattering from a gas-filled
cylinder: g50.001 29,h50.23, L50.1 m, a50.01 m, and
ka510, and set the incidence at the broadside (u i5p/2). In
Fig. 3, the bistatic scattering is plotted as a function of the
scattering angle. The solid line refers to the scattering func-
tion, including end and body contributions, while the dashed
line refers to the body contribution. We see that the end
effect becomes important when the scattering angle is greater
than about 25 deg from the broadside in the backward case,
while it is noticeable when the scattering angle is greater

than about 5–10 deg from the broadside in the forward case.
The end effects can be negligible for weak scatterers

~which could model zooplanktons!. We consider:g51.04,
h51.04, L50.1 m, a50.01 m, andka510. We set the in-
cidence at the broadside (u i5p/2). In Fig. 4, the bistatic
scattering is plotted as a function of the scattering angle. The
solid line refers to the scattering function, including end and
body contributions, while the dashed line refers to the body

FIG. 2. Backscattering function in terms of target strength as a function of
incidence angle for a rigid cylinder atka540: L50.12 m, a50.0235 m.
The solid line refers to the total scattering, including contributions from the
end and cylinder body. The dashed line is from the cylinder body only.

FIG. 3. Scattering function in terms of target strength as a function of
scattering angle for a gas cylinder atka510: L50.1 m, a50.01 m, g
50.001 29,h50.23. The solid lines refer to the total scattering. The dashed
lines are from the cylinder body only. The incidence angleu i5p/2: ~a!
fs5p; ~b! fs50. In the plots,us varies from 0 to 90 deg, andfs5p
corresponds to the backward direction, whereasfs50 corresponds to the
forward direction.

FIG. 4. Scattering function in terms of target strength as a function of
scattering angle for a weak cylinder atka510: L50.1 m, a50.01 m, g
5h51.04. The solid lines refer to the total scattering The dashed lines are
from the cylinder body only. The incidence angleu i5p/2: ~a! fs5p; ~b!
fs50. In the plots,us varies from 0 to 90 deg, andfs5p corresponds to
the backward direction, whereasfs50 corresponds to the forward direc-
tion.
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contribution. We see that the end effect is not important for
the whole range of the scattering angles, as expected.

B. Comparison between the improved cylinder model
and the previous cylinder model

We compare the results in Eq.~12! and Eq.~15!. For our
purpose, we consider the following size for the cylinder:L
50.1 m anda50.01 m.

First we consider broadside incidence, i.e.,u i5p/2.
Figures 5, 6, and 7 show the bistatic scattering function as a

function of scattering angle for two differentka values:ka
51 and 10. In these figures, the solid lines refers to the
computation from Eq.~12! and the dashed lines are for the
results from the previous cylinder model in Eq.~15!. In Fig.
5, we assumeg5h51.04 ~weak scatterer!. Figure 6 is for
the gas cylinder, a potential candidate for modeling fish
swimbladder.22 The rigid cylinder case is presented in Fig. 7.

From these figures we see that;~1! the two models agree
well with each other when the scattering angle is close to the
incidence angle, i. e.,us;p/2; ~2! the discrepancies between
the two models are more and more noticeable when the scat-
tering direction moves away from the incidence direction;
~3! for the weak scatterer case (g5h51.04) the difference
between the two methods can be rather significant, even as
the scattering angle differs from the incidence angle by
merely 15 deg in the backward direction@Fig. 5~c!#; ~4! in
the gas cylinder case, the difference between the two meth-
ods is more pronounced in the forward direction scattering
for the largerka @Fig. 6~d!#; ~5! in the rigid cylinder case, the
difference is significant for both large and smallka in the
forward direction@Fig. 7~b! and ~d!#; ~6! the difference is
usually small for the smallerka cases, except for the forward
direction scattering by the rigid scatterer@Fig. 7~b!#; ~7!
clearly, the difference between the two models arises from
the additional factorsFn in Eq. ~12!, which are a result of the
proper account of the contributions from the differential el-
ements of the cylinders.

Taking into account the end effects, the difference be-
tween the two methods may still be significant. In Fig. 8, we
plot the scattering function as a function of scattering angle
for the rigid cylinder atka510, incorporating the scattering
from the ends. In this figure, the solid lines are the results
from the present theory in Eqs.~12! and ~18!, while the
dashed lines are from Eqs.~15! and ~18!. Here we see that
compared with Fig. 7~c! and ~d!, the end effect becomes

FIG. 5. Scattering function in terms of target strength as a function of
scattering angle for a weak cylinder atL50.1 m, a50.01 m, g5h
5 1.04. The solid lines refer to the results from Eq.~12!. The dashed lines
are from Eq.~15!. The incidence angleu i5p/2: ~a! fs5p andka51; ~b!
fs50 andka51; ~c! fs5p and ka510; ~d! fs50 andka510. In the
plots, us varies from 0 to 90 deg, andfs5p corresponds to the backward
direction, whereasfs50 corresponds to the forward direction.

FIG. 6. Scattering function in terms of target strength as a function of
scattering angle for a gas cylinder:L50.1 m, a50.01 m, g50.001 29,h
50.23. The solid lines refer to the results from Eq.~12!. The dashed lines
are from Eq.~15!. The incidence angleu i5p/2: ~a! fs5p andka51; ~b!
fs50 andka51; ~c! fs5p and ka510; ~d! fs50 andka510. In the
plots, us varies from 0 to 90 deg, andfs5p corresponds to the backward
direction, whereasfs50 corresponds to the forward direction.

FIG. 7. Scattering function in terms of target strength as a function of
scattering angle for a rigid cylinder:L50.1 m, a50.01 m. The solid lines
refer to the results from Eq.~12!. The dashed lines are from Eq.~15!. The
incidence angleu i5p/2: ~a! fs5p andka51; ~b! fs50 andka51; ~c!
fs5p andka510; ~d! fs50 andka510. In the plots,us varies from 0 to
90 deg, andfs5p corresponds to the backward direction, whereasfs50
corresponds to the forward direction.
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important as the scattering angle differs from the incidence
angle by about 35–40 deg in the backward direction scatter-
ing and by about 25 deg in the forward direction scattering,
due to the interference between the body and end contribu-
tions.

We may also consider oblique scattering. As an ex-
ample, Fig. 9 presents such a case for the weak cylinder. The
incidence angle is set at 70 deg. The differences between the

two models as a function of scattering angle are plotted in
Fig. 9~b! and ~d!, respectively. Here we see that the differ-
ences for the method are small for near broadside scattering.
The significant difference does appear when the scattering
angle is away from the broadside by more than 40 deg, as
shown in Fig. 9~b! and ~d!.

III. SUMMARY

In this paper, we presented a novel method for calculat-
ing sound scattering function by finite cylinders. The present
method is based on the previous assumption that a differen-
tial element of the cylinder scatters sound as though it were
part of an infinite cylinder of the same radius. Under this
assumption, the scattering function is derived rigorously us-
ing the Kirchhoff integral theorem. It was shown that the
present method can naturally yield the cylinder method pro-
posed by Stanton for backscattering, forward scattering, and
specular scattering, thereby providing a footage to Stanton’s
model. In this article we limited our discussion to cases when
the incidence, scattering, and the axis of cylinders are in the
same plane. The effect of scattering by the ends of finite
cylinders has also been considered. It was found that the
present model differs from that of Stanton by some factors in
the modal-series solution.

The present model has been compared to the previous
cylinder model via various examples. The numerical compu-
tation has shown that when the scattering direction is close to
the incidence direction, the difference between the two meth-
ods is small, and the difference generally increases as the
scattering direction moves increasingly away from the inci-
dence direction. It was further shown that the difference be-
tween the two methods is more severe for weak scatterers.
For the backscattering or straightforward scattering, the pre-
vious cylinder model may be sufficient. When the arbitrary
bistatic scattering is of concern, the present model seems to
be a more appropriate candidate.

Although only fluid cylinders are considered in this pa-
per, it is clear from the derivation that the present method
can be easily extended to study sound scattering by any other
cylinders, or elastic shells.2,23 The extension may be done by
substituting the appropriate solution for the scattering wave
at the outer surface into the Kirchhoff integral.
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APPENDIX

In this Appendix we provide a proof of Eq.~12!.
As mentioned earlier, we use the following convention:

The incidence and scattering are expressed in terms of
spherical coordinates, while the points on the surface of the
cylinder are expressed in the cylindrical coordinates. In this

FIG. 8. Comparison between the previous cylinder model and the present
model, including the end effects. The scattering function in terms of target
strength is plotted as a function of scattering angle for a rigid cylinder:L
50.1 m, a50.01 m. The solid lines refer to the results from Eqs.~12! and
~18!. The dashed lines are from Eqs.~15! and ~18!. The incidence angle
u i5p/2: ~a! fs5p and ka510; ~b! fs50 andka510. In the plots,us

varies from 0 to 90 deg, andfs5p corresponds to the backward direction,
whereasfs50 corresponds to the forward direction.

FIG. 9. Scattering function in terms of target strength as a function of
scattering angle for a weak cylinder:L50.1 m, a50.01 m, g5h51.04.
The solid lines refer to the results from Eq.~12!. The dashed lines are from
Eq. ~15!. The incidence angleu i570 deg: ~a! fs5p and ka510; ~b! the
difference between the solid and dashed lines in~a!; ~c! fs50 and ka
510; ~d! the difference between the solid and dashed lines in~c!. In the
plots, us varies from 0 to 90 deg, andfs5p corresponds to the backward
direction, whereasfs50 corresponds to the forward direction.
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convention, the incidence direction is (u i ,0), and the scatter-
ing direction is (us ,fs) in the spherical coordinates. We also
note that the solution for an infinite cylinder is expressed in
terms of the cylindrical coordinates. Therefore we have

r5r ~sin us cosfs , sin us sin fs , cosus!,

r5a~cosf, sin f,z!,

and

n5~cosf, sin f,0!.

Using Eq.~4!, these leads to

ur2r 8u'r 2a sin us cosfs cosf

2a sin us sin fs sin f2z cosus . ~A1!

The scattering function can be obtained from

f ~us ,fs ,u i !52
1

4p E
2L/2

L/2

dzE
0

2p

df ae2 ika sin us cosfs cosf2 ika sin us sin fs sin f2 ikz cosfsF ]Ps~r 8,z,f!

]r 8
U

r 85a

1 ikn–
r

r
Ps~a,z,f!G . ~A2!

This equation can reduce to Eq.~12! by using the following
relations:

E
0

2p

df cos~nf!e2 ika~sin us cosfs cosf1sin us sin fs sin f!

52p~2 i !nJn~ka sin us!cos~nfs!, ~A3!

E
0

2p

df cos~nf!e2 ika~sin us cosfs cosf1sin us sin fs sin f!

3~sin us cosfs cosf1sin us sin fs sin f!

52p~2 i !n~ i sin us!Jn8~ka sin us!cos~nfs!. ~A4!

The scattering wave at the boundary is approximated by that
of the infinite cylinder,

Ps~a,z,f!5eikz cosu i (
n50

`

BnHn
~1!~ka sin u i !cos~nf!, ~A5!

and its derivative thus by

]Ps~r 8,z,f!

]r 8
U

r 85a

5eikz cosu i (
n50

`

~k sin u i !BnHn
~1!8~ka sin u i !cos~nf!,

~A6!

E
2L/2

L/2

dz eikz cosu i2 ikz cosus

5L
sin~kL~cosu i2cosus!/2!

kL~cosu i2cosus!/2
, ~A7!

and

n•r /r 5sin us cosfs cosf1sin us sin fs sin f. ~A8!
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Matched-field processing and a hybrid scheme for vertical slice tomography are studied in
characteristic cases of range-independent and range-dependent ocean environments using simulated
data obtained at discrete points in the sound field along a vertical line, representing a vertical array
of hydrophones. The matched-field processing is associated with a Genetic Algorithm, while the
basic characteristic of the hybrid scheme is the application of matched-field processing for the
definition of a reference environment to be subsequently used in connection with a modal-phase
inversion scheme. In all cases studied, the sound-speed profiles are reconstructed with the use of
empirical orthogonal functions. It is shown that the reconstruction of either the single sound-speed
profile characterizing the range-independent environment, or the set of profiles characterizing an
eddy in the range-dependent environment is achieved with good accuracy, despite the fact that a
very wide search space has been considered. The apparent nonuniqueness in the solution of the
inverse problem for the range-dependent case is remedied by applying physical constraints in the
structure of the sea eddy and averaging over the admissible solutions obtained by the matched-field
inversion scheme. ©1997 Acoustical Society of America.@S0001-4966~97!04607-9#
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INTRODUCTION

Monitoring the sea environment by acoustic means is a
practice continuously gaining interest among researchers
working in the fields of marine technology, oceanography,
and environmental engineering. Since the introduction of
ocean acoustic tomography by Munk and Wunsch, who
based the data inversion procedure on the measurements of
the ray travel time of known acoustic signals,1 a number of
different approaches have been proposed, classified mainly
according to the characteristics of the acoustic measurements
they utilize, in connection with the inversion methods ap-
plied to the acoustic data. Among them, modal travel time2

and peak arrival methods3 use information on the arrival pat-
tern of the signal obtained in the time domain, whereas the
modal-phase approach uses modal information in the fre-
quency domain.4–6 The deployment of an array of hydro-
phones to be used as the measuring device makes it feasible
to apply matched-field techniques for source localization and
general environmental parameter estimation, and this ap-
proach has been extensively studied over the last years.7–11

Since ocean acoustic tomography is basically referred to the
recovery of properties of the water column, all the associated
inversion schemes lead to the estimation of the sound veloc-
ity structure in the water column, but simultaneous recovery
of bottom geoacoustic parameters and source location using
matched-field processing is also possible.

A main disadvantage of the methods developed so far,
based on travel time~ray, mode, peak! or modal-phase mea-

surements, is that they assume gooda priori knowledge of
the environment under reconstruction, whereas matched-field
tomography can be applied in more general cases where
there is limited information on the environment, since it is
not necessarily based on the determination of a reference
environment. The main characteristics of matched-field in-
version schemes are that they are formulated conventionally
through associated optimization problems for the estimation
of the set of parameter values that maximizes an appropriate
objective function, which is determined to represent the mis-
match between the observed and computed data.

Since repeated changes of the input parameters of some
suitable direct model and the solution of the associated prob-
lem are fundamental in matched-field processing schemes,
they might be proven very slow and, accordingly, the role of
the algorithm used to control the change in such a way that
an acceptable solution is reached within a reasonable time
avoiding local optima traps is essential.

The main objective of this paper is to study the perfor-
mance of matched-field tomography in connection with a
genetic algorithm serving as the iterations guiding tool. The
matched-field approach supported by the genetic algorithm
was tested in three characteristic cases chosen so that both
shallow and deep water environments as well as range-
dependent cases are considered.

Additionally, matched-field processing is also used in
the framework of a new hybrid scheme employing modal-
phase technique. This scheme is particularly suitable in cases
when accuracy of the recovered structure is demanded even
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when no reference environment has been determined.
The deep water case is referred to the western Mediter-

ranean basin, where a tomography experiment with single
source–receiver pairs3 has been performed. It is shown here
that the average sound-speed profile along a specific propa-
gation path can be effectively recovered using matched-field
technique, provided that the receiving device which was used
in the actual experiment is replaced by a vertical array of
hydrophones.

The range-dependent case is referred to a shallow water
environment, with a cold eddy. This eddy has been used as
the test case for the demonstration of the applicability of
modal inversion techniques to recover range-dependent
structures in the sea environment at a vertical slice.6,12 It is
shown that matched-field tomography, in association with a
very wide-search space, gives acceptable results without the
assumption of gooda priori knowledge of a reference envi-
ronment.

The hybrid scheme has been applied in the range-
dependent case. It is shown that the modal-phase inversion
scheme can be used complimentary to the matched-field pro-
cessing algorithm to improve substantially its results.

The structure of the paper is as follows: Section I pre-
sents the general framework of the matched-field processing
for underwater acoustics and especially for ocean acoustic
tomography. Also the genetic algorithms are referred to as an
effective tool for the systematic change of the input param-
eters and to the special development made in the present
work. Section II explains briefly the problem of range depen-
dence of the recoverable parameters, in connection with the
adopted inversion scheme. Section III presents the modal-
phase approach to be used in the hybrid inversion scheme,
which is described in Sec. IV. Section V is devoted to the
presentation of the test cases studied, and the results obtained
by the two approaches. Special reference is made to the spe-
cific genetic algorithms incorporated in the matched-field
processing for each case. The conclusions of the study are
presented in Sec. VI. The Appendix contains a short descrip-
tion of the procedure followed for the application of deter-
ministic crowding with threshold accepting, which is a sub-
routine needed for the efficient application of the genetic
algorithm in test case III.

I. MATCHED-FIELD PROCESSING AND GENETIC
ALGORITHMS

Matched-field processing~MFP! has been recently ap-
plied to underwater acoustics for solving general classes of
inverse problems. It makes use of the spatial characteristics
of the acoustic field in the water column for source localiza-
tion and for the estimation of the environmental parameters,
such as bottom structure and water column properties. The
principles of matched-field processing for underwater acous-
tics can be found in the book by Tolstoy,13 while comments
on the problems encountered when applying MFP in inverse
problems of this area, can be found in Ref. 14. The greater
part of the present work deals with the application of
matched-field processing in a typical problem of ocean
acoustic tomography, trying to define an optimum search for
the determination of the ‘‘best solution’’ to the problem.

A. The problem of ocean tomography

The acoustic field in the water column depends on the
sound-speed structure, as well as on the boundary geometry
and the bottom properties. Recovery of the sound speed as a
function of space is the starting point of oceanographers for
inferring oceanographic features in the water column. Ne-
glecting time dependence, the sound speedc(x) is generally
a function of all spatial coordinates. In a cylindrical coordi-
nate system,c is a function ofr , z, andf, (c(r ,z,f)). For
simplifying the calculations, the general 3-D problem is re-
duced to a 2-D one by assuming axial symmetry and thus an
acoustic field independent off. The problem is now defined
at a plane vertical to the sea surface, and the whole procedure
is referred as ‘‘vertical slice tomography.’’ This will be the
approach adopted in this paper.

All methods dealing with acoustic tomography are asso-
ciated with the calculation of the channel transfer function,
which is simply the solution of the acoustic wave equation,
reduced for a point harmonic source:

¹2p~r ,z!1k2~r ,z!p~r ,z!52
1

2pr
d~r !d~z2z0! ~1!

under the appropriate boundary conditions and a Sommer-
field radiation condition for the behavior of the field at infin-
ity. Here,k(r ,z) is the wave number@k(r ,z) 5 v/c(r ,z), v
5 2p f , f being the source frequency#. As it will become
clear in the sequel, we will adopt here the normal-mode rep-
resentation for defining its solution.

The inverse problem of ocean acoustic tomography that
will be treated in the present work is defined as follows:

Given a vector of measurements of the complex
acoustic field atN discrete points in the water column
~in a vertical line!, estimate the sound-speed function
c(r ,z) corresponding to this set of measured data.

This problem falls within the general class of discrete inverse
problems.15 The set of data is given as a vector of elements
corresponding to discrete measurements of the acoustic pres-
sure and the recoverable parameters are generally given at
discrete points in the water column.

The problem is of course ill-posed. Despite the fact that
there is no theory in support of the existence and uniqueness
of a solution to this problem under the specifications de-
scribed above, computational efforts based on well-posed di-
rect problems have shown that the calculation of the solution
to the inverse problem is plausible in many cases.

B. The processor

Recent results derived by application of matched-field
processing for ocean acoustic tomography have shown that
the recovery of the sound speed as a function of range and
depth is possible, provided that the search algorithm is asso-
ciated with an effective processor such as the Bartlett pro-
cessor described below. This processor is used in this work
to crosscorrelate the measured with the modeled fields. It is
defined as follows:

Consider an array of hydrophones consisting ofN ele-
ments. LetF be the vector of the complex pressure field data
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in these hydrophones andw(c) be a normalized prediction of
the acoustic field on the array, due to some ‘‘test’’ sound-
speed structure denoted byc. In simple words, the elements
of the vectorw are complex pressures calculated at the field
points corresponding to the hydrophone locations, by solving
the direct acoustic propagation problem defined above.

The Bartlett processor is defined as

P~c!5w1Cw, ~2!

wherew1 is the conjugate transpose ofw andC 5 ^FF1& is
the cross-spectral data matrix. ForN array elements, it is a
N 3 N matrix representing an average of cross-spectral ma-
trices, FF1, formed from the complex pressure field data
recorded several times within a time window~the brackets
denote averaging!. In real world the set of data includes
noise due to both physical and manmade sources.

In order to simulate a real tomography experiment, the
noise should be included in the ‘‘measured’’ field, which is
in fact the field obtained by applying the forward propaga-
tion model with the parameters of the actual environment.

This is the case of the present work. In the simulated
real ‘‘data’’ considered here, noise has been added, treated as
Gaussian, white and uncorrelated one, and enters the calcu-
lations by the addition of the quantityN0 5 102SNR/10to the
diagonal of the estimated cross-spectral matrixC. SNR de-
notes the average input signal-to-noise ratio. That is, for our
simulations

C5SS11N0IN , ~3!

whereS is the simulated signal calculated at the array ele-
ments~always consisting ofN hydrophones! and IN is the
N 3 N identity matrix.13

Using a normal-mode approach for studying acoustic
propagation and determining the solution of the direct prob-
lem, we note that in order to match the field data, the MFP
should in principle use all the modes allowed by the wave-
guide, even if their number,M , is greater than the number of
hydrophones,N. In practice, when the signal is dominated
by a small number of modes,M 8 , N, including theNth and
higher-order modes, makes little difference.16 Moreover, if
only a limited number of modes are used in the replica field,
the result can be considered as equivalent to filtering the
remaining modes out of the data~using a particular mode
filtering algorithm!. While this process no longer corre-
sponds to the ‘‘best’’ match in the hydrophone space, it can
be shown to lead again to an effective suppression of the
sidelobes,17 and a considerable reduction of the computation
time, as confirmed in our second test case.

C. The genetic algorithms

The search technique incorporated in the MFP is a criti-
cal factor determining the performance of the scheme, which
is defined by the speed of the calculations and the reliability
of the solutions provided.

Genetic algorithms~GAs! have been used in inverse
problems of underwater acoustics by Gerstoft and other
researchers18–21 with encouraging results. They exhibit im-
pressive efficiency in optimizations, involving discontinuous,
noisy, highly dimensional and multimodal objective

functions,22 as is the case with most matched-field proces-
sors. The GAs will be used here as search schemes.

A simple GA, as defined by Goldberg,22 proceeds in two
stages: It starts with some population of samples chosen
from the search space. Then, selection is applied to create an
intermediate population of above-average members. Further
on, crossover~that is, recombination! and mutation~random
bit change! are applied to the intermediate population to cre-
ate the next one. The process of going from the current popu-
lation to the next constitutes one generation in the execution
of a GA.

The evaluation function must be relatively fast, since a
GA works with a population of potential solutions, and in-
curs the cost of evaluating this population. The relative sim-
plicity of the Bartlett processor was thus the main reason for
its choice. We should point here that the normal-mode model
used for the range-independent cases 1 and 2, SNAP,23 can
be parallelized for modes computed,24 reducing the evalua-
tion time for each member of the population. GAs, too, are
intrinsically parallel; their implementation on parallel archi-
tectures that has recently received increased attention could
reduce the total evaluation time according to the population
size and the number of processors used.

Besides the evaluation~object! function, the other
problem-dependent component of a genetic algorithm is the
encoding of parameters to be recovered. Here, we use the
concatenated, multiparameter, mapped binary coding. Each
variable is mapped linearly from a specified interval
@Umin,Umax# to @0,2l #, and thus it is coded as al -bit sub-
string. The precision of the mapped coding is:

p5
Umax2Umin

2l21
,

and it is assumed that the resolution provided is ‘‘visible’’ at
the output. A very fine precision enlarges the search space
too much, while a coarse one may lose peaks of the fitness
landscape. Thus it was determined empirically as a compro-
mise between these extrema. It is finer for the first coefficient
as one would expect, since it influences most the sound-
speed profiles.

Although the GAs rapidly locate the region in which a
global optimum exists, they do not locate the optimum with
similar speed. A GA must be provided with a payoff incen-
tive to exploit small differentials; that is, between the main
peak and the sidelobes in the fitness landscape. A typical
solution involves providing feedback to the GA in the form
of a dynamically scaled fitness function in order to maintain
sufficient selective pressure between competing individuals
in the current population.22 Unfortunately, there is currently
no theory to support a suggestion on how to achieve an op-
timal scaling strategy. Extensive experimentation in the case
of the range-independent environment of test case 1 gave
excellent results. The same algorithm gave equally good re-
sults for the deep water environment of test case 2, for simi-
lar values of source frequency and range.

But, for a much greater range~about tenfold!, and the
same array configuration, this was not the case, indicating
that the algorithm’s parameters were not fully optimized for
this particular function, i.e., the Bartlett processor for the
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given simulation. This is a common pitfall when using any
search algorithm such as genetic algorithms, simulated an-
nealing, neural networks, hill climbers, and many others:
When pitted against a black box environment, they have
equivalent average behavior.25 Research on adaptive algo-
rithms incorporating as much knowledge as is available is
most likely to be fruitful.

One method to overcome the problem based ona priori
information on the environment is to place the hydrophone
array at the appropriate depth so that the most important
lower-order modes are detected at the array. This approach
has been used in test case 2, where the turning depth of the
propagating modes has been taken into account.

On the other hand, in the range-dependent case, the time
for the experimental tuning of the algorithms parameters is
very high, even within the adiabatic approximation and an-
other approach had to be studied. In the framework of the
present work, another genetic algorithm was developed, ap-
propriate for maintaining enough diversity in the population,
so that it could contain all the peaks of the fitness landscape,
with minimum effort in the adjustment of its parameters.
Furthermore, it is an easily parallelizable algorithm, using as
many processors working in parallel, as half the population
size!26

II. TREATMENT OF THE RANGE DEPENDENCE

The recovery of range-dependent structures in the sea
environment has always been a subject of research in ocean
acoustic tomography. So far, good results of inversions have
been reported with all ocean tomography methods with both
simulated and real data for realistic range-independent envi-
ronments. The same is true for cases when an average sound-
speed profile is to be recovered. The problem of the recovery
of range-dependent features is more difficult and theoretical
justification of the existence of a unique solution to this in-
verse problem at a vertical slice is still lacking. However, it
has been shown that a range-dependent reference environ-
ment in connection with a modal inversion scheme can lead
to the reconstruction of a range-dependent inhomogeneity
such as a sea eddy if the structure has a known compact
support.6,12 In this case, the recovery of the range-dependent
structure has been achieved only because a range-dependent
reference environment has been determined and there was an
indication of the location of the eddy. The scheme cannot
work with a range-independent reference environment.

Attempts to apply matched-field processing in range-
dependent environments have been reported with encourag-
ing results when a tomography experiment in which several
pairs of sources and receivers are considered has been
simulated.8,27

In the work presented here, MFP has been applied for a
simulated experiment incorporating a single pair of sources–
receivers, defining a vertical slice. The search space is rela-
tively wide and does not take into account range-dependent
features. However, physical constraints of the structure to be
recovered are considered. Bearing in mind that in this case
several mathematically acceptable solutions might appear
but the procedure deals with the recovery of a sea eddy, its
smoothness has been used as the critical feature and no

sound-speed fluctuations following temperature fluctuations
in the horizontal are allowed. This condition leads to the
discarding of all nonphysically acceptable solutions.

III. THE MODAL-PHASE APPROACH

Linear inversion approaches have been used in ocean
acoustic tomography when gooda priori knowledge of the
environment under study is ensured. In these cases, a ‘‘ref-
erence’’ environment can be defined with parameters exhib-
iting little difference with respect to them of the ‘‘actual’’
one. Their differences are further associated with differences
of measurable quantities of the acoustic field due to a known
source in the actual environment, with respect to calculations
of the same quantities for the reference environment.

This concept was initially applied in ocean acoustic to-
mography with ray theory, the measured quantities being the
arrival times of the acoustic energy packs propagating along
the acoustic rays.1 Later, Zaitsev4 and Shang2,5 used the
normal-mode representation of the acoustic pressure and pro-
posed the modal phase or the modal travel times to be the
measured quantities, depending on whether an array of hy-
drophones or a single hydrophone is available as measuring
device. Recently, Taroudakis showed that in the adiabatic
approximation, both approaches can be used for recovery of
range-dependent structures of compact support such as ed-
dies at a vertical slice.6,12 The recoverable quantity is the
difference of the sound-speed profile, with respect to the ref-
erence one:

dc~r 8,z!5c~r 8,z!2c0~r 8,z!. ~4!

The question of how close to the actual environment the
reference one should be so that the results obtained by the
linear scheme are acceptable is still unresolvable. Although it
is well understood that the parameters of the two environ-
ments should not differ significantly, so that the linear ap-
proach is valid, it has been shown that in some cases the
method can work well, even when there is a relatively great
difference among them.6

When empirical orthogonal functions~EOFs! can be
used to represent the sound-speed variation, in the form

dc~r 8,z!5 (
l51

L

Pl~z!ql~r 8!, ~5!

it can be shown6 that the perturbation formula associating the
coefficientsql(r 8) with the measured modal-phase differ-
ence is

dfn~r !52E
0

r

(
l51

L
1

k0
n~r 8!

E
0

`

r0
21~r 8!

3Pl~z!uun
0~z;r 8!u2k0

2~r 8,z!
ql~r 8!

c0~r 8,z!
dz dr8. ~6!

Here,dfn(r ) is the modal-phase difference calculated from
the measurements of the modal phase after suitable mode
filtering,28

k0(r 8,z) is the wave number at ranger 8 and depthz,
r0 is the density on water for the reference environment,
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un
0(z;r 8) is the eigenfunction of ordern for the ‘‘depth’’

problem in ranger 8,
kn

0(r 8) is the associated eigenvalue,

and we have assumed that the sound-speed variation can be
well represented usingL orders of EOFs.

It is recalled, that modal phase is defined as the integral:

fn~r !5E
0

r

kn~r 8!dr85 k̄nr . ~7!

Discretizing the region supporting the eddy inJ vertical seg-
ments of widthDr ~see Fig. 1!, in each one of which the
coefficientsql(r 8) are constant (qj

l , j 51,2,...,J), we ap-
proximate the integration with the summation:

dfn~r !5(
j 51

J

(
l51

L

Qna, j
0,l qj

lDr , ~8!

whereQna, j
0,l is a kernel matrix calculated for the reference

environment.
A linear system is thus defined:

df5Qa
0
–q, ~9!

wheredf is a vector withN elements calculated using the
acoustic measurements,Qa

0 is a knownN 3 M matrix (M
5 J • L) calculated for the background environment, andq is
the vector containing theM unknown coefficients of the
EOFs. The system can be solved using any suitable method.
Note, however, that the condition of the matrixQa

0 is not
always good and special treatment should be applied for a
reliable solution of the overdetermined system~9!.6,8 In our
case, we use a singular value decomposition method to invert
for the vectorq and obtain from it the actual sound-speed
structure.

Note that a similar approach based on perturbation for-
mula ~9!, has been proposed by Rajanet al. for the identifi-
cation of bottom properties29 and that in our approach we
have assumed that EOFs themselves do not change with
range. However, it would be interesting to consider cases
where range-dependent EOFs are defined.

IV. THE HYBRID APPROACH: MODAL-PHASE
TOMOGRAPHY IN CONNECTION WITH MATCHED-
FIELD PROCESSING

Since the environment obtained by matched-field pro-
cessing is very close to the actual one~but not identical to it!,
it can serve as the reference environment for the application
of a modal inversion scheme, which in turn will ‘‘fine tune’’
the results obtained through matched-field tomography.

Accordingly, a hybrid approach is developed in two
complimentary stages. The first stage consists of the applica-
tion of a matched-field algorithm with a wide search space to
provide a good approximation of the environment to be re-
covered. The second stage consists of the application of a
linear modal approach with the reference environment that
was calculated by the matched-field algorithm.

In order that the hybrid scheme is applicable in realistic
situations, it is necessary that both inversion algorithms
should be based on data taken by the same measuring device.
Since the matched-field processing utilizes a vertical array of
hydrophones, the modal-phase approach is used instead of
modal travel time, since modal-phase data can be obtained as
a side product of the output of the vertical array following a
filtering procedure.

It is interesting to note that the application of the hybrid
scheme is justified only in cases that the results obtained by
matched-field processing cannot be considered as satisfac-
tory. As will be shown in the next section, among the three
cases studied, only the range-dependent environment was
eligible for the application of this scheme. In the range-
independent cases results obtained by matched-field process-
ing are acceptable by themselves and no improvement is
expected by fine tuning.

V. THE TEST CASES

A. Test case I: Range-independent environment—
Shallow water

The first test case appeared in Refs. 21 and 30 and con-
sists of a shallow water environment of 400 m depth, with a
semi-infinite bottom of density 1.5 g/cm3 and compressional
speed of 1600 m/s. The sound-speed profile in this environ-
ment is described in terms of three orders of empirical or-
thogonal functions as in Fig. 2. The coefficients of the EOFs

FIG. 1. Discretization of the field.

FIG. 2. The empirical orthogonal functions~EOFs! of the test case I.
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appear in Table I together with their upper and lower bounds,
determining their search space.

A vertical array of hydrophones consisting of 20 sensors
spanning the first 75 m in depth, is considered as the mea-
suring device and the processing is made at the frequency of
200 Hz. The source has been positioned at the depth of 50 m.
The environment is taken to be noisy.

Since the sensors in the array are spaced a half-
wavelength apart, noise may be modeled to first order as
being spatially white. Matching fields were computed using
the normal-mode code SNAP.

The selection process chosen here for the genetic algo-
rithm is remainder stochastic sampling without replacement,
which minimizes stochastic errors in sampling. Selection
pressure was introduced by linear fitness scaling, to prevent
premature convergence to suboptimal solutions, as well as a
meaningless wandering among mediocre solutions in the
end.21

Typically, population size, crossover, and mutation rates
are interrelated. Their choice might be a difficult nonlinear
problem by itself. We preferred to keep a small population
size ~50! to speed up the convergence rate, along with a
100% crossover rate, as recommended for the abovemen-
tioned selection procedure.22 Two-point crossover was per-
formed in the case of low signal-to-noise ratio
(SNR525 dB), while for the higher SNR of 10 dB we pre-
ferred multiple-point crossover. This was justified empiri-
cally but it can be explained as well: the lower the SNR, the
noisier the Bartlett processor, and the larger the diversity in
the population; there is no reason to increase it by perform-
ing multiple-point crossover.

Since mutation is useful to keep a continuing ‘‘genetic’’

diversity but should also be controlled, we introduced its rate
among parameters for iteration. The algorithm therefore
adaptively modifies the mutation operator as the evolution
proceeds, and the mutation probability varies between 0.1%
and 4%. This would be interesting in the case of nonstation-
ary object functions, where the fitness landscape changes
over time.

In small populations, stochastic errors in sampling result
in ultimate convergence on one ‘‘peak’’ or another without
differential advantage, sometimes missing the true peak. To
reduce the effects of these errors and enable stable subpopu-
lations to form around each peak, we induce niche and ‘‘spe-
cies’’ formation. A power-law sharing function, based on the
relative bit difference, is used to define the neighborhood and
degree of sharing for each string in the population. Similar
strings derate one another’s fitness values and limit the un-
controlled growth of particular species within a population.
Speciation has been further exploited through methods of
mating restriction. When ‘‘mating’’ occurs at random, high
performance but dissimilar parents tend to generate low-
performance ‘‘off-springs’’~lethals!.22 To causesimilar in-
dividuals ~i.e., belonging to the same niche! to be recom-
bined, various approaches have been examined; the
algorithm used here chooses them according to their Euclid-
ean distance, i.e., it selects the ‘‘nearest neighbors,’’ as long
as the average performance increases; otherwise, random re-
combination is performed temporarily.

The convergence rate of the algorithm has been studied
by the authors for two different SNRs, 10 and2 5 dB, re-
spectively, and the GA has shown to be relatively insensitive
to the decrease of the SNR.21 Actually, in the case of white
noise, the true peak always corresponds to the maximum
value of Bartlett processor; increased noise levels simply
produce large numbers of local optima that, instead of divert-

FIG. 3. Actual and recovered sound-speed profiles for the test case I. The
solid line represents the actual profile, the line withx the recovered profiles,
while dotted lines present the limits of the search space. FIG. 4. The EOFs of the test case II.

TABLE I. EOF coefficients and search space for the environment of test
case I.

Order
EOF

coefficient

Bounds

Lower Upper

1 244.713 281.92 0
2 44.438 0 81.92
3 214.892 220.48 20.48

TABLE II. Recovered EOF coefficients using MFP for test case I.

Order

SNR510 SNR525

Mean value st. dev. Mean value st. dev.

1 243.645 3.027 244.555 0.966
2 43.648 3.780 44.546 1.331
3 215.106 1.425 214.865 1.352
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ing the algorithm from further improvement, are exploited to
improve performance, while the search for more global op-
tima goes on. All runs have been performed on a SUN
SPARC10 workstation. Most of the CPU time is consumed
in solving the forward problem for each model’s evaluation;
thus it is proportional to the total number of models evalu-
ated, which can vary between 1000 and 4000, due to the
different random seed used in every run of the algorithm.

Figure 3 shows actual and recovered SSPs, as well as the
upper and lower bounds of the search space, for the matched-
field inversion, where the recovered profile corresponds to
the best fit of the models. Statistical analysis of the best
models obtained from 20 trials for the cases of SNR5 10 and
2 5 dB gives the mean values and variances appearing in
Table II, which should be compared with the true values of
Table I. The agreement is remarkably good.

B. Test case II: Range-independent environment—
Deep water

The second test case corresponds to a real environment
taken from the THETIS-II experiment, which was a feasibil-
ity study of the application of ocean acoustic tomography for
monitoring the Western Mediterranean basin.31 Range-
averaged sound-speed profiles had been recovered using
single receivers at specified sites in the area.3 We chose the
longer path in the area~550 km! and performed a study of
the applicability of MFP for the recovery of this profile. MFP
was performed at 250 Hz which was the central frequency of
the low-frequency source utilized in the experiments, and the
single receiver was replaced in our simulations by an array of
hydrophones in two different configurations described be-

low. The source has been considered in its actual depth of
150 m, and an absorbing bottom was considered.

The sound-speed profile difference with respect to a lin-
ear one~1503 m/s in the sea surface, 1547 m/s at the sea
bottom! is represented in terms of the three orders of empiri-
cal orthogonal functions, which appear in Fig. 4.

We have chosen the average profile determined by CTD
casts from March 1992 as the structure to be recovered. The
coefficients of these EOFs appear in Table III, together with
upper and lower bounds used in the MFP to define the search
space. The average profile appears in Fig. 5.

The first array simulated in the present study consisted
of 415 elements spanning half the water depth. The results of
the MFP are presented in Table IV and Fig. 5 and are clearly
considered satisfactory.

Then, trying to minimize the number of sensors and de-
termine the minimum useful aperture, we studied the modal
content of the pressure field in the environment, based on
information of the sound-speed profile measured at the re-
ceivers location. The study was realized using ray-mode
analogy, for the association of grazing angles with each nor-
mal mode at a given depth. Additionally, the modal energy
distribution for each receiver was calculated and evanescent
modes at the various depths were defined. The results
showed that the greater part of the acoustic energy, corre-
sponding to the lower-order modes~10!, propagate at depths
spanning from 50 to 300 m. At the same time, EOFs analysis
in this area confirmed that the sound-speed variation de-
scribed by the two first modes is important up to a depth of
250 m. Combination of these two observations leads to the
conclusion that an adequate estimation of the sound-speed
structure by acoustic inversion could be obtained by placing
the hydrophone array to span the major part of this depth.

FIG. 5. Actual and recovered sound-speed profiles for the test case II. Simu-
lations with the vertical array of 415 hydrophones. The solid line represents
the actual profile, the line withx the recovered profiles, while dotted lines
present the limits of the search space.

FIG. 6. Actual and recovered sound-speed profiles for the test case II. Simu-
lations with the vertical array of 20 hydrophones. The solid line represents
the actual profile, the line withx the recovered profiles, while dotted lines
present the limits of the search space.

TABLE III. EOF coefficients and search space for the environment of test
case II.

Order
EOF

coefficient

Bounds

Lower Upper

1 18.48 240.96 40.95
2 2.88 240.96 40.94
3 0.96 220.48 20.46

TABLE IV. Recovered EOF coefficients using MFP for test case II.

Order 415 hydrophones 20 hydrophones

1 22.06 15.20
2 0.46 3.54
3 2.98 0.54
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To test the hypothesis we simulated an array of just 20
hydrophones placed 10 m apart to each other and spanning
the depth from 70 down to 260 ms below the sea surface.

The genetic algorithm used here was the same as in the
previous case. The application of the MFP algorithm using
the SNAP code to calculate the complex acoustic field, re-
sulted in the coefficients of Table IV obtained with white
noise of 10-dB SNR. The reconstructed profile shown in
Figs. 5 and 6 exactly fits the actual one, proving once more
the good performance of the MFP for the estimation of
sound-speed profiles in range-independent environments,
and the validity of the hypothesis made regarding the reli-
ability of the reduced-length array as the measuring device
for MFP.

C. Test case III: An environment with a cold eddy

The third environment is a range-dependent one. The
water depth and bottom properties are exactly the same as in
the test case I. The background sound-speed structure is de-
termined by the simple sound-speed profile of Table V. We
introduce a smooth cold eddy~Fig. 7! at a vertical slice con-
fined between 2000 and 3200 m. The figure has been repro-
duced by describing the eddy by five sound-speed profiles in
equidistant segments spanning the 2000–3200 m range. The
sound-speed profiles in the eddy have been expanded again
in terms of the EOFs of the first environment and the corre-
sponding coefficients appear in Table VI. Figure 8 presents
the sound-speed profiles of the five segments.

We consider a vertical array of 28 sensors spanning the
first 105 m in depth, and a single frequency source~200 Hz!
in an environment characterized by white noise with
SNR510 dB.

Table VI presents upper and lower bounds, and the pre-
cision of the coding of each EOF coefficient, which are kept
the same for all segments.

In problems presenting multiple solutions, like the one at
hand, one has to use a search algorithm capable of finding
most of them. Physical constraints, or some other criteria,
can be considered afterward to exclude the unacceptable so-
lutions, as we do here.

A traditional GA will, at best, ultimately converge to a
population containing only one of these solution. Niching
mechanisms permit the forming and maintaining of stable
subpopulations, or niches, within a single population, corre-
sponding to different peaks of the fitness landscape, and,
thus, different solutions.22 Sharing, used in cases I and II,
and crowding have proven effective niching methods. Since
the given problem has many extraneous peaks that are simi-
lar in fitness to the desired peaks, sharing without a proper
fitness scaling would allocate too many individuals to
them.32 In order to save time, we avoided the experimental
adjustment of the fitness scaling, along with the other GA
parameters—population size (n), and discretization step—
and we preferred deterministic crowding~DC!,26 described
in the Appendix, which is simple, fast, and parallel.

In the first stage of inversions dealing with MFP only,
both synthetic data and replica fields were computed using
the adiabatic version of the normal-mode modelKRAKEN.33

The results obtained by the MFP algorithm appear in
Figs. 9 and 10, the former presenting contours of equal
sound speed, the latter presenting sound-speed profiles of the
five segments, together with the profiles of the ‘‘actual’’ en-
vironment. To obtain the results presented in Table VII,
which correspond to the recovered structure of Fig. 9, the
average of the best 20 points in the final population~sizen
5 200!, has been derived having already discarded the solu-
tions that did not conform to a single eddy environment,
according to the restrictions described in Sec. II.

The solution obtained by MFP is satisfactory. The shape
of the eddy is well represented. However, the representation
of the sound-speed field close to the surface is not accurate.
This behavior can be attributed to the relatively large devia-
tions of the recovered coefficients of the second EOFs with
respect to the actual ones~cf. Tables VI–VII!.

Since the deviation from the actual environment was not

FIG. 7. The environment of the test case III.

TABLE V. The sound-speed profile in the environment of the test case III,
outside the eddy area.

Depth ~m! Sound speed~m/s!

0 1500
100 1495
400 1509

TABLE VI. EOF coefficients and search space for the environment of test case III.

Order

Segment Bounds

Precision1st 2nd 3rd 4th 5th Lower Upper

1 219.21 233.007 244.713 225.657 2 8.726 276.2 0.0 0.6
2 27.845 34.352 44.438 32.824 22.876 0.0 75.6 1.2
3 211.105 211.008 214.892 213.073 212.001 237.2 0.0 1.2
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considerable, the modal-phase approach has been used at a
second stage to obtain a better approximation of the actual
eddy. As already stated in Sec. IV, results of the MFP inver-
sions served as the background environment for the modal-
phase algorithm. We considered the modal phase of the first
10 modes to be known, obtained by suitable mode filtering.

The application of the inversion algorithm using again
the KRAKEN code to calculate the modal-phase differences
with respect to the reference environment, resulted in sound-
speed profiles for the five segments defining the structure
appearing in Fig. 11. It is obvious that the eddy is now much
better represented. The individual sound-speed profiles ap-
pear in Fig. 12 and the recovered EOF coefficients in Table
VIII.

From the practical point of view, it is interesting to com-
pare the final solution of this hybrid procedure with same
obtained by modal phase approach only, as in Ref. 6. The
eddy is equally well reproduced in both cases, however in
Ref. 6, gooda priori estimate of the EOF coefficients has
been considered~a rather optimistic case!. Here, no reference
environment has been used. Instead we considered a very
wide search space using MFP. The whole procedure is now
realistic and may well represent an actual situation in a to-
mographic experiment with a vertical array of hydrophones
serving as the measuring device. It remains to study the re-
liability of the modal-phase calculations which is a task that
has already been undertaken by the authors.

FIG. 8. The sound-speed profiles of the five segments that describe the eddy
of the test case III.

FIG. 9. The environment of test case III, reconstructed by the MFP.

FIG. 10. The sound-speed profiles describing the eddy of the test case III.
Comparison of the actual~solid lines! and recovered profiles~dotted lines!
using matched-field inversion.

FIG. 11. The environment of test case III, reconstructed by means of the
hybrid scheme. Background environment determined by the MFP. Fine tun-
ing using the modal-phase approach.

FIG. 12. The sound-speed profiles describing the eddy of the test case III.
Comparison of the actual~solid! background~dotted! and recovered profiles
~dashed-dotted! using the hybrid scheme.

TABLE VII. Recovered EOF coefficients using MFP for test case III.

Order

Segment

1st 2nd 3rd 4th 5th

1 220.715 236.765 245.345 226.325 213.575
2 11.760 18.180 31.200 22.200 14.580
3 210.980 213.860 210.080 214.340 213.080
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VI. CONCLUSIONS

The use of a genetic algorithm in a matched-field pro-
cessing scheme for the reconstruction of range-independent
shallow and deep water environments, as well as a shallow
water environment with a cold eddy, has been shown to be
successful. In all these cases the sound-speed structure is
described in terms of sound-speed EOFs. For the range-
dependent case especially, although the problem is ill-posed
and multiple solutions could be admissible within the limits
of the MFP, the choice of the averaging over them resulted
in satisfactory reconstruction of all the environments studied,
starting from wide search spaces. For this case, the physical
constraint of the smoothness of its structure has also been
imposed as an additional restriction factor.

The results of the MFP for the case of the sea eddy have
been proven to provide a reliable reference environment for
the application of a modal-phase inversion scheme for a sub-
stantial improvement of the inversions, under the assumption
of the existence of reliable measurements of the modal phase
for a number of propagating modes. This hybrid inversion
procedure seems to be a promising inversion tool for ocean
acoustic tomography when measurements are performed
with the help of a vertical array of hydrophones. It remains
to assess the reliability of the modal-phase measurements
which is also an important factor for the overall evaluation of
the scheme.

From the computational point of view, the structure of
the algorithm is such that parallel processing is allowed at
various stages. Thus an appreciable reduction of execution
time is achieved, and the whole procedure can be completed
at reasonable time.

APPENDIX

The procedure followed for the application of determin-
istic crowding~DC! with threshold accepting~TA! is briefly
described:

All population elements mate randomly each generation,
undergoing single-point crossover with probabilitypc51,
and mutation with probabilitypm50.001. The ‘‘children’’
compete with nearest ‘‘parents’’~we use their Euclidean dis-
tance as measured! which are replaced if they are inferior.
This is called replacement selection and it is the only selec-
tion that occurs in DC. Following a suggestion in Ref. 28, we
use a mechanism to control convergence. Instead of simu-
lated annealing controls proposed in Ref. 26, we use a
threshold accepting method~TA!34 that has a simpler struc-
ture. TA includes ‘‘children’’ in the new population even if
they are worse than their ‘‘parents,’’ but not much; the

threshold that determines the maximum acceptable differ-
ence between new and old solutions, lowers progressively
every generation until it becomes zero.

The algorithm is synoptically presented below:
~A! Set thresholdT . 0 to a sufficiently high value.
~B! Initialize the population~randomly!.
~C! Repeatedly generate each new population from the

current population as follows:

~1! Do n/2 times:
~a! Select two ‘‘parents,’’p1 andp2 , randomly, without

replacement
~b! Cross them, yielding ‘‘children’’c1 andc2

~c! Apply mutation/other operators, yieldingc18 andc28
~d! If @d(p1 ,c18) 1 d(p2 ,c28)# < @d(p1 ,c28) 1 d(p2 ,c28)#:

• If f (c18) . f (p1) 2 T replacep1 with c18 ;
• If f (c28) . f (p2) 2 T replacep2 with c28 ;

Else

• If f (c28) . f (p1) 2 T replacep1 with c28 ;
• If f (c18) . f (p2) 2 T replacep2 with c18 .

~2! Periodically lowerT till zero.
Since all population elements can proceed simulta-

neously, parallelism is limited only by population sizen. We
could use up ton/2 parallel processors via population de-
composition.
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High-resolution analysis of the complex wave spectrum
in a cylindrical shell containing a viscoelastic medium.
Part I. Theory and numerical results
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In this study the relation between frequency and complex wave number of axisymmetric wave
modes in an isotropic, thin-walled, cylindrical shell containing a linear viscoelastic medium is
derived. Shell wall bending and longitudinal motion are coupled in an empty cylindrical shell. When
a viscoelastic medium is enclosed, the shell motion is affected by the complex bulk and shear
modulus, as well as by the density of the medium enclosed. A Maxwell model is used for both
complex Lame´ constantsl andm to describe the constitutive equations of the medium. By varying
the complex moduli, the medium can be modeled as an inviscid fluid, an elastic material, or
anything between these two extremes. The interaction of the thin-walled linear elastic shell and the
viscoelastic medium is discussed numerically by calculating the complex dispersion relation.
Numerical results are presented for an empty shell and a shell filled with three types of core
material: an inviscid fluid, a shear dissipative fluid, and a shear elastic fluid. In a companion paper
@J. Vollmannet al., J. Acoust. Soc. Am.102, 909–920~1997!#, the experimental setup and the
signal processing used to perform the high-resolution measurement of the dispersion relation are
described in detail. Theoretical and experimental results are compared. ©1997 Acoustical Society
of America.@S0001-4966~97!01108-9#

PACS numbers: 43.35.Mr, 43.40.Ey, 43.40.Cw, 43.20.Tb@HEB#

INTRODUCTION

The motivation of this research project is the physical
interpretation of the interaction of an elastic shell and a vis-
coelastic core with the aim of determining viscoelastic ma-
terial properties by measuring wave propagation phenomena
in a broad frequency range. Enclosed in a tube, the viscoelas-
tic medium is uncomplicated to handle and if the tube itself
is acting as a sensor, this technique can easily be integrated
into an on-line chemical process. The various aspects of
problems relating to wave propagation in a tube filled or
surrounded by a fluid have been the subject of numerous
studies. Most of these studies pertain to the water hammer
effect or to the propagation of heartbeat in human arteries.
Despite the large number of papers devoted to this subject
~see below!, the phenomenological interpretation as well as
the experimental verification, especially of the higher-order
modes in the complex space~complex wave number versus
frequency!, are rather limited.

The history of analytical description of waves in cylin-
drical structures dates back to 1876, when Pochhammer1

published his work. Early work on the water hammer effect
was performed by Joukowsky2 and in 1955, Skalak3 pub-
lished an extension of the water hammer theory. A brief
overview of further significant contributions to this subject is
given by Fuller and Fahy.4 The problem of a thin-walled
elastic shell with a compressible, inviscid fluid was first
solved by Lin and Morgan5 in which the results were limited

to real wave numbers. Assuming the fluid to be inviscid,
Fuller and Fahy4 calculated the dispersion curves for axisym-
metric waves (n50) and for the first-order nonaxisymmetric
modes (n51) in the plane of real wave number versus fre-
quency, the plane of imaginary wave number versus fre-
quency, as well as in the space of complex wave number
versus frequency. Guo presented approximate solutions to
the dispersion equation for fluid-loaded shells6 and has stud-
ied the attenuation of helical waves in a three-layered shell
consisting of elastic and viscoelastic layers.7 On the experi-
mental side, Plonaet al.8 analyzed waves in a thick-walled
tube which was surrounded and/or filled with water and com-
pared it with the theoretical results from Sinhaet al.9 Re-
cently, Lafleur and Shields10 discussed the influence of tube
material on the first two modes in a liquid-filled tube, con-
sidering long wavelength only.

In a field ‘‘somewhere’’ between acoustics, fluid me-
chanics, and solid mechanics, many effects and phenomena
interfere with each other, and the borders between these clas-
sical disciplines fade with the increasing generality of the
constitutive equations. The various motivations, the com-
plexity of the interaction of two waveguides, and the lack of
powerful computers led to diverse assumptions and simplifi-
cations in the past. In this study, a general viscoelastic ap-
proach for dilatation and shear deformation of the core en-
ables one to calculate the dispersion relation of an empty
shell, a fluid-filled shell, a shell filled with a viscoelastic
medium, and a linear elastic rod with circular cross section
by varying the values of the viscoelastic material properties
only.

a!Present address: Northwestern University, Center for Quality Engineering
and Failure Prevention, 2137 N. Sheridan Road, Evanston, IL 60206-3020,
Electronic mail: vollmann@nwu.edu
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I. NATURE AND REPRESENTATIONAL FORMS OF
DISPERSION

Interference betweenP, SH, and SV waves and their
reflections in a three-dimensional medium of finite cross-
sectional dimensions causes so-called ‘‘wave modes’’ of
guided waves in structures. In a limited interval of frequency
and wave number, a finite number of propagating modes
regularly exist. In the case of axisymmetric waves in a cy-
lindrical structure, it is sufficient to consider one-
dimensional wave propagation in the direction of the sym-
metry axis ~x axis! in order to characterize a three-
dimensional structure. The propagating harmonic waves can
be described as

u~x,t !5 (
n51

n5p

~Anei ~vt1knx!1Bnei ~vt2knx!!, ~1!

in which u denotes the displacement of a surface point of the
structure andp denotes the number of traveling modes in the
x direction. Herev indicates the frequency andk signifies
the complex wave number which can be regarded as ‘‘fre-
quency’’ in space domain. The imaginary part of the wave
number k indicates a decaying or a growing wave mode
depending on its sign, whereas the complex constantsAn and
Bn describe the amplitude and initial phase.

Dispersion diagrams referring to a steel shell with a di-
ameter of 26 mm, a wall thickness of 0.5 mm, and filled with
silicone oil are presented here to illustrate different represen-
tational forms of dispersion. Detailed information about the
material properties and physical interpretations of the shapes
of the curves are given in Sec. III.

Regarding Eq.~1!, the clearest way to represent a dis-
persion relation is by drawing curves in thevk plane, as
shown in Fig. 1. HereR denotes the mean radius of the shell,
h the wall thickness, andcp the velocity of longitudinal
waves in a plate@see Eq.~A1! in the Appendix#. However,
other forms like phase velocity versus frequency~Fig. 2! or
group velocity versus frequency~Fig. 3! are also very com-
mon. All diagrams shown in Figs. 1–3 represent the same
dispersion relation, thus providing clarity for those readers
who are not familiar with thevk form.

Since the experimental verification directly yieldsv vs
k, the theoretical dispersion curves will also be represented
in the frequency–wave-number plane or in the space defined
by real frequency and complex wave number in the forth-
coming sections.

II. THEORETICAL MODEL

A. Dynamic shell equations

A model for isotropic thin-walled elastic shells, includ-
ing effects of shear deformation and rotary inertia, forms the
basis of the dispersion relation. Despite the fact that torsional
modes are axisymmetric as well, they are not considered in
this investigation. Thus the dynamic equilibrium of an infi-
nite shell element bordering the viscoelastic core is formu-
lated in the plane defined by the radial and the longitudinal
coordinate. In Fig. 4 the forces acting on a differential shell
element are shown.

Nx,x5rshux,tt1s rx
f , ~2!

Qr ,x2
Nq

R
5rshur ,tt1s rr

f , ~3!

2Mx,x1Qr5rsI j ,tt1s rx
f h

2
. ~4!

FIG. 1. ‘‘Normalized frequency versus normalized wave number’’ represen-
tational form of axisymmetric wave modes in a fluid-filled cylindrical shell.

FIG. 2. ‘‘Normalized phase velocity versus normalized frequency’’ repre-
sentational form of axisymmetric wave modes in a fluid-filled cylindrical
shell.

FIG. 3. ‘‘Normalized group velocity versus normalized frequency’’ repre-
sentational form of axisymmetric wave modes in a fluid-filled cylindrical
shell.
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In Eqs.~2!–~4! s f denotes the stress at the interface between
the inner-shell surface and the viscoelastic core medium.I
indicates the moment of inertia, andj the slope of the cross
section due to bending. In general, indexs designates terms
associated with the shell and indexf terms associated with
the core. Derivatives are written in the short form:ur ,x de-
notes the derivative of the radial displacementur with re-
spect tox.

According to Timoshenko,11 effects of shear deforma-
tion and rotary inertia of the linear elastic shell are consid-
ered. Here the ‘‘wrong’’ assumption that the cross section
remains plane is corrected by the factork. Values fork de-
pend on the shape of the cross section and are chosen from a
publication by Cowper.12 The limits of the authors’ approach
were evaluated by comparing the results for an empty shell
with those of an exact, three-dimensional theory presented
by Herrmann and Mirsky.13 The difference between the ex-
act and the approximate theory amounted to less than 0.2%
for the frequency range considered.

Figure 5 and Eq.~5! show that the derivative of the
deflectionur with respect to the longitudinal coordinatex

consists of a part caused by bending~j! and a part caused by
shear deformation (g0):

ur ,x5j1g0 . ~5!

Using the kinematic relations for cylindrical coordinates,
Eqs. ~6! and ~7!, and the constitutive equations for linear
elastic shell material, Eqs.~8! and ~9!, the stress resultants
M , N, andQ are obtained by integrating the stresses through
the thickness of the shell element@see Eqs.~10!–~13!#:

ex5ux,x2jy, ~6!

eq5
ur

R
, ~7!

sx5
E

12n2 ~ex1neq!, ~8!

sq5
E

12n2 ~eq1nex!. ~9!

Here,y indicates the integration variable in the shell wall in
radial direction, and higher-order terms are neglected:

Nx5E
h/2

h/2

sx dy5
Eh

12n2 S ux,x1n
ur

R D , ~10!

Nq5E
h/2

h/2

sq dy5
Eh

12n2 S ur

R
1nux,xD , ~11!

Qr5hGk~ur ,x2j! ~12!

Mx5E
h/2

h/2

ysx dy52
Eh3

12~12n2!
j ,x . ~13!

Substituting the expressions for the stress resultantsM , N,
andQ into Eqs.~2!–~4! and eliminatingj, leads to Eqs.~14!
and ~15!, a system of two coupled differential equations. In
these equationsD denotes the bending stiffness of a plate
@D5Eh3/„12(12n2)…# andC denotes the longitudinal stiff-
ness of a plate@C5Eh/(12n2)#. It can easily be seen that
in the limit R→`, Eqs. ~14! and ~15! are decoupled and
represent the dynamic equations for bending waves and lon-
gitudinal waves in a thin plate, respectively,

Dur ,xxxx
s 2S Drs

kG
1rsI Dur ,ttxx

s

2
D

kGh Fs rr ,xx
f 1

C

R S ur ,xx
s

R
1nux,xxx

s D G
1S rsh1

CrsI

R2kGhDur ,tt
s 1

C

R S ur
s

R
1nux,x

s D
52s rr

f 1s rx,x
f h

2
2

rsI

kGh Fs rr ,tt
f 1rshur ,tttt

s 1
C

R
nux,ttx

s G ,
~14!

CS ux,xx
s 1n

ur ,x
s

R D 5rshux,tt
s 1s rx

f . ~15!

FIG. 4. Differential shell element and forces involved in axisymmetric wave
propagation.

FIG. 5. Deflection of the cross section of a shell element due to bending and
shear deformation.

898 898J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 J. Vollmann and J. Dual: Complex wave spectrum. I



The next step in deriving the theory is the formulation of the
interface stresss rr

f and s rx
f as a function of shell displace-

ment.

B. Wave propagation in the linear viscoelastic
cylindrical core

To describe the interface stresses between the shell and
the viscoelastic core, wave propagation in the three-
dimensional core must be investigated. For harmonic time
functions, the constitutive equation for isotropic linear vis-
coelastic material is derived from the equations for linear
elastic material, written in terms of Lame´ constantsl andm
as follows:

s i j 5ld i j ekk12me i j . ~16!

By adding loss moduli to the storage moduli, the whole in-
vestigation becomes complex:

s i j 5l* ~v!d i j ekk12m* ~v!e i j . ~17!

In Eq. ~17!, l* and m* are complex, frequency-dependent
functions describing the relation between stresss i j and
straine i j . The Kronecker symbol is denoted byd i j . In gen-
eral, the asterisk designates values which are complex due to
viscoelasticity.

In this investigation, Maxwell models are used for both
l* (v) and m* (v), represented in Eqs.~18! and ~19!, in
order to describe the viscoelastic behavior of the medium. As
illustrated in Fig. 6, this model consists of spring and damper
on the same axis subjected to the same force. For high fre-
quency, compared with the reciprocal value of the relaxation
time T, this model is governed by the spring and for low
frequency by the damper:

l* ~v!5
l0iv

iv11/Tl
, ~18!

m* ~v!5
m0iv

iv11/Tm
. ~19!

Equation~19! shows the complex shear modulusm* and Eq.
~20! the complex bulk modulusB* :

B* ~v!5l* ~v!1 2
3m* ~v!. ~20!

Equation~21! represents the complex shear viscosity and Eq.
~22! the complex bulk viscosity:

h* ~v!5
m* ~v!

iv
, ~21!

b* ~v!5
l* ~v!

iv
1

2

3

m* ~v!

iv
. ~22!

A Maxwell model is one of the simplest models used to
characterize viscoelastic material behavior. However, if ex-
perimental results show reason to use a more sophisticated
model, this can easily be realized by modifying Eqs.~18! and
~19!.

The displacement field is expressed in terms of deriva-
tives of potentials, as shown in Eq.~23!. This form decom-
poses the displacement field in a dilatational part, associated
with w, and a rotational part, associated withC:

uf5“w1“3C. ~23!

Since the motion is assumed to be axisymmetric and tor-
sional modes are not considered in this investigation, all de-
rivatives with respect toq vanish and the vector fieldC is
reduced to one dimension, as shown in the following equa-
tion:

C5S 0
C
0
D . ~24!

The approach used in Eq.~23! enables one to separate the
dynamic equation of motion into two so-called Helmholtz
equations:

r fw ,tt2„l* ~v!12m* ~v!…¹2w50; ~25!

r fC ,tt2m* ~v!¹2C50. ~26!

The potentialsw andC propagate with the velocitiescw* and
cC* , as specified in Eqs.~27! and~28! wherekw* andkC* are
the corresponding wave numbers. In linear elasticity, the
common designations forcw* andcC* andc1 andc2 :

cw* 5Al* ~v!12m* ~v!

r f
, kw* 5

v

cw*
, ~27!

cC* 5Am* ~v!

r f
, kC* 5

v

cC*
. ~28!

To solve the Helmholtz equations~25! and~26!, the follow-
ing assumptions are made for waves propagating along the
tube:

w~r ,x,t !5 f ~r !ei ~vt2k* x!, ~29!

C~r ,x,t !5g~r !ei ~vt2k* x!. ~30!

The derivatives of the potential functions, Eqs.~29! and~30!,
are expressed in terms of Laplace operators for cylindrical
coordinates, Eqs.~31! and ~32!. Substituting these expres-
sions into the Helmholtz equations, the differential equations
~33! and ~34! for the unknown functionsf (r ) and g(r ) are
obtained:

¹2w5w ,xx1
1

r
w ,r1w ,rr , ~31!

FIG. 6. Illustration of Maxwell behavior for dilatation and shear deforma-
tion.
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¹2C5S 0

C ,rr 1
1

r
C ,r1C ,xx2

1

r 2 C

0
D , ~32!

r 2f ,rr 1r f ,r1r 2~kw*
2
2k* 2! f 50, ~33!

r 2g,rr 1rg ,r1@r 2~kC*
2
2k* 2!21#g50. ~34!

For simplicity of notation, the following abbreviations are
used:

bw*
2
5kw*

2
2k* 2 and bC*

2
5kC*

2
2k* 2.

According to Abramowitz and Stegun,14 Eqs. ~33! and ~34!
are solved by combinations of complex Bessel functions
J0 ,J1 ,K0 ,K1 , represented in Eqs.~35! and ~36!, in which
a1 ,a2 ,b1 ,b2 are arbitrary constants to be determined by sat-
isfying boundary and interface conditions:

f ~r !5a1J0~bw* r !1a2K0~ ibw* r !, ~35!

g~r !5b1J1~bC* r !1b2K1~ ibC* r !, ~36!

The displacement field can now be expressed by substituting
Eqs.~29! and ~30! into the following equation:

ur5w ,r2C ,x , uq50,
~37!

ux5w ,x1C ,r1
1

r
C.

If the motion is axisymmetric, the radial motion vanishes on
the symmetry axis and the axial motion must remain finite.
Since the values of the Bessel functionsK0 and K1 go to
infinity for r going to zero, this condition can only be satis-
fied if the values of the constantsa2 andb2 are set to zero.

The kinematic relations for the axisymmetric case@Eq.
~38!#,

e rr 5ur ,r , eqq5ur /r ,
~38!

exx5ux,x , e rx5 1
2~ur ,x1ux,r !

combined with the stress–strain relations@Eq. ~17!#, repre-
sent the final step in formulating the problem.

C. Boundary and interface conditions between shell
and core

At the interface between the shell and the viscoelastic
core (r 5R2h/2), the radial displacements in each medium
are equal and the components of the stress vector are equal
with opposite directions. The stress functions in the cylindri-
cal core,s rr

f (r ) and s rx
f (r ), are presented in Eqs.~39! and

~40!:

s rr
f ~r !5ei ~vt2k* x!H2J0~bw* r !@a1k* 2l* 1a1bw*

2
~l* 12m* !#

1J1~bw* r !F2a1m* bw*

r G1J0~bC* r !@2b1ik* bC* m* #

2J1~bC* r !F2b1ik* m*

r G J , ~39!

s rx
f ~r !5ei ~vt2k* x!m* $J1~bw* r !2a1ik* bw* 1J1~bC* r !

3@b1~k* 22bC*
2
!#%. ~40!

For the shell displacement, the following time- and space-
harmonic approaches are made@Eqs.~41! and ~42!#:

ur
s5are

i ~vt2k* x!5ur
f~r 5R2h/2!, ~41!

ux
s5axe

i ~vt2k* x!. ~42!

Whereas the radial displacement of the shell midplane equals
the radial displacement at the core interface, the longitudinal
displacement at the interface consists of both the longitudinal
shell displacement and the displacement caused by the rota-
tion of the cross section due to shell wall bending@see Eq.
~43! and Fig. 5#:

ux
f ~r 5R2h/2!5ux

s1j
h

2
5axe

i ~vt2k* x!1j
h

2
. ~43!

The deflection componentj of the cross section caused by
bending is a function of wave speed of lateral waves and is
expressed in terms ofar by Eqs.~5!–~13!.

D. Dispersion relation

Equations~41! and ~43! show the interface condition
between shell and core. Substituting these equations into Eq.
~37! provides two linear equations for the arbitrary constants
ax , ar , a1 , andb1 . Two further equations are obtained by
substituting Eqs.~39! and ~40! into the dynamic shell equa-
tions ~14! and ~15!:

Fm11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

G S ax

ar

a1

b1

D 5S 0
0
0
0
D . ~44!

This homogeneous system of linear equations for the con-
stantsax , ar , a1 , andb1 @Eq. ~44!# has a nontrivial solution
if the determinant of the coefficients equals zero.~The coef-
ficientsmi j are presented in the Appendix 6.!

Det@mi j #50. ~45!

Since this condition containsv, k* , as well as all geometri-
cal and material parameters of the shell and the viscoelastic
core, Eq.~45! represents the implicit dispersion relation. As-
suming a realv, the corresponding wave numberskn* are
calculated with a complex root-finding algorithm based on
Newton’s method. Thenv is increased byDv and the wave
numbers of the former step are used as initial values for the
next root-finding procedure.

E. Normalized shell displacement

A knowledge of the shell displacement as a function of
frequency is of importance in interpreting the shapes of the
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various modes. As the shell displacement can be measured in
only one direction, this knowledge is also very helpful in
determining the optimal angle between the shell axis and the
measuring laser beam.

In general, the relative shell displacement, i.e., the rela-

tion betweenux andur , is complex. Hence it contains infor-
mation of the amplitude and the relative phase shift between
ux and ur of continuously propagating wave modes. In Eq.
~46! the complex relative displacement relation is written in
terms of the coefficientsmi j found in the Appendix:

ax

ar
5

~m42m132m43!~m24m132m23m14!1~m232m22m13!~m44m132m43m14!

2m13m41~m24m132m23m14!1m13~m44m132m43m14!
. ~46!

Sinceax and ar are complex constants, the shell displace-
ments@Eqs. ~41! and ~42!# can be written as follows@Eqs.
~47! and ~48!#:

ur
s5uar uei ~vt2k* x!1 iar, ~47!

ux
s5uaxuei ~vt2k* x!1 iax. ~48!

Now the complex displacement relation can be separated
into the amplitude ratio, Eq.~49!, and the phase angle be-
tweenux andur , Eq. ~50!:

uux
su

uur
su

5
uaxu
uar u

5Uax

ar
U, ~49!

Da5~ax2a r !5argS ax

ar
D . ~50!

Numerical analysis of Eq.~50! shows that the phase angle is
very sensitive to small differences in the viscoelastic material
properties.

F. Normalized stress field in the viscoelastic core

Another important characteristic feature of the wave
modes is their associated stress field. To discuss the penetra-
tion depth of the wave propagation in radial direction, the
normalized stress vectorss̃ rr

f and s̃ rx
f versus a normalized

radial coordinater̃ are calculated for one particular mode at
one particular frequency:

r̃ 5
r

R2h/2
. ~51!

Transforming the variabler to r̃ in Eqs.~39! and ~40! leads
to Eqs.~52! and~53!. Again, these expressions are complex.
The real part represents a snapshot of the stress field in the
core, the absolute value represents the maximum reached at a
specific location during one cycle, and the phase angle be-
tween the stress in the core and the stress at the shell wall is
associated with the time delay of the stress when propagating
in radial direction through the viscoelastic material:

s̃ rr
f ~ r̃ !5

s rr
f ~ r̃ !

s rr
f ~ r̃ 51!

, ~52!

s̃ rx
f ~ r̃ !5

s rx
f ~ r̃ !

s rx
f ~ r̃ 51!

. ~53!

Equations~52! and ~53! enable one to calculate the normal-
ized partial stress due to one traveling mode and are tools for
the interpretation of the mode shapes. However, the real
stress situation in a system excited with one particular fre-
quency consists of the superposition of the stress fields
caused by all traveling modes at that frequency.

III. SOME EXAMPLES OF NUMERICAL RESULTS

In this research project, the theoretical formulation and
the experimental investigation began at the same time and
were carried out simultaneously. Therefore the experimental
feasibility has a strong influence on the selection of the pa-
rameters being varied in this section. Most of the experi-
ments are conducted using a steel tube~E52.000
31011 N/m2, n50.28, rs57800 kg/m3! with a diameter of
26 mm and a wall thickness of 0.5 mm, soR/h526. This
parameter, as well as the shell material, will remain un-
changed in the investigation below. One of the main interests
is the influence of the shear behavior of the core on the
complex dispersion relation. The following aspects may help
to clarify the influence of the various material parameters on
the shape of the dispersion curves.

In general, wave propagation in a medium demands
elasticity to store potential energy and inertia to store kinetic
energy. Therefore discussing wave propagation in a vis-
coelastic material deals necessarily with the principal limits
of wave propagation. The core material can either be domi-
nantly elastic or dominantly viscous for dilatation and/or
shear deformation. A viscous behavior for dilatation sup-
presses the propagation ofP waves which leads to dispersion
curves similar to those of an empty shell. Since no such
material was found in reality, this class will not be discussed.

First, the dynamic behavior of an empty shell is dis-
cussed as done by Sinhaet al.9 This approach may help one
to understand the dispersion relation of a shell with a vis-
coelastic core as a blend of two interacting wave guides.

Second, the numerical discussion is divided into three
main sections according to the nature of the shear resistance
of the core:

~i! A shell filled with an inviscid core material~corre-
sponding to an lossless fluid!.

~ii ! A shell filled with a shear dissipative core material
~corresponding to a viscous fluid!.

~iii ! A shell filled with a shear elastic core material.
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In all cases, the real part of the velocity ofP waves
cw* 51005.66 m/s@see Eq.~27!# and the density of the core
r f5969.00 kg/m3 are kept constant, the complex bulk
modulus@Eq. ~20!# being dominantly elastic.

The starting point for this numerical investigation are
values which have achieved the best fit of a measured dis-
persion relation of silicone oil with high viscosity at low
shear velocity. However, to provide a nondimensional form,
the material constants are normalized with the Young’s
modulusEs , the shear modulusGs , and the densityrs of the
shell material. The relaxation times are normalized with the
upper frequencyf max of the considered interval which equals
from 1 kHz to 1.0 MHz~see Table I!.

Due to numerical reasons, the values can neither be set
to zero nor to infinity, but rather to very high or very low
values. For example, a relaxation timeTl of 1 s already
signifies an ‘‘infinitely’’ long time in a frequency range be-
tween 1 kHz and 1 MHz, causing primarily elastic behavior.

A. The empty shell

For the model considered, the wave spectrum of axisym-
metric wave modes in the empty cylindrical shell is com-
prised of three modes only. As mentioned earlier, the tor-
sional mode is excluded from this investigation. The shape
of the other modes is either lateral~radial!, longitudinal, or
both. The lack of material damping and radiation loss leads
to purely real dispersion curves, as shown in Fig. 7. This
dispersion diagram will be discussed beginning with the low-
est frequency. For low frequencies and long wavelength, the
waves propagate with the velocity of longitudinal waves in a

bar c0 . As soon as the wavelength reaches the circumferen-
tial dimension, an additional mode~mode 1! appears. In that
particular frequency range, a strong coupling between radial
and longitudinal motion occurs for both modes. Whereas
mode 0 changes its nature from dominantly longitudinal to
radial, mode 1 arises as a breathing mode transforming to an
almost purely longitudinal mode~see Fig. 8!. The coupling
between radial and longitudinal motion leads to the interac-
tion of the core material with the shell through its shear and
bulk resistance.

B. The shell filled with an inviscid core

In contrast to Fig. 7 in which the behavior of one single
waveguide is presented, all of the following diagrams are
determined by a dynamic interaction between shell and core.

Provided that no energy is emitted from the outer sur-
face of the shell, the dispersion curves also remain in the
plane of real wave number versus frequency when the shell
is filled with an inviscid core material, as shown in Fig. 9.
The dispersion curves are calculated from the right-hand side
to the left, starting with the highest wave number. Following

FIG. 7. Dispersion diagram of an empty thin-walled shell.

FIG. 8. Relation between axial and radial displacement of the empty shell.

FIG. 9. Dispersion curves of the first 24 axisymmetric modes of a shell
filled with an inviscid material~lossless fluid!.

FIG. 10. Superposition of the dispersion curves for an empty shell and for a
shell filled with an inviscid core material.
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the graph of one single mode, a small region of high slope
appears. As the superposition of the diagrams for the empty
shell and for the shell with inviscid core~Fig. 10! shows, this
steeper region is linked with the flexural mode of the empty
shell ~mode 0 in Fig. 7!. The straight line of the dispersion
curves in Fig. 11 is associated with membrane waves in the
shell propagating in longitudinal direction with the velocity
cp @see Eq.~A1! in the Appendix#. The correct shape of the
curves on the left side of the straight line can be recognized
when observing the first five modes. Except for mode 0 and
mode 1, each mode has a cutoff frequency but due to the
close proximity of the curves to each other, the root-finding
algorithm jumps from one mode to the next lowest mode.

In order to explain the different stages of mode shapes
along a dispersion curve of one graph, the letters A–E are
added to the dispersion curve of mode 19~Fig. 11!, as well
as to the corresponding graph in the displacement ratio dia-
gram ~Fig. 12!.
Figure 12 shows the absolute value of the normalized com-
plex shell displacement ratio in logarithmic scale versus fre-
quency. Point A indicates the cutoff frequency of mode 19
where the shell is breathing simultaneously over its whole
length and the motion is purely radial. The next cutoff fre-
quency, in terms of growing frequency, occurs roughly as
soon as the ratio formed by the core radius and a halfP
wavelength is an integer.

At point B the longitudinal component of the shell mo-

tion is equal to approximately 20 times the radial motion and
remains almost constant in a small frequency range before it
increases again, reaching its maximum in point C. Following
the graph of mode 19 towards higher frequencies leads to
point D where the radial motion is dominant again.

Since ax and ar are complex, the ratioax /ar can be
discussed in terms of amplitudes@see Fig. 12#, as well as in
terms of the relative time delay between the two compo-
nents, expressed by the argument of the complex ratio. For a
shell filled with an inviscid core, the phase betweenax and
ar jumps from2p/2 to 1p/2 so quickly whenever a mode
reaches the area of the membrane wave, that no vertical lines
can be seen in Fig. 13. This situation changes drastically
when the core material has shear resistance. To show the line
of the phase graph of mode 19, a dashed line has been added
to the diagram.

C. The shell filled with a dissipative core

The dissipative shear behavior of the core causes attenu-
ation of the shell waves, which results in a negative value of
the imaginary part of the wave number. In order to explain
the topology of the dispersion curves of a shell filled with a
dissipative core, the quantityd, representing a dynamic pen-
etration depth is introduced. Equation~54! shows that a wave
motion in an arbitrary one-dimensional continuum, described
by c and complexk* with a negative imaginary part, can be

FIG. 11. Dispersion curves of the first 24 axisymmetric modes in the real
plane.

FIG. 12. Relation between axial and radial shell displacement of the first 24
axisymmetric wave modes in a cylindrical shell containing an inviscid ma-
terial.

FIG. 13. Phase angle betweenax and ar for the first 24 modes in a shell
filled with inviscid material according to Eq.~50!. The dashed line empha-
sizes mode 19.

FIG. 14. Normalized 0.2% boundary layer characterizing the attenuation of
P waves in the shear dissipative core material.
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written in terms of an undamped traveling wave times an
exponential attenuation factor in thez direction.

u~z,t !5aei ~vt2k* z!5aei ~vt2krz!ekiz, ~54!

d5
2p

uki u
. ~55!

According to Eq.~55!, d describes the distance in m from the
emitting source to that point in the viscoelastic medium,
where the amplitude has dropped to about 0.2% of the initial
amplitude, thus providing an approximate value of the pen-
etration depth of mechanical disturbances in an attenuating
medium. Assumingz to be a radial coordinate in the core,
outgoing from the inner-shell surface, the definition ofd is
not valid any more due to the cylindrical shape of the core,
for the following qualitative discussion, however, it still fits
the purpose.

According to Eq.~20!, the bulk modulus is a function of
l* andm* and therefore a strong shear dissipative behavior
primarily suppresses the propagation ofS waves as well as
the propagation ofP waves. Figure 14 shows the normalized
thickness of the boundary layer ofP waves in the core ma-
terial discussed in this section to be a function of frequency.

One can see that above approximately 700 kHz,d reaches
the order of magnitude of the core radius. This means that
theP waves are ‘‘dead’’ before they can ‘‘tell’’ the shell that
the core is cylindrical, a fact which leads to a dispersion
relation similar to the one of an empty shell for higher fre-
quencies.

Figure 15 shows the complex dispersion relation of a
shell filled with a shear dissipative core. The dot in Fig. 15
~mode 9! indicates the mode and the frequency for which the
stress field is calculated, as represented in Figs. 21–24. Dif-
ficulties arose while calculating mode 0, in which the root-
finding method jumped into mode 1. Mode 0 is therefore not
visible in Figs. 15 and 16.

The dissipative nature of the core material and the fact
that the density of the shell material is approximately ten
times the density of the core material leads to a dynamic
decoupling of the two waveguides in higher-frequency
ranges. In terms of growing frequency, this decoupling ap-
pears first in the longitudinal shell mode which is coupled
with the core solely through the shear modulusm* . Addi-
tionally, at higher frequencies the flexural mode of the shell,
indicated by the slope-discontinuity of the first 14 modes,

FIG. 15. Dispersion curves of axisymmetric modes of a shell filled with a
shear dissipative core material~classical fluid!.

FIG. 16. Projection of the curves shown in Fig. 15 into the real plane.

FIG. 17. Dispersion curves of the modes which show the decoupling of the
shell and the core caused by the dissipative behavior of the core material.

FIG. 18. Projection of the curves shown in Fig. 15 into the imaginary plane.
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arises as a detached mode~mode 15!. The two modes in
which the decoupling occurs~mode 15 and mode LS! are
drawn individually in Fig. 17. The projection of the disper-
sion curves into the imaginary plane~Fig. 18! shows that the
detached longitudinal mode~mode LS! has the lowest damp-
ing, followed by the detached flexural mode~mode 15!. In
Figs. 19 and 20, the absolute value and the argument of the
complex displacement ratio are presented.

The following diagrams show the normalized radial
stresss rr and the normalized shear stresss rx in the core
material. Mode 9 and a frequency of 360 kHz are chosen as
an example. In Figs. 21–23, it can be seen that the radial
stress becomes a maximum on the symmetry axis, whereas
the shear stress vanishes. Figure 23 shows a quickly attenu-
ating shear boundary layer~Stokes layer! followed by a
curve with increasing amplitude towards the center. This part
of the diagram is governed by the radially propagatingP
waves. To fulfill the dynamic equilibrium conditions, the
shear stress in the cores rx grows with the rate of the normal
stresss rr .

The interpretation of Figs. 22 and 24 demands further
explanation: In general, the normalized stress functions ac-
cording to Eqs.~52! and~53! are complex and can therefore
be written as follows@Eq. ~56!#:

s̃ f~ r̃ !5S~ r̃ !eia~ r̃ !, ~56!

in which a growinga means that waves are propagating
from the inner surface of the shell through the core towards
the center. In this case, the graphs of the real stress versus the
imaginary stress appear to be more or less circle shaped. On
the other hand, ifa remains constant, the shell ‘‘is riding on

FIG. 19. Relation between axial and radial displacement of axisymmetric
wave modes in a cylindrical shell containing a shear dissipative core mate-
rial.

FIG. 20. Phase angle betweenax andar for axisymmetric modes in a shell
filled with shear dissipative material according to Eq.~50!.

FIG. 21. Normalized radial stresss rr versus normalized radius for mode 9
at 360 kHz in a shear dissipative core.

FIG. 22. Real part of the normalized radial stresss rr versus imaginary part
of the normalized radial stresss rr for mode 9 at 360 kHz in a shear dissi-
pative core.

FIG. 23. Normalized shear stresss rx versus normalized radius for mode 9
at 360 kHz in a shear dissipative core.

FIG. 24. Real part of the normalized shear stresss rx versus imaginary part
of the normalized shear stresss rx for mode 9 at 360 kHz in a shear dissi-
pative core.
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a steady-state core vibration’’ and the graph appears to be a
more or less straight line. In Fig. 24 both phenomena are
visible; the Stokes layer close to the shell wall can be iden-
tified as an attenuating, propagating wave, whereas the rest
of the graph represents a standing wave, i.e., a vibration of
the core in radial direction.

D. The shell filled with a shear elastic core

The shear elastic parameter set~see Table I! produces
the most exciting results. Careful numerical analysis was car-
ried out to ascertain that the effects presented in this section
have real physical reasons and are not caused by insufficient
accuracy of the root-finding procedure. In anticipation of
Part II of this paper~Experimental results versus theory!,15 it
should be mentioned that the curves obtained by this param-
eter set come closest to the measured dispersion curves, in
shape and magnitude, for a shell filled with silicone oil.

In Fig. 25, modes 0, 2, 3, 5, and 6 are not plotted. The
dot indicates that the stress field is calculated for mode 9 at
360 kHz. As shown in Fig. 25, increasing the elastic shear
resistance leads to dispersion curves which leave the real
plane periodically. Therefore the diagrams for the displace-
ment ratio become very confusing~Figs. 26 and 27!. Since
the propagation velocity ofp wavescw is almost equal for all

FIG. 25. Dispersion curves of axisymmetric modes of a shell filled with a
shear elastic core material.

FIG. 26. Relation between axial and radial displacement of all axisymmetric
wave modes presented in Fig. 25.

FIG. 27. Phase angle betweenax and ar of all axisymmetric wave modes
presented in Fig. 25 according to Eq.~50!.

FIG. 28. Normalized radial stresss rr versus normalized radius for mode 9
at 360 kHz in a shear elastic core.

FIG. 29. Normalized shear stresss rx versus normalized radius for mode 9
at 360 kHz in a shear elastic core.

TABLE I. Normalized parameters for three classes of core material.

Normalized
core

parameter
Inviscid

core
Dissipative

core

Shear
elastic
core

l0 /Es 4.900031023 4.884031023 4.400331023

Tl f max 1.00003106 1.00003106 1.00003106

m0 /Gs 1.2800310211 5.120031023 6.400031024

Tm f max 1.000031021 1.000031022 4.00003101

r f /rs 1.240031021 1.240031021 1.240031021
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three classes of core material, the radial stress distribution
presented in Fig. 28 is very similar to the one presented in
Fig. 21.

As expected, major differences appear in the diagrams
representing the shear behavior. When comparing Fig. 30
with Fig. 23, one can see that rather than the thin Stokes
layer disappearing, shear waves propagate through the whole
core with increasing amplitude towards the symmetry axis,
focusing the energy.

Considering the scale of the imaginary axis of Figs. 29
and 31, one can see that the graph of the shear stress~Fig.
31! is much more ‘‘circle shaped’’ than the graph of the
normal stress~Fig. 29!, thus indicating a wave propagation
towards the center.

E. Numbering of the modes

The numbering of the modes requires several comments.
Mode 0 of the filled shell~see Fig. 10! is governed by the
speed of sound in the core material and has no cutoff fre-
quency. Mode 1 has no cutoff frequency either. Mode 2 is
the first mode having a cutoff frequency, which means that
one P wavelength equals the diameter of the core or the
radius equals approximately a half wave length. Thus eight
nodes, i.e., approximately eight halfP wavelengths, can be
recognized on the diagrams presenting the radial stresss rr of
mode 9 at 360 kHz~Figs. 21 and 28!.

IV. CONCLUSIONS

In combining an elastic and a viscoelastic waveguide,
some aspects of their interaction have been studied. Since the
main interest lies in the dynamic behavior of the viscoelastic
core, this investigation can be regarded as a first step on the
way towards a measuring instrument for viscoelastic material
properties, even though the inverse problem can be solved
presently in an iterative way only.

A theory for thin-walled elastic shells is applied, which
provides good results as long as the wall thickness is less
than one-third of the shortest bending wavelength in the shell
wall. In this investigation the shortest wavelength equals 3.2
times the wall thickness. Higher sensitivity of the shell
waves to the core properties could be achieved by using a
shell material with lower density. It is difficult, however, to
obtain thin-walled elastic tubes of high geometrical accuracy
therefore steel tubes have been used.

To check the validity of the theoretical model as well as
the accuracy of the computer program, especially in the
range of strong shear elasticity, the dispersion curves of axi-
symmetric waves in an aluminum rod with circular cross
section are also measured and compared with numerical re-
sults obtained by running the same computer program as for
the fluid-filled shell. Excellent agreement is found, as pre-
sented in a companion paper.15
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APPENDIX: MATRIX m ij

Here the coefficients of the linear system used in Eq.
~44! are presented. These expressions are derived from Eqs.
~37!, ~14!, and~15!. The constantsD ~bending stiffness of a
plate! and C ~longitudinal stiffness of plate! are written in
terms ofcp , h, andrs , because these terms can be measured
more readily on an empty shell.

D5
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2h3rs

12
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FIG. 30. Real part of the normalized radial stresss rr versus imaginary part
of the normalized radial stresss rr for mode 9 at 360 kHz in a shear elastic
core.

FIG. 31. Real part of the normalized shear stresss rx versus imaginary part
of the normalized shear stresss rx for mode 9 at 360 kHz in a shear elastic
core.
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in which sgn@x#51 for x.0, sgn@x#521 for x,0, and
sgn@x#50 x50. Re@c# takes the real part of the complex
phase velocityc.
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High-resolution analysis of the complex wave spectrum
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The complex frequency spectrum of axisymmetric wave modes in a circular cylindrical shell
containing various viscoelastic media is measured. A new measurement technique has been
developed for this purpose by combining a high-resolution laser interferometer with modern
spectrum estimation methods. To decompose the complex wave-number dependence, a complex
spectrum estimation method has been implemented. Up to 40 dispersion curves of traveling,
axisymmetric modes are decomposed simultaneously in a frequency range between 1 kHz and 2
MHz. The guided structural waves are excited by piezoelectric transducers. Linear elasticity can be
considered as an extreme case of viscoelasticity~long relaxation times compared with the
deformation periods!. To ascertain the validity of the theory, dispersion curves are calculated for a
shell containing a viscoelastic material behaving like the elastic shell and are compared with the
measured curves of an isotropic aluminium rod. The phenomenon of ‘‘backward wave
propagation,’’ in which the group velocity and the phase velocity of one mode have opposite signs,
is clearly measured. Excellent agreement between experimental and theoretical results, which are
also presented in a corresponding paper@J. Vollmann and J. Dual, J. Acoust. Soc. Am.102,
896–908~1997!#, is found over a wide parameter range, including the case of a linear elastic rod.
© 1997 Acoustical Society of America.@S0001-4966~97!01208-3#

PACS numbers: 43.35.Mr, 43.40.Ey, 43.40.Cw, 43.20.Tb@HEB#

INTRODUCTION

The propagation of structural waves in shells filled or
surrounded with liquid is of fundamental interest in various
applications, ranging from nondestructive evaluation~of the
shell, a layer, or the liquid! to scattering phenomena caused
by submerged, purely elastically and viscoelastically damped
shells interacting with waves in the surrounding fluid. A his-
torical overview discussing previous work in the field of
fluid-loaded cylindrical shells is delineated by Fuller and
Fahy1 and in the corresponding theoretical part of this inves-
tigation.

In 1977 Krauseet al.2 recorded and published some
plots of the strain versus time in a fluid-filled tube which was
subjected to a longitudinal impact. In addition these results
were compared with those of the extended Skalak water
hammer theory3 by Barezet al.4 in 1979.

It is generally observed that the number of papers treat-
ing this subject experimentally is rather limited when com-
pared with the various theoretical publications which differ
mainly in their objectives and assumptions. This might be
due to the fact that the number of traveling modes grows
with frequency and the group and phase velocities of the
various modes are almost equal over wide parameter ranges.
Thus the dispersion relation can scarcely be detected by
means of measuring arrival times of narrow-band pulses or
by calculating phase differences of propagating narrow-band

pulses at two locations, except for the first two modes in a
very low-frequency range, as recently presented by Lafleur
and Shields.5 For a linear elastic cylindrical rod, a simple but
more effective method was used by Zemanek.6 He was able
to measure up to six symmetric and antisymmetric modes in
an elastic cylindrical rod with a circular cross section mea-
suring the frequencies of standing waves.

In this paper, a new method is presented to determine
the complex dispersion relation directly from a series of dis-
placement recordings along a shell. To explain the metrol-
ogy, the nature of guided waves propagating along structures
of finite cross-sectional dimensions should be outlined first.
Small disturbances in an elastic or viscoelastic medium pro-
duceP and S waves. Interference of theseP and S waves
and their reflections from the boundaries of the structure
leads to ‘‘wave modes’’ propagating along the structure.
These modes may differ in shape, group velocity, phase ve-
locity, and attenuation. In the case of axisymmetric waves in
a cylindrical structure, the propagating waves can be de-
scribed as follows:

u~x,t !5 (
n51

n5p

~Anei ~vt1knx!1Bnei ~vt2knx!!, ~1!

in which u denotes the displacement of a surface point of the
structure andp the number of traveling modes in thex di-
rection.v indicates the circular frequency andk the complex
wave number which can be regarded as ‘‘frequency’’ in
space domain. The imaginary part of the wave numberk
indicates a decaying or a growing wave mode depending on
its sign. A dispersion diagram contains characteristic infor-
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and Failure Prevention, 2137 N. Sheridan Road, Evanston, IL 60206-3020,
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mation about geometry, frequency-dependent material be-
havior, and homogeneity of a structure. It is a special advan-
tage of axisymmetric waves in a cylindrical structure that no
boundary conditions causing radiation loss have to be con-
sidered and that a three-dimensional structure can be in-
spected or characterized by measuring dispersion relations of
one-dimensional wave propagation.

To measure a dispersion relation in a defined interval of
frequency and wave number, a spectrum analysis in time and
space domain is required. Applying discrete spectrum analy-
sis methods, two features determining the number of samples
and the distance between two consecutive samples~in time
and space! must be observed. First, the highest harmonic
component, i.e., the shortest cycle or the shortest wave-
length, must to be sampled at least two points in time and
space, respectively.

The second feature concerns the resolution. The ques-
tion here is how many samples are necessary to separate two
neighboring~in terms of frequency or wave number! modes.
The resolution of discrete Fourier transformation methods
such as fast Fourier transform~FFT! grows linearly with the
length of the interval, i.e., the number of samples and is
therefore intrinsically limited by the method. Modern spec-
trum estimation methods approximate given signals with a
harmonic model. Moreover, highly sophisticated methods
are able to isolate signals of interest from surrounding noise
always present in experimental data. These methods do not
have inherent resolution limits, although the prediction qual-
ity grows with the number of samples.

In this investigation, a combination of discrete spectrum
analysis ~FFT! and spectrum estimation~linear prediction
and total least squares! is seen to be very effective. FFT is
applied in order to obtain the complex frequency spectrum
versus frequency of recorded shell displacements versus
time. In the space domain a spectrum estimation method is
used to decompose the complex wave-number dependence.
Thus the number of required samples in the space domain is
reduced to less than a sixth compared with FFT. An addi-
tional advantage is the fact that the wave numbers are de-
composed, including their signs indicating the direction of
propagation. Thus outgoing pulses can be distinguished from
reflected pulses.

Spectrum estimation methods are a still-growing topic in
signal processing, and improved algorithms are published
frequently. Comprehensive introductions are given by Kay,7

Marple,8,9 and Hayes,10 as well as in German by Oestreich.11

A comparison of several methods based on singular value
decomposition with FFT is presented by Uikeet al.12 The
algorithm implemented in this investigation, originally de-
veloped for the signal processing of NMR signals, was pub-
lished by Tirendi and Martin13 and is based on the work of
Golub and Van Loan.14,15

To the authors’ knowledge, the work presented in this
investigation is one of the first applications of spectrum es-
timation methods used in structural mechanics to character-
ize dynamic material properties.

I. EXPERIMENTS

Numerous combinations of shells and fluids~water,
milk, alcohol, glycerine, silicone oil, and polyisobutylene!
were investigated in this project. An extract of these experi-
mental results outlining the main aspects and phenomena
will be presented in this paper. The shell remains unchanged
in geometry and material. A steel tube with a diameter of 26
mm, a wall thickness of 0.5 mm, and a length of 1 or 2 m is
used to perform the experiments.

To verify the theoretical model derived in Part I,16 as
well as the numerical accuracy of the root-finding algorithm
in the parameter range of strong shear elasticity, dispersion
curves of axisymmetric waves in an isotropic aluminum rod
with a diameter of 18 mm are also measured and compared
with the numerical results.

A. Experimental setup

The order of magnitude of the shell displacements
amounts to less than 10 nm. To be able to detect such move-
ments and to avoid any disturbance of the traveling waves
caused by the measurement itself, the shell displacement
function is measured with a heterodyne laser interferometer
~Sensor Head: Polytec OFV 300, Demodulator: Polytec OFV
2100! which represents the most essential part of the experi-
mental setup shown in Fig. 1. The commercial configuration
of this interferometer did not satisfy the resolution require-
ments over the frequency range of our interest. Therefore a
demodulator for the phase-modulated signal with a 40-MHz
carrier frequency was developed by Dual and Ha¨geli17 at the
Institute of Mechanics, ETH Zu¨rich. This phase demodulator
allows the measurement of surface displacements over a fre-
quency range from 1 kHz to 8 MHz with a resolution of
10213 m/AHz. For a bandwidth of 1 MHz, this corresponds
to a noise level of about 1 Å before averaging.

Typically the waves are excited by a ring-shaped piezo-
electric transducer subjected to a linear sweep pulse with a
start frequency of 400 kHz, a stop frequency of 1250 kHz,

FIG. 1. Experimental setup.
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and a duration of 0.5 ms. This pulse is applied repeatedly
with a trigger frequency of 20 Hz. The displacement of the
shell surface versus time caused by the outgoing pulse and
its reflections is measured and averaged 300 times before the
laser interferometer is shifted to the next location. The dis-
placement functions are recorded at up to 160 points along
the tube, depending on the number of expected modes in the
frequency range considered.

A typical signal is presented in the screen print of the
digital oscilloscope in Fig. 2. Here the top graph shows the
voltage of the excitation signal and the lower graph the av-
eraged displacement function followed by its amplitude
spectrum.

B. Piezoelectric excitation

Piezoelectric transducers are used to convert voltage into
mechanical stress. Since the ceramic material~lead-
zirconate-titanate! is polarized after firing, transducers are
available in various shapes and with various polarization di-
rections. Figure 3 shows the cross section of a tube and the
attached piezoelectric ring transducer. The best signals are
achieved when the transducer is fixed at an open end of the
shell.

II. SIGNAL PROCESSING

Figure 4 illustrates the digital data processing leading
from the displacement measurement to the complex disper-
sion relation. The highly dispersive broadband pulse is
propagating forward and backward from one end of the tube
to the other until its amplitude has decayed below the noise
level. The best results are obtained when the whole transient
response of the shell to one pulse is recorded to avoid leak-
age. This demand is, however, a question of storage capacity
of the oscilloscope and attenuation characteristics of the
structure as well as the frequency range considered. In other
words, since the storage capacity of the oscilloscope is lim-
ited, one has to balance between a short time window with a
high-sampling frequency or a long window with a low-
sampling frequency to achieve good measurement over a
wide frequency range. Therefore moderately damped sys-
tems are more suitable for broadband frequency measure-
ment than systems with low damping, even though the situ-
ation of those systems can be improved by windowing.

Typical values for measurements with an upper fre-
quency limit of 1 MHz and a storage capacity ofnt58192
samples lead to a frequency resolution of approximately 250
Hz according to Eq.~2!. ~1-MHz signal frequency demands a
sampling frequency of at least 2 MHz, thusDtsample

<0.5 ms.!

D f 5
1

ntDtsample
5244 Hz. ~2!

A. Spectrum analysis in space domain

Sampling the displacement function versus time is an
easy task since it is done automatically by the digital storage
oscilloscope. To sample the displacement function along the
shell, the laser interferometer is moved from one point to
another by a computer-controlled stepping motor. According
to Eq. ~3!, applying FFT in the space domain would require

FIG. 2. Screen print of the digital oscilloscope displaying: The voltage of
the excitation signal~linear sweep, 400–1250 MHz, 0.5 ms!, average of 300
displacement functions~measured at one point!, amplitude spectrum of the
displacement function above~fluid: silicone oil!, sampling rate: 5 MHz.

FIG. 3. Cross section of a steel tube with piezoelectric ring transducer
acting in radial direction.

FIG. 4. Visualization of the major steps in signal processing.
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at leastns5800 samples along the shell to achieve a wave-
number resolution of 10 rad/m for a given upper wave-
number limit of 4000 rad/m (Dxsample50.79 mm). A wave-
number resolution of 10 rad/m represents a relative
resolution which is still ten times lower than the relative
resolution in the frequency range, but it is sufficient to obtain
good results for the systems considered in this investigation:

Dk5
2p

nsDxsample
510 rad/m. ~3!

To circumvent the onerous task of recording a minimum of
800 samples in the space domain, a spectrum estimation
method is implemented rather than FFT. The general concept
for these types of methods dates back to 1795 when Prony18

presented a procedure to express an arbitrary function in
terms of a linear combination of exponential functions.

The condition that the shortest wavelength of interest
must be sampled at at least two points, thus determining the
distance between two consecutive measurements in the space
domain, remains indispensable.

As illustrated in Fig. 4, the spectrum estimation method
is applied for each frequency given by the discrete Fourier
transform. It consists of two major steps: First, the discrete
frequency spectrum versus location~for one particular fre-
quency! can be expressed in terms of exponential functions
@see Eq.~5!#. This step is called ‘‘linear prediction’’~LP!.
Since the values of the frequency spectrum are available at
discrete locations only, where the amplitude versus time
function is measured, the locationx is described in termsz
andDxsample@see Eq.~4!#:

x5zDxsample, ~4!

in which z indicates the sampling index along the shell (z
50,1,2,...,N21);

A~z!'C1m1
z1C2m2

z1•••1Cnmn
z . ~5!

A(z) represents the value of the frequency spectrum at the
location z for one particular frequency, andm i5ekiDxsample.
Ci andki are to be determined.

The linear prediction procedure is outlined below ac-
cording to Hildebrand.19 For an autoregressive notation of a
similar procedure which reaches the same goal, the reader is
referred to Marple.20

C11C21•••1Cn5A~z50!,

C1m11C2m21•••1Cnmn5A~z51!,

C1m1
21C2m2

21•••1Cnmn
25A~z52!, ~6!

•••5••• ,

C1m1
N211C2m2

N211•••1Cnmn
N215A~z5N21!.

SinceCi andm i are unknowns, at leastN52n equations are
needed, in principle, to solve the system presented in Eq.~6!.

Further steps must be introduced to solve this highly
nonlinear system. Letm1 ,...,mn be roots of Eq.~7!:

mn1a1mn211a2mn221•••1an21m1an50. ~7!

To determine the coefficientsa1 ,...,an , the first equation of
Eq. ~6! is multiplied by an , the second byan21 ,..., the

nth by a, and the (n11)th by 1. All equations obtained in
this manner are added. The fact that eachm satisfies Eq.~7!
allows the result to be written in the following form@see Eq.
~8!#:

An1a1An211•••1anA050, ~8!

in which An5A(z5n). A set of N2n21 additional equa-
tions can be obtained in the same way by starting succes-
sively with the second, third,..., (N2n)th equation leading to
the linear system shown in the following equation;

An1An21a11An22a21•••1A0an50,

An111Ana11An21a21•••1A1an50,
~9!

•••5••• ,

AN211AN22a11AN23a21•••1AN2n21an50.

Equation~9! can be written in matrix form:

Aa5b. ~10!

For N52n, the matrixA has full rank and the linear system
@Eq. ~10!# has a unique solutiona, which can be directly
calculated by inversion of the matrixA. The values ofm i are
then obtained as roots of Eq.~7!. With the known values of
m i , the system of Eq.~6! becomes linear, which allowsCi to
be determined. The ‘‘beauty’’ of this method introduced by
Prony lies in the fact that the nonlinearity of the problem,
which is caused by the exponential approximation, is con-
centrated in Eq.~7!, which can be easily solved numerically.
The procedure described up to this point is called ‘‘forward
linear prediction’’ ~FLP!.

Provided that the values ofAi consist of exponential
components caused by propagating waves only, the problem
would already be solved by the procedure described above.
The number of required samplesN would then be two times
the number of expected modesm, sinceCi andm i must be
determined and the number of expected modesm would
equal the polynomial ordern. In reality, however, the situa-
tion is more complicated, demanding a second major step.
The signals of interest are hidden in noise and many more
samples than 2n are needed. Moreover, various nonaxisym-
metric wave modes are also excited and therefore the number
of expected modesm ~prediction order! is not knowna pri-
ori. In this context, some questions arise. What polynomial
ordern, as a function of the number of samplesN, should be
chosen for the polynomial introduced in Eq.~5!?

Two cases shall be discussed:

~i! n5m and N.2n. In this case, the linear system in-
troduced in Eq.~10! is overdetermined and can be
solved by standard least-squares methods. This ap-
proach has no spare parameters to ‘‘describe’’ the
noise and is therefore not providing optimal results by
means of distinguishing harmonic components from
surrounding noise.

~ii ! n.m andN.2m. Here the linear system of Eq.~10!
might become underdetermined and an infinite num-
ber of solutions exist. The pseudoinverseA# @see Eq.

912 912J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Vollmann, Breu, and Dual: Complex wave spectrum. II



~11!# of the matrixA provides a unique solution hav-
ing minimum norm, which means that the sum of the
squares of all entries inAA#2I , in which I is an
identity matrix, is minimized;
a5A#b. ~11!

For the signals analyzed in this investigation, a polyno-
mial ordern, which is higher than the number of expected
modes m, is seen to provide better results. Tufts and
Kumaresan21 suggest a polynomial order ofn53N/4 to
achieve best accuracy in the determination of the wave num-
bers. This result was obtained by analyzing synthetic data
consisting of two exponential functions and noise. It is also
verified by the authors of this investigation for four signal
components~sinusoids! with noise and is thus adapted for
the signal processing of this investigation. The authors would
like to remark, however, that the optimal polynomial order
could depend on the actual signal-to-noise ratio configuration
and therefore demands further investigation. At this point the
measured signals consisting of the harmonic components of
interest and the noise are described by a parametric model.
The next step is the separation of the harmonic components
from the noise, a task which is integrated into the calculation
process of the pseudoinverse ofA.

By applying singular value decomposition, the matrix
A can be written in the following form@see Eq.~12!#:

A5UHSV, ~12!

in which UH denotes the Hermitian transpose of the matrix
U. ~The Hermitian transpose,xH is the complex conjugate of
the transpose ofx.! Both U and V are row orthonormal
matrices.S is a diagonal matrix containing the singular val-
uess i of the matrixA. The pseudoinverse ofA is defined in
terms ofU, S, andV as follows@see Eq.~13!#:

A#5VTS21U. ~13!

But before this pseudoinversion is carried out, the singular
valuess i are monitored. High values ofs i are associated
with the harmonic components of interest, whereas ‘‘small’’
values ofs i are associated with noise and are therefore set to
zero. The corresponding columns inV andU are also set to
zero, leading toVq andUq . In order to realize the quality of
the series of measurements, the decision as to what a
‘‘small’’ singular value means is made in an interactive way
for all measurements presented in this investigation, thus de-
termining the prediction orderm. With them remaining sin-
gular values, a new matrixŜ containing ‘‘less noise’’ is re-
built:

Â#5Vq
TŜ21Uq . ~14!

And finally, Eq. ~11! is solved with the improved pseudoin-
verseÂ#.

The procedure described up to this point is called ‘‘sin-
gular value decomposition~SVD! of the data matrixA. ’’ It
already provides very good results when applied to the de-
composition of the wave numbers from the data sets treated
in this dissertation. Further improvements are achieved by
applying the method of ‘‘total least squares’’~TLS!. The
main ideas of this method are outlined below: In a classical

linear least-squares problem, as presented in Eq.~15!, a lin-
ear mathematical model is intended to fit to given~measured!
datab1e:

Aa5b1e. ~15!

Thus the random errorse are confined to the right-hand side,
the ‘‘observation side,’’ of Eq.~15!. The problem of an ex-
ponential approximation is not a linear least-squares prob-
lem, but it is reduced to one by the linear prediction proce-
dure. Therefore Eq.~10! cannot be discussed in terms of a
‘‘mathematical model’’ on the left-hand side and an ‘‘obser-
vation vector’’ on the right-hand side. When analyzing real
measurements, both sides contain ‘‘model’’ and ‘‘noisy ob-
servation’’ features and a more appropriate version of Eq.
~10! should be written as shown in Eq.~16!.

~A1E!a5b1e, ~16!

in which E ande represent random errors~noise!.
The total least-squares method provides a solutiona of Eq.
~16! while fulfilling the following condition @Eq. ~17!# in
order to minimize influence of the errors ona:

minimizee,Ei@e,E#iF , ~17!

in which @e,E# denotes an augmented matrix~Signifies a
matrix the elements of which are the coefficients of a set of
simultaneous linear equations with the terms of the equations
entered in an added column.! i•iF denotes the Frobenius
norm @Frobenius, Ferdinand Georg, 1849–1917. German
mathematician. Professor at the Eidgeno¨ssische Polytechni-
kum, Zürich ~1875! and at the Univ. of Berlin~1892!.# The
Frobenius norm of am3n matrix M is defined by Eq.~18!:

iM iF5A(
i 51

m

(
j 51

n

mi j
2 . ~18!

If a minimizing pair @«,E# is found, then anya satisfying
Eq. ~16! is said to solve the total least-squares problem. The
total least-squares problem has been analyzed in terms of the
singular value decomposition by Golub and Van Loan14 in
1980.

To evaluate the prediction order, singular value decom-
position is applied to the augmented matrixC:

C5@b,A#5USVH. ~19!

To be entirely correct, the evaluation of the prediction order
m ~number of singular values ofC which are considered to
carry information about the harmonic components! should be
made for all frequencies given by the FFT~see Fig. 4!. But
since the FFT provides thousands of samples, the prediction
order is evaluated in a preprocess for a selection of frequen-
cies only which are distributed over the whole frequency
range by applying singular value decomposition ofC in an
interactive way. Since the polynomial order is kept constant
at n53N/4, a wrong prediction order scarcely affects the
accuracy of the decomposition, but it leads to either modes
being omitted or noise being interpreted as a harmonic com-
ponent, which results in an additional dot on the dispersion
diagram.
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Then the whole frequency range is subdivided into coherent
intervals of constant prediction order~within an interval! to
be finally decomposed for each frequency. Therefore the
vectora @see Eq.~16!# is calculated according to Tirendi and
Martin.13

A complete understanding of this procedure would de-
mand several further steps; however, for briefness, the results
only are presented below. FromV, the matrixV2 is formed
out of the (m11) th to the (n11) th columnv i @see Eq.
~20!#:

V25@vm11•••vn11#. ~20!

Here, (y j )1 is the j th element in the first row ofV2 andv j8 is
the vector formed by the remaining elements of thej th col-
umn @see Eq.~21!#:

v j5F ~y j !1

v j8
G . ~21!

The vectora can now be calculated as presented in Eq.~22!:

a5 (
j 5m11

n11 F ~y j !1*

(
i 5m11

n11

u~y i !1u2G v j8 , ~22!

in which (y j )1* represents the complex conjugate of (y j )1 .
Now the coefficientsa1 ,...,an are known and the values
mp are the roots of Eq.~7!. With the valuesm i , Eq. ~6!
becomes a linear system forCi and the complex wave num-
berski can be determined.

B. Confidence and accuracy

A two-dimensional spectrum analysis consisting of FFT
for the decomposition of the frequencies; and a combination
of linear prediction and total least squares for the decompo-
sition of the wave numbers of propagating wave modes, en-
ables the simultaneous measurement of a considerable num-
ber of dispersion curves in the space defined by frequency
and complex wave number. The following questions con-
cerning the reliability and accuracy of this new method may
arise:

~1! Is the method free of systematic errors which reach a
level that they could affect the accuracy of the determi-
nation of material properties? In statistical terms, is the
method biased~bias: systematic deviation of a statistical
estimate from the quantity it estimates!, unbiased, or as-
ymptotically unbiased?

~2! How do random errors of the input data propagate
through the decomposition process?

~3! What is the lowest signal-to-noise ratio~SNR!, the so-
called ‘‘threshold,’’ at which the method provides rea-
sonable results?

~4! How does the prediction orderm affect the accuracy of
the decomposed signals?

Since spectral estimation methods are new, and are ap-
plied in this investigation particularly to parameter ranges
where other methods failed to work, some of the questions
above cannot yet be answered on a quantitative basis and
require further investigation.

Evidence that the method appears to be free of system-
atic errors, however, is given by dispersion curves which are
governed by one or two material properties which are very
well-known, as presented in the following section. In other
words, wherever the method could be verified, it showed
perfect agreement with other methods and therefore appears
to be unbiased.

Each spectrum analysis~in time or space domain! is an
independent process~see Fig. 4!, and random errors of the
input quantities and the process itself are therefore directly
visible in the dispersion diagram. The better the dots of the
single measurements ‘‘line up’’ to a continuous graph, the
lower the influence of random errors.

For a detailed analysis of the total least-squares method,
especially of its statistical and sensitivity properties, the
reader is referred to the work of Sabine Van Huffel.22

Another feature, quantifying the quality of a spectrum esti-
mation method, is the lowest signal-to-noise ratio~threshold!
for which the method provides reasonable results. The
signal-to-noise ratio is defined as follows@see Eq.~23!#:

SNR510 log10S a2

2sn
2D , ~23!

in which a represents the amplitude of the signal ands the
variance of the complex Gaussian white noise. The method
applied in this investigation~linear prediction and total least
squares! provides reasonable results down to a SNR level of
7 dB, which means that the amplitude of the signals amounts
to 3.17 times the variance of the surrounding noise. A nu-
merical analysis of the accuracy of several methods, based
on singular value decomposition as a function of the SNR, is
given by Uikeet al.12

An analysis of the influence of the polynomial ordern
and the prediction orderm on the detectability and the accu-
racy of the signals is given by Tufts and Kumaresan.21

III. EXPERIMENTAL RESULTS IN COMPARISON WITH
THEORETICAL RESULTS

To keep this report comprehensible, only a selection of
results elucidating the influence of the core material on the
topology of the dispersion diagram is presented below. All
diagrams refer to a steel shell with a diameter of 26 mm, a
wall thickness of 0.5 mm, and a length of 2 m, or to an
isotropic aluminum rod with a circular cross section and a
diameter of 18 mm.

A. The empty shell

The properties of the shell material are determined from
the longitudinal mode in an empty shell which is excited
with a longitudinally acting piezo transducer at one end. Fig-
ure 5 shows the measured dispersion curves of an empty
steel shell. The best fit for the longitudinal mode and for the
coupling area is achieved with the following parameters:
Young’s modulusE52.00031011 N/m2, Poisson rationn
50.28, densityr57800 kg/m3. A value ofk50.8 was cho-
sen from Cowper23 for the shear correction factor. The cor-
responding theoretical model is presented in Part I.16 In Fig.
6 the experimental and the theoretical curves are compared,
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showing good agreement for the longitudinal mode and for
the coupling area. The slight difference for the flexural mode
is probably caused either by a boundary layer of air diminu-
ating its wave speed, an effect which is not considered in this
calculation, or by a nonoptimal value fork.

B. The shell filled with silicone oil in the low-
frequency range

One of the first series of measurements was performed
on a silicone oil~Dow Corning® 200 Fluid! with a density of
969.0 kg/m3 and a nominal viscosity of 60 000 mm2/s which
means that the viscosity equals roughly 60 000 times the
value of water at 20 °C. The primary question was whether
the dynamic behavior of the silicone core could be at all
described by the viscoelastic models introduced in Part I16

and if so, whether it could be classified~more or less! as an
inviscid, a dissipative, or a shear elastic core. At the time
these curves were measured, a commercial phase demodula-
tor, limiting the frequency range to about 300 kHz, was used.

In reference to the diagram in Fig. 7 and its projection
into the real plane in Fig. 8, two features should be empha-
sized. The curves in the half space of positive real wave
numbers represent outgoing waves from the piezoelectric ex-
citation. The strong damping caused by the highly viscous
oil leads to the fact that little information is received from
the reflected waves propagating towards the excitation. The
steep parts of the dispersion curves are associated with the
longitudinal motion of the shell. Since the density of the

shell equals approximately eight times the density of the
fluid, the interaction is relatively weak along these parts of
the curves, and reflected signals can therefore be clearly
identified.

Another feature, regarding the two highest modes~indi-
cated by the arrow in Fig. 7! can be observed. Here the
curves tend to leave the plane defined by frequency and real
wave number periodically. Based on Part I,16 such behavior
is also visible in theoretical results when the shear elasticity
of the viscoelastic core is increased. This effect is small,
however, when compared to the sensitivity of the system to
changes in the velocity ofP waves in the core. Therefore the
experimental data of Fig. 8 were used to determine a first set
of parameters for an inviscid core.

C. The shell filled with silicone oil in the high-
frequency range

An improved phase demodulator was used to measure
up to 2 MHz, allowing the validity of the core parameters

FIG. 5. Measured dispersion curves of an empty shell providing the values
for the shell material. Number of samples in space domain:ns580;
Dxsample52.0 mm.

FIG. 6. Measured dispersion curves versus calculated curves of an empty
shell.

FIG. 7. Measured dispersion curves of the first nine axisymmetric wave
modes in a cylindrical shell filled with silicone oil with a nominal viscosity
of 60 000 mm2/s; temperature: 24.1 °C. Number of samples in space do-
main: ns5120; Dxsample52.0 mm.

FIG. 8. Projection of the curves presented in Fig. 7 into the real plane.
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determined below 300 kHz to be verified in a higher-
frequency range. Figure 9 shows experimental dispersion
curves for the same shell-core configuration~silicone oil
with a density of 969.0 kg/m3 and a nominal viscosity of
60 000 mm2/s!.

Even at an upper frequency which is more than three
times the upper frequency of the first series of experiments,
the inviscid core model still fits quite well in several portions
of the dispersion curves.~See Figs. 9–11!. Thus the relation
between real wave number and frequency is obviously gov-
erned primarily by the velocitycw of P waves in the core.

By viewing the data presented in Fig. 9 from a different
angle and magnifying the imaginary axis, one can see the
periodically alternating values of the imaginary parts of
some dispersion curves. This effect may appear meager; nev-
ertheless, it is clear evidence for the shear elastic behavior of
the silicone core, as comparison of Figs. 12 and 13 shows.
The region indicated by the arrow in Fig. 13 is connected
with the flexural mode of the empty shell~see Part I16!. The

FIG. 9. Measured dispersion curves of approximately the first 25 axisym-
metric wave modes in a cylindrical shell filled with silicone oil with a
nominal viscosity of 60 000 mm2/s; temperature: 24.0 °C. Number of
samples in space domain:ns5120; Dxsample50.75 mm.

FIG. 10. Theoretical results for a shell filled with an inviscid core material
having the same velocitycw of P waves as silicone oil.

FIG. 11. Experimental and theoretical~inviscid case! results in one diagram.

FIG. 12. Measured dispersion curves axisymmetric wave modes in a cylin-
drical shell filled with silicone oil with a nominal viscosity of
60 000 mm2/s; temperature: 24.0 °C scaled to emphasize the effect of shear
elasticity. Number of samples in space domain:ns5120; Dxsample

50.75 mm.
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imaginary part of the curves is very small there, a fact which
explains the good measurability in that particular range.

D. The shell filled with alcohol (low viscosity)

Dispersion curves are also measured for a shell filled
with ethyl alcohol ~density: 789 kg/m3, nominal viscosity:
1.52 mm2/s at 20 °C!. Since the velocitycw of P waves in
this fluid is lower than in silicone oil, the wavelength is
shorter. Therefore more concentric zones of equal pressure

are present in the core at one particular frequency, thus in-
creasing the number of detectable modes as shown in Fig.
14.

Again the curves can only be measured clearly in the
region of the flexural mode of the empty shell for frequen-
cies above 500 kHz. It is most likely that the complex spec-
trum estimation method reaches its limits by interpreting the
periodically alternating imaginary part of the wave number
as noise except in the region mentioned above.

E. The shell filled with polyisobutylene (high viscosity)

Not all measured dispersion diagrams can be explained
with the theoretical model introduced in Part I.16 As an ex-
ample, the data of a shell filled with polyisobutylene
~BASF® Opanol™ b 10! are presented below~Figs. 15–17!.
Polyisobutylene is a linear, flexible polymer with a glass
temperature of265 °C. Above this temperature the material
can be considered an amorphous homogeneous melt. Ac-
cording to BASF®, the density of Opanol™ b 10 equals
890 kg/m3, the real part of the shear modulus ReG* (f
5100 kHz,t5150 °C)'23105 N/m2, and the imaginary
part ImG* (f5100 kHz,t5150 °C)'23105 N/m2.

F. A linear elastic aluminum rod

When considering the fluids which have been investi-
gated, it seems that dispersion curves in the complex space
have either a very complicated shape which is barely de-
scribable by a theoretical model with a limited number of
parameters~Figs. 15 and 17!, or can be detected only very
close to the real plane~Fig. 14!. An intrinsic demand of the
linear prediction method is that the amplitude of propagating
waves needs to be sufficient in order to separate them from
surrounding noise. Therefore highly damped modes are dif-
ficult to measure.

Linear elasticity can be considered as an extreme case of
viscoelasticity having long relaxation times compared with

FIG. 13. Theoretical dispersion relation of axisymmetric modes of a shell
containing a shear elastic core material having the same velocitycw of P
waves as silicone oil.~Due to numerical reasons, some lower modes could
not be calculated.!

FIG. 14. Measured dispersion curves~projection into the real plane! of axisymmetric wave modes in a cylindrical shell containing ethyl alcohol~density:
789 kg/m3, nominal viscosity: 1.52 mm2/s at 20 °C!; temperature: 23.8 °C. Number of samples in space domain:ns5120; Dxsample50.75 mm.
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the deformation period. To ascertain the validity of the the-
oretical model as well as the computational precision, espe-
cially in the range of strong shear elasticity, the dispersion
curves of axisymmetric waves in an aluminum rod with cir-
cular cross section were also measured~Figs. 18 and 19!.
This dispersion relation is calculated using the same com-
puter program used for the shell filled with viscoelastic me-
dium ~Fig. 20!. Therefore the relaxation times for shear and
bulk behavior of the core material are set to high values
compared with the reciprocal value of the lowest frequency
within the range considered. The thickness of the shell wall
h is set to a very small value~10 mm!. Excellent agreement
between material constants found in this manner with values
determined by other dynamic methods is found~Fig. 21!.

The diameter of the aluminum rod~ALUSWISS®
Anticorodal™-112-hard! is 18 mm. With a density of
2751.6 kg/m3, a Young’s modulus of 7.04131010 N/m2, and
a Poisson ratio of 0.35, the best fit with experimental curves
is obtained. These values were found by systematically vary-

ing one parameter after another until the best fit was
achieved.

Since the damping of the waves propagating in an alu-
minum rod is much lower than in a silicone-filled shell, the
dispersion curves of waves reflected at the end of the rod,
which have negative wave numbers, are detected as well~see
Fig. 18!. The fact that energy is propagating in both direc-

FIG. 15. Dispersion curves of axisymmetric waves in a cylindrical shell
filled with polyisobutylene~BASF® b Opanol™ 10!, measured at 26.0 °C.
Number of samples in space domain:ns5160; Dxsample50.75 mm.

FIG. 16. Projection of the curves presented in Fig. 15 into the real plane.

FIG. 17. Projection of the curves presented in Fig. 15 into the imaginary
plane.

FIG. 18. Measured dispersion relation of axisymmetric wave modes of an
aluminum rod with circular cross section~diameter: 18 mm!. Number of
samples in space domain:ns5130; Dxsample52.0 mm.

918 918J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Vollmann, Breu, and Dual: Complex wave spectrum. II



tions enables the detectability of the phenomenon of
‘‘backward-wave propagation,’’ mentioned by Onoeet al. in
1962,24 in which group velocity and phase velocity have op-
posite signs~Fig. 22!. This phenomenon was the subject of
extensive discussions in the early 1960s.

The group velocity represents the velocity of the energy
carried by a wave. It is proportional to the slope of the dis-
persion curves in the wave-number-frequency diagram. As
Folk25 explained, the path of a consistent mode cannot
change the sign of its slope, but in Fig. 20 the slope of the
second lowest mode appears to do so. In fact, this mode
ceases to exist beyond the point where its slope reaches zero
since no energy can escape from the transmitting piezo trans-
ducer. The four branches leaving the real plane at these
points represent boundary layers existing only very close to
the excitational source. The traces of these curves are also
visible in Fig. 22. The short branch with the negative slope
~see Figs. 22 and 20! exists due to the energy reflected at the
end of the specimen flowing towards the excitation. A first
attempt to measure ‘‘backward-wave propagation’’ was un-

dertaken by Meitzler26 in 1965. A detailed investigation of
the phenomenon of ‘‘backward wave propagation’’ in con-
junction with material properties will be published in a later
paper.

Apart from axisymmetric waves, the dispersion curves
of several nonaxisymmetric modes have also been detected,
as seen in Fig. 18. These modes are always present due to
imperfections in the excitation, the structure itself, or the
support of the specimen.

IV. CONCLUSIONS

A new contactless measurement technique for structural
mechanics has been developed by combining modern spec-

FIG. 19. Projection of the curves presented in Fig. 18 into the real plane.

FIG. 20. Theoretical dispersion relation of axisymmetric wave modes of an
aluminum rod with circular cross section~diameter: 18 mm!. The curves in
the imaginary plane are not presented in this diagram.

FIG. 21. Experimental and theoretical dispersion curves of an aluminum rod
in one diagram.

FIG. 22. Measured dispersion relation of axisymmetric wave modes of an
aluminum rod with circular cross section, scaled to show the area of ‘‘back-
ward wave propagation.’’
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trum estimation methods with a high-resolution Laser inter-
ferometer. Some aspects of dynamic fluid structure interac-
tion in the high-frequency range, where fluid behavior is not
well-known, are investigated. The validity of a multiparam-
eter model describing the dynamic behavior of a thin-walled
elastic shell containing various core materials derived in Part
I16 can be verified for several core materials. Since the
method is based on propagating waves, the detectability of a
mode decreases with increasing damping. A main advantage
of the axisymmetry is the fact that the system is mechani-
cally highly decoupled from the surrounding world.

The tools developed in this investigation can be used to
explore the topology of the dispersion relation of axisymmet-
ric waves in cylindrical structures. Thus they form a basis for
various applications such as the design of fluid sensors or
fluid delivery systems, the development of nondestructive
material and structure testing methods, the inspection of
coatings, and so on. If optimal damping of a structure is
required, such as for vibration or noise absorbers, this model
can be used to specify a material which fits the purpose best
for a specific frequency range. The measurement technique is
also used for determining complex material properties of an-
isotropic materials. These results will be presented in a forth-
coming paper. The phenomenon of ‘‘backward wave propa-
gation,’’ in which group velocity and phase velocity have
opposite signs, is clearly measured. Future work deals with
the extension of complex spectrum estimation methods to
wave phenomena, propagating in more than one dimension,
as well as with the improvement of the signal-to-noise ratio.
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On the measurement of residual stress through changes
in critical angle
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The critical angle method of measuring residual stresses in materials, sometimes referred to as
critical angle reflectivity, has been reexamined with an emphasis on improving the sensitivity of the
technique by a judicious choice of reference material. The sensitivity of the critical angle to
prestress level was found to be dependent upon the ratio of phase velocities of the incident wave to
that of the critically refracted wave in an unstressed medium. The sensitivity is shown to increase
monotonically as this ratio approaches unity. Some numerical results are tabulated for the expected
change in critical angle per MPa of prestress for various reference/prestressed material combinations
for various materials of industrial interest. ©1997 Acoustical Society of America.
@S0001-4966~97!02508-3#
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INTRODUCTION

The presence of residual or service-induced stresses in
structures plays a fundamental role in determining the ulti-
mate useful life of the structure. Many techniques have there-
fore been developed to measure residual and/or applied
stresses. A recent book1 contains a good summary of, and
references to, most of the major techniques developed to
date.

One very promisingnondestructivetechnique is the use
of ultrasonic waves. It has been known since at least the time
of Cauchy2 that the presence of stress in a body causes a
small change in the phase velocity of virtually all modes of
elastic waves propagating through the body. Since these
early discoveries, there have been numerous theoretical and
experimental contributions to this field,3–19 which, in anal-
ogy with photoelasticity, has been termed acoustoelasticity.

In the usual first-order treatment of the acoustoelastic
effect,3–19 the velocity of an elastic wave in a prestressed
body,v, can be expressed in the form,

vab5vab
0 ~11Kab

i j s i j !, ~1!

where the subscriptsa and b on the velocity indicate the
directions of propagation and polarization of the wave, re-
spectively, withvab

0 representing the velocity in the initially
unstressed medium. TheKab

i j are the so-called acoustoelastic
coefficients, which relate the change in the phase velocity of
a wave propagating in thea direction and polarized in theb
direction to the applied stress components i j alone. In this
first-order treatment of the acoustoelastic effect, the effects
of different stress components are directly additive; hence, a
summation is implied over repeated Latin indices,i , j
P$1,2,3%.

Numerical values of particular acoustoelastic coeffi-
cients~i.e., those relating to specific waves modes and propa-
gation directions! can be found in much of the previously
cited literature on acoustoelasticity in, perhaps, a different

form than in~1!. A few of these coefficients have been mea-
sured experimentally and tabulated, for important industrial
metals, by Deputat3 and his co-workers. They considered the
propagation of various wave types propagating both along
and perpendicular to uniaxially applied stress fields.

The acoustoelastic coefficients corresponding to differ-
ent wave types, materials, and propagation directions relative
to stress directions are found to vary from one another by as
much as two orders of magnitude. In general, however, the
coefficients are very small quantities, on the order of 0.1
31025 to 10.031025 (MPa21).

The fact that the change in phase velocity is directly
related to the applied/residual stress affords a means of de-
termining the stress state by measurement of the~change in!
velocity. Because of the smallness of the acoustoelastic co-
efficients, this requires extremely accurate measurement ap-
paratus with the capability of measuring nanosecond changes
in time of flight to resolve stress changes on the order of
1–10 MPa.

One method of overcoming the smallness of these coef-
ficients is to allow the waves to travel over larger distances
and hence to gradually acquire larger time shifts. This comes
at the cost of averaging the stress over larger portions of the
material, and therefore the spatial resolution of the technique
is diminished. Velocity measurement is further complicated
when pulse shape changes take place, making the velocity
somewhat harder to unambiguously define and measure.

Another method which has been proposed and used to
measure the changes in velocity has been termedultrasonic
refractometryor critical angle reflectivity. This method con-
sists of carefully measuring the critical angle of incidence of
a specific wave type on the interface between a reference
material and the material whose stress state is to be mea-
sured.

The critical angle is related to the phase velocities of the
incident and critically refracted waves by the relation

ucr5arcsin~v1 /v2!, ~2!

wherev1 represents the phase velocity of the incident wavea!Electronic mail: jditri@voicenet.com
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andv2 represent the phase velocity of the refracted wave in
the stressed material in the direction of the interface. Note
that the presence of prestress in a medium causes it to be-
come slightly anisotropic, and it is assumed that the origi-
nally circular slowness profiles of the refracted wave modes
do not develop cusps due to the prestress. Under this as-
sumption, it is the value of phase velocity of the refracted
wave when propagating in the direction parallel to the inter-
face which determines the critical angle of the incident wave.

The utility of the critical angle technique is not limited
to investigations ofstress-inducedchanges in material prop-
erties. Any other phenomenon which causes a change in
wave speed~or attenuation! can be investigated using the
method. Rollins20 and Becker and Richardson,21 for ex-
ample, showed that the angle of critical refraction of a Ray-
leigh wave on a liquid-immersed specimen could be used to
evaluate coating properties and adhesion strength for thinly
coated specimens, plastic strain levels in cold-worked speci-
mens, the degree of surface hardness in heat-treated steels as
well as the changes in modulus of elasticity accompanying
nitriding, hydriding, or stress. Rollins20,22 also observed that
the magnitudeof the reflection factor dip which occurs near
the Rayleigh wave critical angle was very sensitive to
changes in physical~such as microstructural! properties of
the reflecting medium. Becker and Richardson23 were able to
explain this effect by incorporating attenuation losses in the
model of the reflecting medium. Becker24 also showed that
thephase changeswhich occur in the reflected beam near the
Rayleigh wave critical angle were even more sensitive to the
properties of the reflecting medium than the position of the
critical angle.

The measurement of critical angle can be accomplished
by monitoring the reflected amplitude of the incident wave as
a function of the angle of incidence. As specific critical
angles corresponding to particular refracted wave modes are
reached, the reflected wave amplitude usually undergoes
rapid, sharp fluctuations. Deputat3 and Rollins,20,22 for ex-
ample, describe such a reflectometer and give typical results
for the reflection from various specimens immersed in a liq-
uid bath. The reflectometers constructed by these authors are
claimed to be capable of measuring the critical angle to
within 61 angular min~0.017°!. An alternate method is to
use sending and receiving transducers, mounted to variable
angle wedges, which are separated by some fixed distance.
The angles of the sending and receiving transducers are then
increased until the critically refracted wave of interest is re-
ceived by the receiver. The refracted wave will, of course,
radiate into the receiving wedge at the critical angle. Finally,
Rollins25 introduced a ‘‘right angle reflector’’ technique
which enables the reflection information to be obtained using
a single transducer in a pulse-echo mode as long as the speci-
men is immersed in a liquid.

Practically, the critical angle method of measuring phase
velocity has several major advantages over direct time-based
measurements. The length over which the stress field is av-
eraged, for example, can be greatly reduced since only that
portion of the structure which is directly insonified by the
incident beam plays a role, and this is typically on the order
of 12–40 mm. Also, the coupling between the incident beam

and the specimen is not as important as it is when making
travel time measurements because only therelativereflection
amplitudes are utilized. While theactualreflection amplitude
of the incident beam at the critical angles carries information
concerning the physical properties of the reflecting medium
such as attenuation,23 only the locations of the maxima/
minima are required for velocity measurements. The physi-
cal characteristics of the transducer~s! used in the critical
angle experiments such as the aperture size, the acoustic
beam profile, and the pulse shape also play only secondary
roles. One should, of course, choose transducers whose lat-
eral dimensions are large enough in comparison to the wave-
length being generated so as to define a well-collimated
beam. This will restrict the wave number spectrum of the
incident beam to a narrow range around the central wave
number which coincides with the axis of the transducer and
which is used to define the incident angle.

The effect of surface roughness on the location and mag-
nitude of the amplitude dip corresponding to a critically re-
fracted Rayleigh wave was studied by Rollins.20 He found
that the effect was not easy to quantify, and that it seemed to
depend upon the type of specimen being insonified. One very
practical conclusion was that only the relative magnitude of
the surface roughnesscompared to the incident wavelength
was important. For low-frequency waves, therefore, minor
surface roughness does not cause significant shifts in the
critical angle positions. For example, he reports results of
experiments on copper where the rms surface roughness was
varied~by chemical etching! from 4 to 50mm, and there was
no measurable shift in the location of the minimum at even
45 MHz. The measurement resolution was 1 arc minute. The
same range of surface roughness produced a roughly 20 arc-
minute shift in the location of the Rayleigh wave critical
angle on iron, at the same 45 MHz.

It is most common when using the critical angle mea-
surement technique to convert the measured critical angle
back into the velocity of the wave in the stressed medium via
Eq. ~2!. The change in wave speed can then be used to de-
termine the stress in the body by using Eq.~1!.

The goal of the present letter is threefold.

~i! An expression is obtained which allows direct calcu-
lation of the stress by measurement of the change in
critical angle of incidence between stressed and un-
stressed configurations.

~ii ! It is shown how the sensitivity of the critical angle to
the stress can be increased by proper choice of inci-
dent medium relative to stressed medium.

~iii ! Some numerical results are tabulated for the change in
critical angle which can be expected for unit change
in stress for various material combinations.

I. ANALYSIS

Consider the simple goniometric probes illustrated in
Fig. 1~a! and~b!. In Fig. 1~a!, there is a semicylindrical block
of reference material, equipped with an angle adjustable ul-
trasonic transducer, which is attached to a prestressed struc-
ture using an appropriate couplant. The reference medium
can also be a liquid provided a proper holder is used for the
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transducer. The single transducer acts as both the sender and
receiver. In Fig. 1~b!, there are two ultrasonic transducers
mounted to nominally identical variable angle wedges, one
for sending the incident wave and the other for monitoring
the critically refracted wave.

In either arrangement, a wave is assumed incident in the
reference material at an angleu i to the common normal of
the two media. In the arrangement of Fig. 1~a! the incident
wave reflects from the interface and, and after propagating
through the wedge, reflects from the free cylindrical surface.
The wave then propagates along the same path in the oppo-
site direction until it reaches the sender where its amplitude
can be monitored. In the arrangement of Fig. 1~b!, the inci-
dent wave couples into the wave mode of interest in the
specimen material, which then propagates at an angle given
by Snell’s law. When the incident wave is at the critical
angle of incidence, the refracted wave mode propagates
along the free surface and, reaching the receiving wedge,
radiates into the wedge at the critical angle where it is
strongly received by the receiving transducer. In either con-
figuration, the incident wave can be longitudinal or trans-
verse, and its phase velocity is denoted byv ref .

The structure being monitored is assumed to be sub-
jected to homogeneous stressess i j . At the critical angle of a
particular wave modeb ~i.e., longitudinal, transverse, Ray-
leigh, etc.!, the wave in the structure will propagate in the
x1 direction ~along the interface! with a speed given by

v1b5v1b
0 ~11K1b

i j s i j !, ~3!

where again summation is implied over the Latin indices,i
and j .

From the equation for the critical angle, Eq.~2!, the
changein critical angle due to the applied stresses can be
written

Ducr5arcsinH v ref

v1b
0 ~11K1b

i j s i j !
J 2arcsinH v ref

v1b
0 J . ~4!

The term K1b
i j s i j [Dv1b /v1b

0 actually represents the
fractional change in wave speed due to the prestress, and is
small even for stress levels near the yield point of most met-
als.

Under the assumption thatDv1b /v1b
0 !1, a Taylor series

expansion ofDucr aboutK1b
i j s i j 5Dv1b /v1b

0 50 can be ob-
tained from~4! in the form

Ducr52
~v ref /v1b

0 !

A12~v ref /v1b
0 !2

K1b
i j s i j 1F ~v ref /v1b

0 !3

2A3 12~v ref /v1b
0 !2

1
~v ref /v1b

0 !

A12~v ref /v1b
0 !2G ~K1b

i j s i j !
21O@~K1b

i j s i j !
3#.

~5!

Retaining only the term which is linear inDv1b /v1b
0 in

Eq. ~5!, and defining the functionF(v ref /v1b
0 ) as

F~v ref /v1b
0 ![

~v ref /v1b
0 !

A12~v ref /v1b
0 !2

, ~6!

the change in critical angle due to the prestress can be writ-
ten

Ducr52F~v ref /v1b
0 !K1b

i j s i j . ~7!

Equation~7! is a direct relation between the applied~or
residual! stresses and the change in critical angle of an arbi-
trary wave modeb. It is similar in principle to Eq.~3!, re-
lating the change in velocity of a wave to the applied stress
with one important exception; namely, the appearance of the
functional factorF. This function, which is only dependent
upon the ratiov ref /v1b

0 , serves as a multiplying factor to
increase or decrease the sensitivity of the critical angle
change to the applied/residual stresses.

Here, F(v ref /v1b
0 ) can be made larger and, hence, the

critical angle made more sensitive to the prestress by choos-
ing the reference material of the goniometer such that the
phase velocity of the incident mode (v ref) is as close as pos-
sible to the phase velocity of mode typeb in the unstressed
state of the material being inspected. Figure 2 is a plot of
F(v ref /v1b

0 ) in the range 0<v ref /v1b
0 <0.95. On the top of

the scale is the initial critical angle corresponding to the par-
ticular value ofv ref /v1b

0 .
Requiringv ref to be close tov1b

0 is equivalent to requir-
ing that the initial critical angle~i.e., between the reference
material and the tested material in its unstressed state! be as
large as possible. Size requirements of the emitting and re-
ceiving transducers will eventually limit the initial critical
angles that can be achieved.

II. UNIAXIAL STRESS STATE

In general, the change in critical angle of any wave
mode will depend upon all of the stress components in the
stressed medium, as can be seen from Eq.~7!. This means
that the single critical angle measurement will not supply, in
general, sufficient information to obtain the stresses in the
specimen.

FIG. 1. Two goniometric configurations for measurement of critical angles.
~a! Single wedge.~b! Dual wedge.
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In the simplest case of a homogeneous uniaxial prestress
in, say, thex1 coordinate direction (s11), however, the
change in critical angle can be expressed in terms of the
single acoustoelastic coefficient,K1b

11 , as

Ducr52F~v ref /v1b
0 !K1b

11s11. ~8!

Measurement ofDucr then suffices to determines11

from Eq. ~8!.
Figure 3 is an illustrative example of how the change in

critical angle can be made more sensitive to the prestress by
proper choice of the reference material. Shown there are
plots of the predicted change in critical angle, from Eq.~8!,
for a longitudinal wave incident from three different refer-
ence materials onto a prestressed aluminum half-space. The
half-space is assumed to be stressed uniaxially with an initial
stress ofs11, and the critical angle is that of the longitudinal
wave in the aluminum. At the critical angle, the critically
refracted longitudinal wave is assumed to propagate along
the interface in thex1 direction. The range of prestress in the
plots is from2sY to 1sY , wheresY595 MPa is the ap-
proximate yield stress of aluminum.

The value ofK11
11 ~i.e., b51 by definition for a longitu-

dinal wave traveling in thex1 direction! was taken from

Deputat3 asK11
11527.7531025 MPa21. The values used for

v ref for the three materials used to generate Fig. 2, as well as
others, can be found in Table I.

As can be seen from Fig. 3, the sensitivity of the critical
angle to the applied stress can be greatly increased by proper
choice of reference medium. The expected change in critical
angle for a 1-MPa~145 psi! prestress in aluminum when
using titanium as the reference material is 0.01720°~1.032
min!, which, compared to a change of only 0.00107°/MPa
~0.0644 min/MPa! when using water as the reference me-
dium, represents an over 16-fold increase in sensitivity. Us-
ing titanium as a reference material to measure stresses in
aluminum means that the initial critical angle is close to 76°.

Tabulated in Table I are the sensitivities of various
reference/prestressed material combinations in terms of the
expected change in critical angle per MPa of applied stress.
In all cases, it is the critical angle of the refracted longitudi-
nal wave due to incidence of a longitudinal wave which is
tabulated. The acoustoelastic coefficients of the metals listed
in Table I were taken from Deputat,3 and those of the
PMMA were calculated from experimental data presented by
Obataet al.19

As can be seen from the table, choosing the proper ref-
erence material can yield critical angle changes on the order
of 0.1 to over 1.0 arc-minutes per MPa of prestress in various

FIG. 3. Change in critical angle of the longitudinal mode between three
reference materials and an aluminum specimen versus the uniaxial homoge-
neous pre-stress level.

FIG. 2. Plot of functionF(v ref /v1b
0 ) showing the increase in sensitivity

possible by proper choice of reference material with respect to the specimen
material. The top scale is the initial critical angle~i.e., for the unstressed
specimen! associated with the corresponding value ofv ref /v1b

0 .

TABLE I. Expected change in critical angle, in arc-minutes, per MPa~145 psi! of prestress. The materials listed vertically represent the reference material,
and those listed across the table represent stressed materials. The quantities in brackets represent the longitudinal wave phase velocity in@mm/ms# and the
acoustoelastic coefficient in@MPa21#, respectively.

Reference
material

v ref

mm/ms

Aluminum
~6.3!

(27.7531025)

Armco iron
~5.9!

(22.6931025)

Nickel steel 535
~5.7!

(21.1331025)

Steel M56
~5.7!

(22.0631025)

Copper
~4.7!

(21.8831025)

PMMA
~2.7!

(20.71731024)

Air 0.33 0.01397 0.00518 0.00225 0.00411 0.00455 0.03035
Water 1.48 0.06439 0.02396 0.01044 0.01904 0.02144 0.16154
Plexiglas 2.7 0.12638 0.04760 0.02089 0.03809 0.04536
Crown glass 5.3 0.41459 0.18907 0.09815 0.17893
Nickel 5.6 0.51694 0.27881 0.20465 0.37307
Steel 5.7 0.56596 0.34606
Iron 5.9 0.71157
Titanium 6.1 1.03200
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materials of industrial interest. This type of change should be
easily measurable by current goniometric apparatus which is
claimed to have accuracy to61 arc-minute.

III. CONCLUSIONS

It has been shown that the sensitivity of the critical angle
measurement to prestress can be greatly increased by choos-
ing an incident medium and wave type so that the phase
velocity of the incident wave is close to that of the critically
refracted wave type when propagating in the unstressed me-
dium. Although only incident and refracted longitudinal
waves were discussed, both the incident and refracted wave
types can be transverse as well. In addition, it is possible to
measure the change in the optimum angle of generation of
Rayleigh waves on the prestressed medium and to infer the
prestress using the same equations. The longitudinal waves
were chosen because they exhibit the largest acoustoelastic
coefficients when propagating along the applied stress direc-
tion. It may, however, be more difficult to measure the criti-
cal angle of the longitudinal waves using the configuration of
Fig. 1~a!, since, in general, the change in reflection factor is
less affected at the longitudinal critical angle than it is at the
shear and Rayleigh wave angles. The Rayleigh wave, in par-
ticular, gives a very pronounced change in reflection factor
when generated. The goniometric configuration of Fig. 1~b!
is much more suitable for use with critically refracted longi-
tudinal waves.
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In this paper, the composite boundary integral equation~BIE! formulation is applied to scattering of
elastic waves from thin shapes with small butfinite thickness~open cracks or thin voids, thin
inclusions, thin-layer interfaces, etc.!, which are modeled withtwo surfaces. This composite BIE
formulation, which is an extension of the Burton and Miller’s formulation for acoustic waves, uses
a linear combination of the conventional BIE and the hypersingular BIE. For thin shapes, the
conventional BIE, as well as the hypersingular BIE, will degenerate~or nearly degenerate! if they
are appliedindividually on the two surfaces. The composite BIE formulation, however, will not
degenerate for such problems, as demonstrated in this paper. Nearly singular and hypersingular
integrals, which arise in problems involving thin shapes modeled with two surfaces, are transformed
into sums of weakly singular integrals and nonsingular line integrals. Thus, no finer mesh is needed
to compute these nearly singular integrals. Numerical examples of elastic waves scattered from
penny-shaped cracks with varying openings are presented to demonstrate the effectiveness of the
composite BIE formulation. ©1997 Acoustical Society of America.@S0001-4966~97!05008-X#

PACS numbers: 43.35.Zc@HEB#

INTRODUCTION

The modeling of thin shapes or thin bodies~including
shell-like structures, thin inclusions, thin voids or open
cracks in solids, thin-layer interfaces in composites, etc.! is
of increasing importance and interest in the fields of acous-
tics, elastodynamics, and fluid-structure interactions. It is
well known that the conventional boundary integral equation
~CBIE! formulations, as well as the hypersingular BIE
~HBIE! formulations for acoustic and elastic wave problems,
will degenerate or break down when they are applied to thin
bodies.1–3 This degeneracy or breakdown is due to the fact
that the equation on one side of the thin shape is almost the
same as the equation on the other side, see Fig. 1. Eventually
the two equations from the two sides become identical when
the thickness of the thin shape approaches zero. In the litera-
ture, the BIE formulations developed for dealing with the
thin shape breakdown can be divided into two groups: one
applied to theone surface modeland one to thetwo surface
modelof the thin shape. One exception to this classification
is the multidomain method4,5 which can be used for both one
surface and two surface models.

The one surface model of a thin shape is an idealized
model in which the middle surface of the thin shape is cho-
sen and usually the hypersingular BIE is applied in terms of
the pressure jump~for acoustic problems! or the displace-
ment jump ~for elastodynamic problems! across the thin
shape. This approach has been applied successfully to the
problems of scattering and radiation ofacousticwaves from
thin rigid bodies, see, e.g., Refs. 6–11. The scattering of
elasticwaves from planar cracks in three-dimensional elastic

medium is also studied using this one surface approach.7,12,13

This single surface model for thin shapes is efficient in mod-
eling and computation, as long as the hypersingular integrals
in the BIE formulations are dealt with properly. However,
there are some drawbacks and limitations with this approach.
For example, effects of the varying thickness of a thin body
or the opening of a crack cannot be studied using this simple
model. The use of the jump terms~e.g., pressure jump!, in-
stead of the usual boundary variables~pressure!, in the hy-
persingular BIE may also present some inconveniences in
the study of a regular body with thin shapes, where the regu-
lar BIE and the hypersingular BIE for thin shapes need to be
used together.10

The two surface model of a thin shape is a more realistic
model in that the geometry of the thin shape is not altered.
The effects of the thinness and other details of the thin shape
can be addressed easily using the two surface model. Early
studies of scattering ofacoustic waves from thin shapes
~rigid disks and fluid inclusions with varying thickness in
acoustic media! can be found in Refs. 2, 3, and 14. In these
studies, the conventional BIE is used on one surface of the
thin shape and the hypersingular BIE on the other surface to
obtain a nondegenerate system of equations, see Fig. 2. The
use of the two surface model is more computation intensive
than the one surface model, but it does provide more infor-
mation about the physics of the problem than the one surface
model, as demonstrated in these studies. For example, in the
case of acoustic scattering from a rigid disk, the scattered
fields from the disk of a finite thickness 2h will depart from
those fields from the disk of zero thickness, whenh is greater
than 5% of the radius of the disk. This difference is more
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pronounced in the near field or when the incident wave is in
the direction parallel to the surfaces of the disk, especially if
the disk is a ‘‘rippled’’ one.2,3 All these studies on acoustic
waves from thin shapes show that the two surface model
using the combination of CBIE and HBIE can provide a
general BIE formulation and useful information in the analy-
sis of thin shapes. The same BIE formulation can be applied
to thin shapes with zero thickness or small thickness, as well
as to bulky bodies.

The multidomain method4,5 is simple and straightfor-
ward. It can be applied to thin shapes with zero thickness or
nonzero thickness. In this method, the difficulty of dealing
with the degeneracy of the conventional BIE for thin shapes
is avoided by introducing an imaginary interface to divide
the domain into an interior subdomain and an exterior sub-
domain. The conventional BIE is applied in the two subdo-
mains with meshes on the thin body and interface surfaces,
and the continuity conditions are imposed on the interface.
This results in a larger system of equations and hence in-
creases the burden of computation, because of the introduc-
tion of the imaginary interface. The multidomain method has
been used effectively for problems of radiation and scattering
of acousticwaves from thin rigid bodies.4,5 Although this
approach may be applied to thin body problems posed in a
more general setting~e.g., with varying thickness!, ‘‘it may
not be an ideal tool for the thin-body radiation and scattering
problem in which a relatively large imaginary interface sur-
face is usually required.’’9

In this paper, the idea of using a combination of the
conventional BIE and the hypersingular BIE for thin
shapes2,3,14 is extended to the problems of scattering and ra-
diation ofelastic wavesfrom thin shapes in elastic media. An
alternative form of the CBIE and HBIE combination is used
here for the thin shapes, that is, a linear combination of the
CBIE and HBIE applied on both surfaces of the thin shapes,
see Fig. 2. This composite BIE formulation for elastic wave
problems is an extension of the well-known Burton and Mill-

er’s BIE formulation15 for acoustic wave problems, which
can remove the fictitious eigenfrequency difficulties in exte-
rior problems. It has also been shown analytically,3 and will
be demonstrated numerically in this paper, that this compos-
ite BIE formulation will not degenerate when applied to thin
shapes modeled with two distinct surfaces. Thus Burton and
Miller’s type of BIE formulation can overcome the fictitious
eigenfrequency difficulty and the thin body break down dif-
ficulty at the same time, being likely the most sound and
robust BIE formulations for the acoustic and elastic wave
problems.

For elastic wave problems, the conventional BIE formu-
lation, which contains strongly singular kernels, has been
applied successfully tobulky-shapedvoids or inclusions for
almost a decade~see, e.g., Refs. 16–19!. On the other hand,
the hypersingular BIE, which contains hypersingular kernels
and usually written on one surface of a crack and in terms of
the crack opening displacement~COD!, has been employed
almost exclusively to the problem of scattering fromclosed
or tight cracks~see, e.g., Refs. 7, 12, and 13!. To the authors’
best knowledge, no BIE solutions have been reported in the
literature for the problem ofelastic wave scattering from
opencracks orthin voids, or thin inclusions. On the other
hand, many real problems and experimental calibrations deal
with open cracks, notches, and rough cracks with asperities,
for which the ideal,one surface modelis insufficient. Fur-
ther, many situations of interest involve scattering from thin
inclusions and thin-layer interfaces where a shell-like one
surface model or lumped-parameter model of the thin region
is inadequate. The present study aims to fill this gap and
provide a BIE modeling tool for thin shapes with more real-
istic geometry, by using the composite BIE formulation.

This composite BIE formulation applied in this study
was originally developed in Ref. 20 to overcome the ficti-
tious eigenfrequency difficulty existing in the conventional
BIE formulation of theexterior elastic waveproblems. To
avoid the hypersingular integrals, the hypersingular BIE is
recast in a form in which all integrals are at most weakly
singular and thus no special numerical schemes are needed.
Nearly singular and nearly hypersingular integrals in this
composite BIE formulation, which arise when parts of the
boundary surface become close to one another, as is the case
for thin shapes, are transformed into sums of weakly singular
integrals and nonsingular line integrals. Thus, no finer mesh
is needed to deal with these nearly singular integrals. In or-
der to demonstrate the effectiveness of the composite BIE
formulation for problems with thin shapes, numerical ex-
amples of scattering from penny-shaped cracks with varying
openings are given for both longitudinal and transverse inci-
dent waves. Results from these numerical example show that
the composite BIE formulation is very stable for all ranges of
the thinness of a thin shape, even when the two surfaces
touch each other. It is also shown, as already demonstrated in
acoustics,2,3,14 that scattered fields for an open crack with an
opening of 2h will depart noticeably from those fields for a
tight crack whenh is larger than 5% of the radius of the
crack, especially for plane shear waves with an oblique inci-
dent angle. All these suggest that the composite BIE formu-
lation, as proposed in this paper for analyzing thin shapes, is

FIG. 1. Degeneracy of the CBIE and HBIE for thin shapes.

FIG. 2. Nondegeneracy of the combinations of the CBIE and HBIE for thin
shapes.
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not only robust but also useful in providing information
about the physics of such problems.

I. THE COMPOSITE BIE FORMULATION

Consider a region~a body or a void! with the boundary
S and immersed in a 3-D infinite, linear elastic medium. The
conventional BIE~CBIE! for problems of scattering of time-
harmonic waves in theexteriordomain can be written in the
following weakly singular form18 ~index notation is used in
this paper!:

ui~P0!1E
S
@Ti j ~P,P0!2T̄i j ~P,P0!#uj~P!dS~P!

1E
S
T̄i j ~P,P0!@uj~P!2uj~P0!#dS~P!

5E
S
Ui j ~P,P0!t j~P!dS~P!1ui

I~P0!, ;P0PS, ~1!

whereui and t i are the total displacement and traction vec-
tors, respectively,Ui j andTi j the two dynamic kernels~de-
pendence on the frequency is implied!, T̄i j the static kernel,
ui

I the displacement vector of the incident wave,P and P0

the field and source points, respectively. For interior prob-
lems, the free termsui(P0) andui

I(P0) in Eq. ~1! will not be
present.

The hypersingular BIE~HBIE!, or traction BIE, can be
written in the following weakly singular form,20

t i~P0!1E
S
H̄i j ~P,P0!

3Fuj~P!2uj~P0!2
]uj

]ja
~P0!~ja2j0a!GdS~P!

1E
S
@Hi j ~P,P0!2H̄ i j ~P,P0!#uj~P!dS~P!

1Ejkpqeaq

]up

]ja
~P0!E

S
@K̄ i j ~P,P0!nk~P!

1T̄j i ~P,P0!nk~P0!#dS~P!

5E
S
@Ki j ~P,P0!1T̄j i ~P,P0!#t j~P!dS~P!

2E
S
T̄ji ~P,P0!@ t j~P!2t j~P0!#dS~P!1t i

I~P0!,

;P0PS, ~2!

in which Hi j andH̄ i j are the dynamic and static hypersingu-
lar kernels, respectively,Ki j andK̄ i j another pair of singular
kernels,nk the components of the normal,Ei jkl the elastic
modulus tensor,ja and j0a (a51,2) the two~tangential!
coordinates of the pointsP and P0 , respectively, in a local
curvilinear coordinate system defined on the surfaceS and
eak5]ja /]xk evaluated atja5j0a (k51,2,3). Details of
the derivation, notation and expressions of all the kernel
functions in Eq.~2! can be found in Ref. 20. This HBIE was

originally proposed to deal with problems of scattering and
radiation frombulky-shapedobjects.

Both the CBIE and HBIE will degenerate, i.e., become
unsolvable or ill conditioned, when they are appliedindi-
vidually to thin shapes, e.g., to crack-like problems~imagine
that a bulky void becomes a thin void or open crack! as well
as true-crack problems,2,3 see Fig. 1. This degeneracy is
manifested by the fact that algebraic equations generated
from the BIE on one surface of the crack are~almost! the
same as the equations generated on the other surface of the
crack. The condition number of the system of equations will
increase sharply as the two surfaces of the crack become
close. As discussed in Refs. 2 and 3, one remedy to this
degeneracy associated with the crack-like~or thin-body!
problem is to apply CBIE on one surface of the crack and
HBIE on the other surface. This approach, using two sur-
faces in the model, has been demonstrated to be very effec-
tive for acousticwave scattering from thin rigid screens2 and
thin inclusions.3 Alternatively, and perhaps more advanta-
geous due to the symmetry, it was found that Burton and
Miller’s composite BIE formulation,15 using a linear combi-
nation of the CBIE and the HBIE as shown symbolically by

CBIE1bHBIE50 ~3!

~b is the coupling parameter! will not degenerate when it is
applied on both surfaces of a thin void or thin body,3 see Fig.
2. This composite formulation was originally proposed in
Ref. 15 to overcome the fictitious eigenfrequency difficulty
~FED! existing in the BIE formulations for exterioracoustic
wave problems. Recent implementations of this composite
BIE formulation to deal with the FED, with weakly singular
forms of the HBIEs as key ingredients, can be found in Ref.
20 for elastic wave problems and in Ref. 21 foracoustic
wave problems.

The composite BIE formulation~3!, in the context of
elastic wave problems, using the linear combination of Eq.
~1! ~CBIE! and Eq.~2! ~HBIE!, is employed in this study to
investigate the problem of elastic wave scattering from thin
shapes~e.g., open cracks! in 3 D. This composite BIE for-
mulation is quite general and can be applied to many other
thin body problems, such as thin inclusions, thin-layer inter-
faces in composites and so on. The main objective here is to
demonstrate the advantages of this composite formulation
which can overcome both the fictitious eigenfrequency diffi-
culty and the thin body difficulty in the conventional BIE
formulation. The acoustic wave counterpart of this formula-
tion ~Burton and Miller’s BIE formulation! has the same
feature. Thus this composite BIE formulation can provide
unique solutions for scattering from bodies with any shapes
~including thin shapes! and at any frequencies. This means
that one does not need to switch BIE formulations when
dealing with fictitious eigenfrequency and thin body prob-
lems.

II. NEARLY SINGULAR AND HYPERSINGULAR
INTEGRALS

To apply the composite BIE formulation to thin-body
problems, one has to overcome another difficulty, i.e., the
nearly singular and nearly hypersingular integralswhich
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arise when collocation point is on one surface of the thin
body and integration need to be performed on the other
nearby surface. Many numerical schemes for computing the
nearly singular integrals can be found in the literature of the
boundary element method~BEM!. Among all the available
methods, the line integral approach, i.e., transforming the
nearly singular integral into a sum of weakly singular inte-
grals and nonsingular line integrals, is believed to be the
most effective and efficient one.22 It is the method adopted
and implemented in this study.

A typical nearly singular integral in Eq.~1! ~CBIE! is
the one with the stress kernel functionTi j and integrated on
a surfaceDS with source pointP0 nearby, Fig. 3. HereDS
can be one element or several elements on the surfaceS.
This nearly singular integral can be dealt with by adding and
subtracting terms in the following manner:

E
DS

Ti j ~P,P0!uj~P!dS~P!

5E
DS

@Ti j ~P,P0!2T̄i j ~P,P0!#uj~P!dS~P!

1E
DS

T̄i j ~P,P0!uj~P!dS~P!

5E
DS

@Ti j ~P,P0!2T̄i j ~P,P0!#uj~P!dS~P!

1E
DS

T̄i j ~P,P0!@uj~P!2uj~P08!#dS~P!

1uj~P08!E
DS

T̄i j ~P,P0!dS~P!, ~4!

in which P08 is the closest point onDS to P0 ~an image point
of P0 on DS!, see Fig. 3. The first two integrals in~4! are
now at most nearly weakly singular and can be computed
using the normal quadrature. The last integral in~4! can be
transformed into line integrals as follows.22

E
DS

T̄i j ~P,P0!dS~P!5I V~P0!d i j 1
1

4p
e i jk R

C

1

r
dxk

1
1

8p~12n!
e jkl R

C
r , ik dxl ,

~5!

where r 5u P0PW u, n is Poisson’s ratio,C is the boundary
curve ofDS, e i jk is the permutation tensor, and

I V~P0!52
1

4p E
DS

1

r 2

]r

]n
dS

is a solid angle integral which can also be evaluated using a
line integral. All these line integrals are nonsingular at all
since the source pointP0 is always off the contourC. The
nearly hypersingularintegrals presented in Eq.~2! ~HBIE!
can be dealt with in a similar way. The expressions of the
line integrals for integrals involving thestatic hypersingular
kernels can be found in Ref. 22.

Using this line integral approach to deal with the nearly
singular integrals is very efficient in computation. One does
not need to use more elements in the model in order to
handle these nearly singular integrals. It was found that the
CPU time used to compute these nearly singular integrals
using the line integral approach is only a fraction of that
when using many subdivisions on the original surface ele-
ments, in achieving the same accuracy.22

III. NUMERICAL EXAMPLES

To demonstrate the effectiveness of the proposed com-
posite BIE formulation for problems involving thin shapes,
the problem of elastic wave scattering fromopen cracksis
studied, for which an analytical solution23 is available when
the opening is zero.

In the first case, a penny-shaped open crack with radius
a and thickness 2h in a 3-D elastic medium is impinged
upon by a planelongitudinal wavein the normal direction,
see Fig. 4. The scattering cross section for various openings
at the nondimensional ~shear! wave numbers KTa
51,2,...,6 arecomputed using the composite BIE and com-
pared with the analytical solution23 ~only a limited number of
data points are available! which is valid for true tight cracks
~with zero opening!.

Figure 5 shows the results for a very small opening
(h50.000001a) using an increasing number (M ) of noncon-
forming quadratic boundary elements7,20,21 on the two sur-
faces of the crack. As expected, the BIE solutions are con-
verging to the analytical solution for the tight crack. The
small difference is probably due to the fact that the singular-
ity feature of the field near the crack tip is not built in the
boundary elements in that region. The singularity feature
near the tip of anopencrack, which depends on the ‘‘open-

FIG. 3. Nearly singular integrals on surfaceDS enclosed by lineC.

FIG. 4. A penny-shaped open crack with normal incident longitudinal wave.
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ing angle’’ at the crack tip, is difficult to implement and
hence is not attempted in this study for elements near the
crack tips.

Figure 6 is a similar plot, but for a larger opening (h
50.02a). The BIE results are still converging to the tight
crack solution. This shows that the small opening does not
have a noticeable effect on the far-field data, at least for a
plane longitudinal wave in the normal direction of the crack.

Figure 7 shows the results for the crack with four differ-
ent openings using 56 boundary elements. Noticeable depar-
ture of the BIE solution from the analytical solution for tight
cracks is observed at the openingh50.05a. This is the de-
parture point for the longitudinal wave in the normal direc-
tion. Whenh.0.1a, further departures from the tight crack
solution can be observed~not shown here!, and one can
choose either CBIEaloneor HBIE alone to solve the prob-
lem since the degeneracy associated with them is not so se-
vere.

In the next case, the open penny-shaped crack is im-
pinged upon by plane shear waves at different angles of in-
cidence, see Fig. 8. The scattering cross sections are com-
puted, using the composite BIE, at each angle~ranging from
0° to 90° with a 15° increment! of incidence and compared

with the analytical solution given in Ref. 23 for a tight crack.
Figure 9 shows the convergence of the composite BIE

solutions for the openingh50.000001a and at the wave
numberKTa54. The small gap between the BIE solutions
and the analytical solution maybe once again due to the sin-
gularity near the crack tip which is not implemented in the
boundary elements.

Figure 10 is a plot of the BIE solutions using 56 bound-
ary elements for different openings and atKTa54. Unlike
the case of normal incidence of longitudinal wave~Fig. 7!,
significant departure of the BIE solution ath50.05a from
the analytical solution for tight cracks is observed. Similar
phenomenon is present at a lower wave number (KTa53),
as shown in Fig. 11.

In all the computations, the systems of equations using
the composite BIE formulation are well behaved~condition
numbers are low!. The choice of the coupling parameterb
used in Eq.~3! is not so restrictive and values between21 to
11 are found to be adequate.

IV. CONCLUSION

The composite boundary integral equation formulation,
using a linear combination of CBIE and HBIE, is proposed
for elastic wave problems involving thin shapes~open cracks
or thin voids, thin inclusions, thin layer interfaces, etc.! mod-
eled with two surfaces. The BIE formulation is very stable
no matter how close the two surfaces are, and no undue

FIG. 5. Convergence of BIE solutions forh50.000001a, longitudinal
wave.

FIG. 6. Convergence of BIE solutions forh50.02a, longitudinal wave.

FIG. 7. BIE solutions using 56 elements at different openings, longitudinal
wave.

FIG. 8. A penny-shaped open crack with oblique incident shear waves.
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numerical burden is associated with the nearly singular inte-
grals in this approach. This composite BIE is demonstrated
to be very effective in the study of scattering from open
cracks. Preliminary numerical results show that scattered
fields for an open crack with an opening of 2h will depart
significantly from those fields for a tight crack whenh is
larger than 5% of the radius of the crack, especially for plane
shear waves. All these suggest that the composite BIE for-
mulation is not only robust but also useful in providing in-
formation about the physics of thin shape problems. It can
fill the gap between the current available one surface models
for thin shapes and the real situations or experimental cali-
brations dealing with open cracks, notches, and rough cracks.
The composite BIE formulation is especially valuable for
problems in which both the fictitious eigenfrequency diffi-
culty and the thin body breakdown difficulty have to be dealt
with.

The composite BIE formulation developed in this paper
can be applied to studies of scattering from thin inclusions in
materials, thin layer interfaces or interface open~as well as

closed! cracks, fluid-thin shell like structure interactions, all
of which are demanding problems. More complicated nu-
-merical example problems are being studied along these
lines and the results will be reported in future papers.
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INTRODUCTION

The scattering of sound by submerged objects is an im-
portant approach towards the exploration of the nature of the
object. As is well known, the resonant modes of elastic ob-
jects, such as spheres and circular cylinders, can be success-
fully extracted from the scattered signals. An example is pro-
vided in the paper by Flaxet al.1 where relations between
sound scattering and the resonances of objects are estab-
lished in terms of the ‘‘Resonance Scattering Theory’’
~RST!.

For objects of finite size and general shape, numerical
methods, especially theT-matrix method, are often used to
calculate the ‘‘form function’’~i.e., far-field backscattering
amplitude! and correspondingly the resonance response. A
number of results for prolate spheroids with various aspect
ratios were obtained in this way by Werby and Tango2 and
by Hackmanet al.3,4

In papers by U¨ berall et al.,5,6 the phase matching prin-
ciple for surface waves along closed surface paths was used
to estimate the resonance frequencies of finite cylinders or
spheroids for the case of axial incidence. For spheroids, the
phase velocity of surface waves at any point of the closed
path is taken to equal that on a sphere with the same radius
of curvature along the direction of propagation. This is re-
ferred to as the ‘‘tangent sphere model.’’ The predictions of
resonance frequencies by this model are in good agreement
with the results calculated byT-matrix methods, especially at
higher values ofka. At lower frequencies, namely where the
productskR1 or kR2 are small,R1 andR2 being longitudinal
and transverse radii of curvature along the surface paths,
respectively, the estimation errors increase because the sur-
face wave cannot be formed perfectly at low frequency, and
the effects of transverse curvature on the phase velocities
increase whenkR2 is small. This problem was presented in
papers by Hackmanet al.,3,4 and a ‘‘bar wave’’ approach
was used for cylinders with high aspect ratio. In our earlier
paper,7 results of a modified phase matching method, using

an ‘‘infinite cylinder model’’ on the cylindrical portion of
hemispherically end-capped cylinders, are compared with
those of the tangent sphere model.

Experimental studies have also been concerned with
sound scattering and resonance predictions for finite elastic
cylinders. Experimental methods were developed in order to
determine the character of the scattering objects, where the
incident signals used can be cw~long pulses! as in the
method of Maze and Ripoche,8 or short pulses as in the
method of Numrichet al.9 and de Billy.10

In the present paper, experimental results of sound scat-
tering are presented for prolate and oblate elastic spheroids.
The backscattered waveform, the target strength versus inci-
dent angles, and the frequency response of the echoes are
obtained directly from experimental data or via numerical
processing of these data. In our experiment, short pulses are
incident in the axial direction and also in discrete oblique
directions every 5° from the spheroid axis.

Corresponding analytical methods, based on the picture
of circumferential surface waves, are presented also. The
special surface paths along which the sound waves can be
returned are searched for and the time delay of the first elas-
tic echo, related to specular reflection, is estimated as a func-
tion of incident angle. For estimating the resonance modes,
the phase-matching principle of surface waves is extended to
the case of oblique incidence. The tangent sphere model
must basically be applicable for estimating the phase veloci-
ties in our experiment, because the values ofkR1 or kR2 are
not too small here. Although the possible resonance modes
can be approximately estimated by the phase-matching
method, it is difficult to precisely analyze the actual reso-
nance responses obtained in our experiment for relatively
higher values ofka. Further improvements are needed in our
approach to be able to deal with these aspects of the prob-
lem.
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I. EXPERIMENT AND DATA PROCESSING

A. Experiment

The experiments on underwater sound scattering were
carried out in a small tank of dimensions 1.2 by 0.45 by 0.5
m. The type and size of the steel spheroids are listed in Table
I.

The electric signal formed by the generator is a short
sinusoidal 3-cycle pulse of 600 kHz, but the waveform of the
direct sound signal from projector to receiver is slightly dis-
torted by the transducers. The range of the frequency spec-
trum of the direct signal, expressed byka and kb, is also
listed in Table I for the objects with various aspect ratios
a/b.

Two transducers of 3-cm diameter are placed in the wa-
ter at the same depth and close to each other~at a bistatic
angle of less than 3°!, being used as projector and receiver,
respectively. The short pulses formed by the waveform gen-
erator are amplified by a power amplifier, then are sent to a
projector. The sound pulses emitted by the projector are scat-
tered by the object submersed in water. The backscattered
waves are picked up by the hydrophone, and are amplified
and digitized by a digitizer. Finally, data are saved on disks
for further processing.

B. Data processing

Some of our experimental results of backscattered sig-
nals for spheroids are shown in Fig. 1. The data processing is
done on a VAX computer, and some special codes were
developed for it.

1. Spectrum analysis

~a! The amplitude spectrum of the backscattered waves
can be obtained by using fast Fourier transform~FFT! tech-
nology directly. Supposee(t) andE(ka) are the echo wave-
form and its Fourier transform, respectively. Let

E~ka!5E1~ka!1 iE2~ka!, ~1!

then the amplitude spectrum can be obtained by

EA~ka!5@E1
2~ka!1E2

2~ka!#1/2, ~2!

and the normalized amplitude spectrum~‘‘form function’’ !
can be expressed as

A~ka!5EA~ka!/DA~ka!, ~3!

whereDA(ka) is the amplitude spectrum of the direct signal.
~b! The resonance spectrum can be extracted from the

backscattered waves by using the method shown in Refs. 9,
10. Here, the FFT is used on the waveform from which the
specularly reflected wave has been removed. This is different

from the extraction of the amplitude spectrum~the form
function!, obtained by FFT without removing the specular
wave.

2. Target strength (TS)

The concept of TS is used in acoustics to obtain the
relative echo intensity of submerged objects. In the present
paper, two distinct data processing methods are employed for
obtaining the target strength.

~a! In the first method, corresponding to the geometrical-
acoustics approximation, only the amplitude of the specular
reflection pulse is considered. For steel objects at higher fre-
quencies, the amplitude of the specular reflection wave is
nearly the same as the steady-state amplitude for rigid ob-
jects or for elastic objects which are not in a state of reso-
nance. Letp(b) be the amplitude of the specular reflection
pulses at the incident angleb; then the target strength~TS! is
obtained from11

TSp~b!520 log@p~b!#, ~4!

where TSp(b) is a relative value that differs from the real
target strength by a constant factor.

~b! In the second method used to estimate TS~b!, the
total energy of the~entire! echo signal, and also the~partial!
energy of the elastic echo signal at the incident angleb is
considered, respectively. Ifp(t,b) is selected corresponding
to such an echo signal, then the relative strength TSE(b) can
be obtained by

E~b!5E p2~ t,b!dt, ~5!

TSE~b!510 log@E~b!#. ~6!

Because the total energy including the elastic echoes is being
considered here, it is expected that TSE(b) will be affected
by the elasticity of the objects.

The result of this TS versus incidence angle are shown
in Fig. 2. As the pulse signal used has a center frequency
~600 kHz! and is spread over a certain frequency band, the
TS represents an average around the center frequency. For a
TS referring to a single frequency, it is better to use the form
function or the resonance spectrum in place ofp(b) or
E(b).

II. METHOD OF NUMERICAL ESTIMATION

A. Time sequences of backscattered pulses and
surface wave paths

The sound paths of echoes generally include geometrical
reflection and surface circumferential paths. In the following,
the surface paths on spheroids are discussed.

1. Axial incidence

This is the simplest case and has been discussed in pre-
vious work. Only the surface paths along the meridians exist
here, and the surface waves of a given type propagating
along all of these paths add up in phase at receiver, because
all of the meridian paths have the same shape and path
length. For estimating the time sequences, it is necessary to
know the phase velocities which are varying along the sur-

TABLE I. Type and size of steel spheroids and range of frequency spec-
trum, expressed byka andkb.

Type a/b a ~mm! b ~mm! ka kb

Prolate 1/5 7.0 35.0 13–22 66–110
Prolate 1/2 9.5 19.0 18–30 36–60
Oblate 2/1 15.2 7.6 29–48 14–24
Oblate 5/1 20.5 4.1 39–64 7.7–13
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face path. But for objects such as spheroids, it is difficult to
solve for these analytically. Some approximate methods are
presented for estimating the phase velocity. In this paper, the
‘‘tangent sphere model’’ is employed.

2. Broadside incidence

For an infinite circular cylinder, the surface paths are a
set of closed circles and are independent of the incident po-
sition along the cylinder in the case of broadside incidence.
But for a finite rotationally symmetric object such as the
spheroid, the surface paths are no longer closed, and are

dependent on the position where the sound waves are inci-
dent. A circular path is formed only at the center position of
the spheroid. This path is also a principal path along which
the energy of sound waves returns to the receiver. The paths
become helicoidal when the points of incidence are off cen-
ter. ~A virtual source of scattered rays could possibly be
found by considering the paths of surface waves in the vi-
cinity of the principal path. The vertically scattered waves
are reradiated as if coming from this virtual source.! The
amplitude of the echoes will be affected by this. It is ex-
pected that the amplitude of echoes increases when the

FIG. 1. Echo waveform versus incident angles~3-D!. ~a! Prolate spheroid,a/b51/2, b50° – 60°; ~b! Same as~a!, b560° – 90°; ~c! Prolate spheroid,
a/b51/5, b50° – 60°; ~d! Oblate spheroid,a/b52, u50° – 60°; ~e! Same as~d!, u560° – 90°; ~f! Oblate spheroid,a/b55, u50° – 60°.
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length of the prolate spheroids increases in the axial direc-
tion. In the case of broadside incidence, a meridian path can
also be formed when the points of incidence are in the axial
plane; it changes when the incident points are away from the
axial plane. The path changes with changes of incident posi-
tion are more sensitive for prolate spheroids of larger length,
and are stable for oblate spheroids. Therefore, it can be ex-
pected that the echoes which are related to meridian paths
will be stronger for oblate spheroids than for prolate sphe-
roids.

3. Oblique incidence

In the case of oblique incidence, the paths of surface
waves are helicoidal lines with distinct start angles, and the
sound scattering fields are dependent on the paths. Only
around a few special paths can the sound waves return to the
direction of the receiver. The meridian paths always exist for
oblique incidence but they play an important role in the ech-
oes only when the incident direction is near-axial. For certain
spheroids and certain incident angles, the principal surface
paths can be found. For example, the paths for prolate sphe-
roids as shown in Fig. 3, lead to a sound-wave return while
passing through the backside once. For a certain incident

angle, it can be found that a point A exists on the ‘‘line of
entry’’ ~indicated in Fig. 3! where the surface path starting
from A leads back to a special point B which is symmetric to
A on the line of entry with respect to the incident plane
through the semimajor axis, and the surface path on both
sides of the incident plane also shows symmetry; therefore
the return conditions are satisfied.

A computer program was developed to find these special
surface paths. The estimated propagation time, in terms of
special surface paths, versus incident angles are listed in
Table II.

For estimating the time sequences of the elastic echoes
in terms of the surface paths, the group velocity along a
given surface path must be estimated beforehand. In Fig. 4,
the phase velocity (cp) and group velocity (cg) versus nor-
malized frequencyka are plotted for a solid steel sphere.
These quantitiescp and cg vs ka were calculated by first
solving the characteristic equation for the resonance values
(ka)nl* for the various waves labeled by integersl , then find-
ing cp from cp /c05(ka)* /(n11/2), see Ref. 12. The group
velocities are relatively stable compared with the phase ve-
locities for the surface wave mode typesl 51,2,3. In this
paper, for simplicity, constant group velocity values are used
for estimation purposes. In Fig. 5, the estimated arrival times
versus incident angles obtained in this way for typel 51
surface waves are compared with experimental results.

FIG. 2. Target strength according to theoretical formula and experimental
data processing.~a! Solid lines: formula of geometrical acoustics; dashed
lines: in terms of specular reflection pulses.~b! Solid lines: in terms of total
energy of echoes; dashed lines: in terms of energy of elastic waves.

FIG. 3. Example of special surface paths.

TABLE II. Surface-wave time delays relative to the specular-reflection echo
as estimated for the first elastic echo pulses.

Incident
anglesb ~°!

a/b51/5
t ~ms!

a/b51/2
t ~ms!

a/b52/1
t ~ms!

a/b55/1
t ~ms!

5 49.4 30.2 20.5 20.0
15 49.3 30.0 21.6 24.1
30 48.9 29.2 24.2 31.6
45 47.9 27.7 26.7 35.9
60 44.7 25.1 28.3 37.4
75 34.9 21.4 29.4 37.6
85 22.0 18.9 29.9 37.6
89 16.4 18.4 - -
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B. Resonances estimated by the phase-matching
method

For the case of axial incidence, a resonance condition
based on the phase-matching principle has been formulated
by Überallet al.,5 and was used to estimate the resonances of
elastic prolate spheroids and cylinders with hemispherical
end caps. It reads

R k1 ds52~n11/2!p, ~7!

where n is an integer, and the term 1/2 arises from phase
jumps when the surface waves pass through focal points. The
quantity k1 is the propagation constant for thel th mode of
surface waves and it varies along the path as the surface
curvature varies.

In a paper by Merchantet al.,6 the phase-matching prin-
ciple is used to estimate the eigenfrequencies of conducting
spheroids for the case of oblique incidence. The surface path
follows a helicoidal geodesic~shortest surface distance be-
tween two points!, and closes into itself. Following Ref. 6,
the resonance modes of steel spheroids are estimated in the
present study. It was found that sets of redundant modes are
generated by this method and it is not easy to eliminate
these. In the following, another method, also based on the
phase matching principle, but not necessarily on closed
paths, is presented and compared with the former method.

1. Phase matching of a surface wave along closed
surface paths

In the following, the main relations are listed according
to Ref. 6. The propagation of surface waves along geodesics
on prolate spheroids has previously been discussed by Burn-
sideet al.13 Geodesics are defined as curves of zero geodesic
curvature. The general geodesic equation6,14

f~u f !2f~u0!5CE
u0

u f @r2~u!1~dr/du!2#1/2

r~u!sin u@r2~u!sin2 u2C2#1/2 du,

~8!

is valid for any surface of revolution. Here, spherical coor-
dinatesr, u, f are used. Equation~8! expresses the differ-
ence in azimuth between two points 0,f on a geodesic in
terms of an integral between the two associated polar angles
u0 andu f , with C given by

C5p~u0!sin u0 sin a0 , ~9!

a0 being the starting angle of the geodesic at point 0.
For a spheroid with equatorial radiusa and polar half-

axis b, the starting point is placed at the equator@u05p/2,
f(u0)5f050#. The geodesic path on a spheroid is then
found to be given by

FIG. 4. Phase velocity and group velocity versuska for steel sphere~cl55790 m/s,ct53100 m/s,c051480 m/s!.
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f~u f !5E
p/2

u f du

sin2 u

3F 11h24 cot2 u

~cot2 a02h22 cot2 u!~11h22 cot2 u!G
1/2

,

~10!

whereh5b/a. The turning points~points of minimum polar
angle! are in this case determined by

cot um56h cot a0 . ~11!

To close a geodesic, one must require that

4fmN52pK, ~12!

where N and K are integers. Closure thus take place after
N cycles of the geodesic, which are fitted intoK azimuthal
circuits around the spheroid circumference.

For the propagation along a closed helicoidal geodesic,
with a starting anglea0 at the equator, the expressions ac-
cording to phase matching are, withn1[k1(u)R(u), k1 be-
ing the local propagation constant:

J[
2N

p E
p/2

um n1@k* R~u!#

R~u!

dS~u!

du
du5M1

N

2
, ~13!

R~u!5
a

b~a2 cos2 a01b2 sin2 a0!

3
~a4 cos2 u1b4 sin2 u!3/2

~a2 cos2 u1b2 sin2 u!3/2, ~14!

dS~u!

R~u!
5

b3 sin udu

a4 cos2 u1b4 sin2 u

3
a2 cos2 a01b2 sin2 a0

~b2 sin2 u cos2 a02a2 cos2 u sin2 a0!1/2.

~15!

2. Phase-matching conditions satisfied along
longitudinal and latitudinal paths

The wave-number vectorsks along the geodesic can be
decomposed into two components, one along a longitudinal
line ~meridian! and the other one along a latitudinal line
~circumferential line!. To obtain phase matching, the neces-
sary conditions can be written as

E
w50

2p

kw dsw52pm, ~16!

2E
u50

p

ku dSu52p~n11/2!, ~17!

or they can be simplified if the wave number is not depen-
dent on surface curvature:

E
0

2p

ks~u!sin a~u!r ~u!dw

52paks~u0!sin a~u0!52pm, ~18!

4E
0

p/2

ks~u!cos2 a~u!
dSu

du
du52p~n11/2!. ~19!

3. Comparison of the aforementioned methods

The closure of paths is required by the first method,
which seems intuitively correct because it is an immediate
extension from the sphere, or from an infinite cylinder in the
case of broadside incidence. But the closure condition is not
actually a basic condition for resonances of general objects.

For example, consider an infinite circular cylinder in-
sonified by an obliquely incident sound wave. In that case
the surface paths are sets of helical lines and the closure
condition is not satisfied. But the phase-matching condition
can be satisfied circumferentially. Although the sound paths
cannot be closed, the wave fronts overlap in phase with each
other while the resonance condition is satisfied.

According to the second method the phase-matching
conditions are satisfied in two directions simultaneously.
This ensures that wavefronts can overlap in phase with each
other while the surface waves propagate helicoidally around
the objects. Returning to the first method, although the
phase-matching condition is satisfied along the closed paths,
this cannot ensure that the phase-matching conditions are
satisfied simultaneously along the circle and the meridian.
The fact is that the latter is usually not satisfied, and this is
also the reason that redundant modes are generated.

FIG. 5. Arrival time of the first elastic echo versus incident angles~a! for
prolate spheroids;~b! for oblate spheroids.
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C. Estimation of the target strength

The general formula for estimating the target strength of
convex finite objects with a smooth surface is presented by
Urick.11 It is based on the geometrical-acoustic approxima-
tion at higher frequencies. The contributions due to the elas-
tic nature of the objects are ignored. In the formula, only the
principal radii of curvature at the points of specular reflection
enter:

TS~b!510 log~R1R2/4!; ~20!

hereR1 andR2 are the principal radii of curvature. For sphe-
roids, the corresponding expressions are

R1~b!5a2R2
3/b4, ~21a!

R2~b!5~a4x1
2/b41z1

2!1/2, ~21b!

x15b cosb/b~sin2 b/b21cos2 b/a2!1/2, ~21c!

z15a~12x1
2/b2!1/2, ~21d!

wherex1 , z1 are the coordinates of the points of specular
reflection, anda andb are the semiminor axis and semimajor
axis, respectively.

III. RESULTS AND DISCUSSION

As shown above, a set of results is obtained in our ex-
periments for spheroids. In the following, the results are dis-
cussed, and are compared with the results of the numerical
estimation.

A. Target strength (TS) and its dependence on
incident angles

~i! The dynamic range of target strength variation with
incident angles is dependent on the ratioa/b. As shown in
Fig. 2~a! and ~b!, for oblate spheroids, TS reaches its maxi-
mum value for axial incidence and decreases while the inci-
dence angles increase. The dynamic range of TS increases
with increasing ratioa/b. Conversely, for prolate spheroids,
TS reaches its maximum for broadside incidence and the
dynamic range increases whena/b decreases.

~ii ! The results for TS versus incidence angles, obtained
from the specular reflection of waves, are in general similar
to the results predicted by the surface curvatures at the
specular reflection points@Fig. 2~a!#. The results are as ex-
pected for the specular reflected waves. But for the TS ob-
tained from the total echo energy@Fig. 2~b!#, because it also
includes elastic echoes, the effects of resonances must be
considered. The experimental results show that the effects of
elastic echoes can be found at several incident directions, but
generally, the results for TS do not differ greatly from the
specularly reflected wave results.

~iii ! The results obtained for TS that are based on the
energy of elastic echoes alone are obviously different from
the results obtained from the total energy of echoes@Fig.
2~b!#. In this case, TS fluctuates when the incident angles are
changed. The fluctuation can be understood because the pos-
sible resonance modes and their amplitude of excitation by
sound waves are dependent on the incident angles. The bot-

tom line is that the total echo always contains the specular,
and thus maintains some semblance of a TS floor.

B. Discussion concerning the time sequences of echo
pulses

For the case of axial incidence, the average group ve-
locities of surface waves, estimated according to the arrival
time of the first strong elastic echo and specification of the
surface paths, are listed in Table III. The average velocities
are in a range from 1.6 to 2.0, which is slightly less than the
expected value from using the dispersion relations of elastic
spheres.

As shown in the figures of the waveform~Fig. 1!, the
time sequences of the echo pulses vary with incidence
angles. In the following, the arrival times of the first strong
elastic echoes are obtained from experimental records of the
waveform, and are compared with numerical estimations ob-
tained in terms of special surface paths.

As shown in Figs. 5 and 1, the arrival times of the first
strong elastic echo pulses vary with incident angles and can
be basically explained by the surface waves traveling along
the special surface paths.

For prolate spheroids with higher aspect ratio (b/a
55), the difference between the results of experiment and
calculation increases when the incident angles decrease to
near axial incidence. The first strong elastic echoes seem to
correspond to an average velocity lower than the expected
value for the elastic surface waves, but this cannot be ex-
plained either by inside-reflection paths or by creeping
waves. We could, however, attribute this to the fact that the
experimental results for the 5:1 spheroids are not as good as
for the 2:1 spheroids; the elastic echoes there are quite weak
for axial incidence.

C. Frequency responses of backscattered waves

As mentioned above, the frequency responses, including
the amplitude spectrum and resonance spectrum, for back-
scattered signals are obtained from experiment by data pro-
cessing and the possible resonance modes are estimated ac-
cording to the phase matching principle.

~i! As shown in the figures of the amplitude spectrum
~resonance spectrum!, Fig. 6, a set of resonance peaks can be
discerned. As expected, the situation of the resonance spec-
trum in relation to frequencies and to incidence angles is
rather complicated because the sound paths are complex for
solid elastic spheroidal objects.

TABLE III. The average group velocitiescg of surface waves estimated by
the arrival timet1 of the first elastic echo~ds , dw are distance along surface
paths and in water, respectively;cw is sound speed in water. The spread in
the cg is due to the experimental results oft1 being dispersed!.

a/b t1 ~ms! ds ~mm! dw ~mm! cg ~m/s! cg /cw

0.2 48.8–61.0 145.5 0.46 2397–3000 2.03–1.62
0.5 34.2 86.5 1.49 2610 1.76
2.0 19.3 49.8 5.25 3168 2.14
5.0 23.2 46.7 5.52 2404 1.62
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The distribution of peaks is similar for prolate spheroids
while the incidence angles are small (b50° – 30°) and is
similar for oblate spheroids near broadside incidence (b
560° – 90°). This can be explained in terms of correspond-
ing time waveforms. As shown in Fig. 1, the time sequences
are stable at small incidence angles for prolate spheroids, and
are stable for incidence angles near broadside incidence for
oblate spheroids.

~ii ! The possible resonance modes according to the nu-
merical prediction are calculated forl 51,2,3 type surface

waves. An example is shown in Fig. 7 for a prolate spheroid
~a/b51/2, l 51!. The average phase velocity, in terms of
average curvature along the path and dispersion of a steel
sphere, is used in the phase-matching formula. Here the val-
ues (m,n) express the mode number along meridian and cir-
cumferential directions, respectively. For a given mode
(m,n) the starting angle of the helical surface path desig-
nated by a0m,n is determined. But the possible starting
anglesa0 are also related to the incidence anglesb. In Fig.
8, the maximum valuesa0 max are plotted versus incidence

FIG. 6. Resonance responses by experimental data processing, for prolate spheroid~a! a/b51/2; ~b! a/b51/5.
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anglesb for different spheroids. In the case of axial inci-
dence only the (m,0) modes can be excited by the incident
wave. Further possible modes (n.0), satisfying a0m,n

<a0max, can be excited while the incidence angleb in-
creases.

~iii ! For comparison, in Fig. 6, the predicted resonance
modes (m,0) for the case of axial incidence are marked by a

down arrow. As can be seen from these figures, the predicted
modes do not always coincide with the experimental reso-
nance peaks. Because the experimental results of the reso-
nance spectrum are complex as shown, it appears that one
cannot arrive at a universal recognition of resonances by us-
ing the present simplified theoretical model. For recognition,
it is also important to estimate the relative resonance strength

FIG. 7. Possible resonance modes estimated by phase-matching method fora/b51/2 prolate spheroid and forl 51 type surface waves.

FIG. 8. Maximum starting helical angles~at the equator! versus incidence anglesb.
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for the possible modes, so that the dominant modes can be
found. There are several problems here that need to be con-
sidered in further studies.

IV. CONCLUSIONS

~a! An experimental study of sound scattering by elastic
spheroids has been carried out. In this paper, a set of inter-
esting results obtained by experiments and by data process-
ing is provided. The results include average properties, time
responses, and frequency responses of backscattered waves
for objects such as oblate spheroids and prolate spheroids,
excited by sound waves with distinct incidence angles.

~b! For explaining the results obtained by the experi-
ments, several theoretical models and codes are developed,
and a set of results is provided by numerical calculation.
These include mainly the models for estimating the target
strength, the time sequences in terms of the special surface
paths, and the resonance modes according to the phase-
matching principle, besides other topics.

~c! The sound scattering is affected by the elasticity of
objects; this can not only be observed in an obvious fashion
from the echo waveform and from frequency responses, but
it can be observed from the echo strength. As mentioned, the
target strength obtained from an energy integration fluctuated
with the incidence angles, thus it is obviously different from
the results obtained by only considering the specular reflec-
tions.

~d! As mentioned, the arrival times of the first elastic
echoes coincide basically with the theoretical predictions ob-
tained by considering the surface paths. This shows that the
surface waves play an important role in the echo responses
for spheroidal objects used in our experiments even in the
case of oblique incidence. Therefore, methods based on the
theory of surface waves should be suitable for studying the
problems related to sound scattering by finite objects, such as
spheroids.

~e! Resonance scattering is an important topic for target
recognition. In this paper, various relevant results both from
experiments and from theoretical models are provided and
discussed. But because the problems are rather complicated
for finite elastic objects of noncanonical shapes, further re-
search should be carried out.
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Breach, New York, 1992!.

2M. F. Werby and G. J. Tango, ‘‘Numerical study of material properties of
submerged elastic objects using resonance response,’’ J. Acoust. Soc. Am.
79, 1260–1268~1986!.

3R. H. Hackman and D. G. Todoroff, ‘‘An application of the spheroidal-
coordinate-based transition matrix: The acoustic scattering from high as-
pect ratio solids,’’ J. Acoust. Soc. Am.78, 1059–1071~1985!.

4R. H. Hackman, G. S. Sammelmann, K. L. Williams, and D. H. Trivett,
‘‘A reanalysis of the acoustic scattering from elastic spheroids,’’ J.
Acoust. Soc. Am.83, 1255–1266~1988!.
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This paper presents an energy model for the medium- and high-frequency analysis of Love–
Kirchhoff curved beams. This model introduced by Nefske and Sung@Statistical Energy Analysis
NCA 3, 47–54~1987!# for straight beams and investigated further by other authors, is developed for
curved rods~tangential or longitudinal waves!, and then for curved beams~radial or flexural waves!.
The exact-energy solution for curved rods or beams is shown to consist of a smooth spatial
variation, which the energy model represents, and a spatially oscillating solution, which can be
represented by an energy envelope. Finally, a complete energy model is proposed for curved
components including both longitudinal and flexural waves. Boundary conditions are also given in
this paper. It is shown that this method, which is numerically attractive in the mid- and
high-frequency range, predicts the arithmetic mean value of the energy variables. ©1997
Acoustical Society of America.@S0001-4966~97!05807-4#

PACS numbers: 43.40.Cw@CBB#

LIST OF SYMBOLS

v circular frequency
E0 Young’s modulus
E complex modulus
h damping ratio
s curvilinear coordinate
R radius of curvature
S area of section
I inertia
r mass density
N tensile load
T shear force
M bending moment

u tangential displacement
v radial displacement
u rotation of section
W energy density
P active energy flow
pdiss power density being dissipated
pl f exchanged power density from longitudinal

to flexural form
k complex wave number of curved system
k` complex wave number of straight system
cg group velocity
a1,a2,b1,b2 displacement magnitudes
A1,A2 energy magnitudes

INTRODUCTION

In designing structures, one of the main questions is how
to predict and control noise and vibration? At low frequen-
cies, several tools allow the vibration level and the noise
transmission to be predicted so that effective treatments can
be applied. Among these techniques, the finite element
method and the boundary element method are at present the
most important ones. However, these methods are not suited
to the analysis of the behaviour of systems in the mid- and
high-frequency range, because a small mesh size is required
which makes model generation, turnaround time, and com-
putations too costly.

At high frequencies where the modal density of struc-
tures is relatively high, statistical energy analysis~SEA!1 is
often used to predict the space and frequency-averaged en-
ergy level of each component of a built-up structure. How-
ever, the SEA method gives no information on the spatial
repartition of energies within each substructure. In addition,
SEA requires the use of coupling loss factors which are dif-
ficult to predict for complex structures.

Concerning the dynamic analysis of structures in the
mid- and high-frequency range, some methods are still based

upon the modal behavior. Dowell and Kubota2 and Doherty
and Dowell3 have shown that some results of SEA can be
derived from an asymptotic limit of classical modal analysis.
They called this approach the asymptotic modal analysis
~AMA !. This technique is based on the assumptions that in
the frequency domain under consideration, the modal char-
acteristics such as masses, frequencies, and damping, do not
vary rapidly. Thus at high frequencies, AMA can be used to
predict frequency-averaged vibrational responses. However,
the feasibility of this technique for the analysis of complex
structures has yet to be demonstrated.

In an another context, Guyader4 developed the so-called
modal sampling method~MSM! for single and coupled rods.
It consists of retaining only the most energetic modes in the
modal decomposition of the structural response. Then, the
method allows the prediction of an average level of structural
response. This technique is still under development.

The power flow method presented by Belovet al.5 and
Luzzato6 would appear to be an interesting alternative for use
in the mid- and high-frequency range. This approach takes
into account the spatial variation of energy within systems
and is an analytical formulation. In addition it is amenable to
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a numerical implementation such as finite or boundary ele-
ment methods. Nefske and Sung7 established the relation be-
tween the energy density and its flow in beams, and wrote a
second-order differential equation similar to that which de-
scribes heat conduction. Wohlever and Bernhard,8 and
Bouthier and Bernhard9,10 investigated the procedure further.
They proposed an energy model for bars, beams, mem-
branes, plates, and acoustical cavities. The cases considered
involved a single mode of propagation~unique group veloc-
ity!, and a single form of energy.

The aim of this study is to present an energy model of
Love–Kirchhoff curved beams.11 First, the equation of mo-
tion is established in terms of radial and tangential displace-
ment of a curved beam. The expressions of the total energy
density and the energy flow are also provided. Energy equa-
tion and boundary conditions are developed separately for
flexural and longitudinal waves. Finally, a complete energy
model for curved beams including both flexural and longitu-
dinal effects is given. A numerical example is presented to
show the feasibility of this method.

I. KINEMATIC MODEL FOR CURVED BEAMS

The addition of curvature to beams which leads to an
infinite variety of shapes, significantly modifies the vibra-
tional behavior of beams. The standard reference for the gov-
erning equations of beams of arbitrary curvature is Love.11

Referring to Love, the dynamical equation of motion for a
beam of constant curvature is presented with several simpli-
fications. Energy quantities are also given.

First of all, the curved beam is assumed to be excited by
a harmonic pure tonef 5v/2p and steady state conditions
are assumed. Therefore, by using complex notation, the time
dependenceeivt is suppressed in the remaining text. A hys-
teretic damping model is adopted. Thus a complex modulus
E5E0(11 ih) is introduced whereE0 is the Young’s modu-
lus.

Consider the curved beam shown in Fig. 1. The kine-
matic behavior depends on the displacement of each section.
Three degrees of freedom are needed to describe displace-
ments. The tangential displacement along the neutral axiss
of the beam is denoted byu, andn andu denote the radial
displacement and the rotation, respectively, of each section.
The tensile load is notedN, the shear forceT, and the bend-
ing momentM . The variations of these quantities are shown
for a positive increment of arc lengthds in Fig. 2.

The dynamic equilibrium of the element is then written
in the three directions of displacement:

R
dN

ds
1T52rSRv2u,

R
dT

ds
2N52rSRv2n, ~1!

dM

ds
1T52rIv2u.

It can be also shown11 that the relationships between the
tensile loadN, the bending momentM , and the displace-
ments are as follows:

N5ESS n

R
1

du

dsD , M5EI
d

ds S 2
u

R
1u D . ~2!

In addition, assuming that the plane sections remain orthogo-
nal to the neutral axis, the relationship which relates the de-
gree of freedomu to the radial displacementn is simply

u5
dn

ds
. ~3!

By neglecting the inertia term of rotation in the momen-
tum equilibrium relationship~1!, and by combining the ex-
pressions~1!–~3!, the governing equations of a curved beam
under steady state conditions, become

EI
d2

ds2 S u

R
2

dn

dsD1ES
d

ds S n1R
du

dsD52rRSv2u,
~4!

EI
d3

ds3 S u

R
2

dn

dsD2ESS n

R2 1
1

R

du

dsD52rSv2n.

For the following developments, the propagation char-
acteristics are obtained for such structures, by considering
harmonic waves of the form

u5ae2 iks, n5be2 iks. ~5!

By introducing these expressions into the governing equa-
tions ~4!, the following matrix equation is obtained:

FIG. 1. Naturally curved beam.

FIG. 2. Differential element from a curved beam.
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Fv2R2

c0
2 2k2R22k2m2 2 i ~kR1k3Rm2!

i ~kR1k3Rm2!
v2R2

c0
2 212k4R2m2G FabG5F00G ,

~6!

wherec05
def

AE/r andm5
def

A I /S.
Freely propagating harmonic waves may exist only if

the determinant in the above system vanishes. The resulting
dispersion equation is

S v2R2

c0
2 2k2R22k2m2D S v2R2

c0
2 212k4R2m2D

2~kR1k3Rm2!250. ~7!

This bicubic equation, where the unknown isk, leads to six
complex solutions where three wave numbers have opposite
signs. The explicit expressions for these complex wave num-
bers can be obtained by using the Cardan formulas, but they
are not given here for the sake of simplicity. However, some
asymptotic expressions are derived for small values ofē
5m/R in Appendix A. The real parts of the nondimensional
wave numbersk̄5km deduced from the dispersion equation
are plotted in Fig. 3 versus nondimensional frequencyv̄
5mv/c0. This curve depends on the nondimensional param-
eter ē5m/R and shows the existence of two different re-
gions. In the first region, there are two symmetric branches
of propagation, while in the second region four propagating
modes are exhibited. These remarks will be very useful for
the wave analysis given below. We are interested in model-
ing at medium- and high-frequencies in the second region.

The wave number solutions of~7! can be noted as fol-
lows:

kl ,2kl ,kf
p ,2kf

p ,kf
e ,2kf

e , ~8!

where the subscriptl refers to longitudinal waves andf to
flexural waves. In addition, the superscriptp refers to propa-
gating waves whilee refers to evanescent waves. In Appen-

dix A, it can be seen that, when the radius of curvatureR
becomes very large~i.e., R tends to infinity!, the solutions in
Eq. ~8! become

vAr

E
,2vAr

E
,S rS

EI
v2D 1/4

,

2S rS

EI
v2D 1/4

,i S rS

EI
v2D 1/4

,2 i S rS

EI
v2D 1/4

. ~9!

These expressions are the wave numbers for longitudinal
motion of bars and transverse motion of Euler–Bernoulli
straight beams. This justifies the use of the subscriptl and
f .

The total energy density is the sum of energies associ-
ated with the longitudinal and flexural motions, as follows:

Wl5
rSv2

4
uu* 1

E0S

4 S n

R
1

du

dsD S n

R
1

du

dsD *
,

~10!

Wf5
rSv2

4
nn* 1

E0I

4

d

ds S u

R
2

dn

dsD d

ds S u

R
2

dn

dsD *
.

Moreover, there are three kinds of active energy flow
which represent the flexural and longitudinal behavior, and
the energy flow density exchanged between tangential~lon-
gitudinal! and radial~flexural! waves, respectively,

Pl5RealS iv

2 H N2
M

R J u* D ,

Pf5RealS iv

2 H Tn* 1M
dn*

ds J D ,
~11!

pl f 5RealS iv

2R H Nn* 1M
du*

ds J D ,

pf l52pl f .

In the following sections, several energy models will be
presented. The aim of these models is to be able to predict
the energy quantities that incorporate several simplifications
without the need to solve the dynamical equations of motion
~4!.

II. PREAMBLE FOR THE ENERGY MODELS

We now present the smooth energy formulation~SEF!
for curved beams. This approach is based on the following
assumptions:

~1! The damping loss factor is small (h!1).
~2! The participation of evanescent waves can be neglected.
~3! The interferences between propagating waves can be ne-

glected.

Two energy variables are involved in these models: the
energy densityW defined as the sum of the kinetic energy
density and the potential energy density, and the active en-
ergy flow P defined as the real part of the complex energy
flow. As in previous section, a subscript is added that refers
to the type of wave:l for longitudinal andf for flexural.
Moreover, a superscript1 or 2 denotes the direction of
propagation of the wave at hand. We define the incident

FIG. 3. Dispersion curve of a curved beam: nondimensional wave number
k̄ versus nondimensional frequencyv̄ for ē50.0014.
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energy densityW1 ~resp. reflected energy densityW2! and
the incident energy flowP1 ~esp. reflected energy flow
P2! as the energy quantities supported by a simple incident
wave ~resp. reflected wave!, traveling in a positive~resp.
negative! direction. These quantities are sometimes called
partial energies.

Obviously, when an incident wave and a reflected wave
occur simultaneously, the global energy densityW and the
energy flowP are nota priori simply the sum of the corre-
sponding partial energies. An additional term appears be-
cause of the existence of interferences between the two
waves. As the smooth energy formulation~SEF! does not
take into account those interferences, this additional term is
neglected and the global energy densityW and the active
energy flowP are given in the following form:

P5P11P2, W5W11W2. ~12!

This is a linear superposition principle extended to energy
quantities.

In the following sections three energy models are stud-
ied. The first one considers just the longitudinal energies
produced by a tangential wave where the effect of flexural
energies is neglected. The second one considers just the flex-
ural energies produced by a flexural wave. Finally, the third
one is the most complete and takes into account the effects of
the exchange of energy between the flexural and the longi-
tudinal waves. Indeed, the previous kinematic equations
show that if a longitudinal wave or a flexural wave appear
alone, both longitudinal and flexural energies are produced.
The two first models must not be considered as particular
cases of the third but actually as an illustration. However,
this approximation is introduced for the simplification that it
brings. As can be seen, the power exchanged between the
two waves is not high especially at high frequencies. If a
given system is excited with a tangential force or with a
radial force, the corresponding energy dominates and the
other energy may be neglected.

III. ENERGY MODEL FOR TANGENTIAL WAVE

A. Energy flow equation

Consider a system subjected to only longitudinal vibra-
tions. The energy quantities associated with this wave are
denoted asWl andPl .

The first step in the derivation of the energy models is
the well-known local power balance~Fig. 4!. Under steady
state conditions with no load, the global power balance be-
comes

dPl

ds
1pdiss

l 1pl f 50 with pdiss
l 5hvWl and pl f 5alWl .

~13!

The second relationship~13! is a common model for dissi-
pation. For instance, this is precisely the model used in sta-
tistical energy analysis.1 It assumes no distinction between
kinetic and potential energy densities. While the third rela-
tionship~13! is the part of longitudinal energy transferred to
flexural energy, flexural energy is not taken into account in
this model, and may be considered as a dissipative term.

Hence, in order to establish an explicit energy equation,
a relationship between the global active energy flow and the
total energy densityPl5H(Wl) has to be obtained. This
relationship depends on the kind and the number of the
waves that occur which, in this section, is just the longitudi-
nal wave. It is not easy to exhibit the more general energy
operatorH. However, an alternative is to use the partial en-
ergy quantities. Then, the partial power balances for separate
incident energies and reflected energies can be written as

dPl
1

ds
1~hv1al !Wl

150 and
dPl

2

ds
1~hv1al !Wl

250.

~14!

Obviously, the global power balance given in expression
~13! can be deduced by summing these relationships. In ad-
dition, using the partial quantities, the relationships between
the partial energy density and active energy flow are merely
a proportionality. Then

Pl
15cg

l Wl
1 and Pl

252cg
l Wl

2 , ~15!

wherecg
l is the group velocity associated to the longitudinal

wave.
The group velocity is the speed at which energy flows.

Its definition in terms of the longitudinal wave number is

cg
l 5

dv

dkl
. ~16!

Alternatively, its value can be evaluated directly from the
proportionality constants given in Appendix B.

The partial constitutive laws given in Eq.~15! are estab-
lished for a nondissipative wave guide12 since the employed
group velocity is that for an undamped system. For SEF
developments, the damping loss factor is assumed to be very
small ~first assumption!, and then relationships~15! are as-
sumed to remain valid. In addition, the effects of damping
are taken into account by way of the power being dissipated
in the power balance relations~14!.

Substracting the relationships~14! yields

d

ds
~Pl

12Pl
2!1~hv1al !~Wl

12Wl
2!50.

Using proportionality relationships~15!

cg
l d

ds
~Wl

11Wl
2!1

hv1al

cg
l ~Pl

11Pl
2!50.

Thus by virtue of~12!, the global active energy flow,Pl , is
simply proportional to the first derivative of the global en-
ergy densityWl :

FIG. 4. Local power balance.
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Pl52
cg

l 2

hv1al

dWl

ds
. ~17!

Finally, combining expressions~17! and ~13!, one ob-
tains the explicit energy equation for tangential movement of
curved waveguide:

d2Wl

ds2 2
~hv1al !

2

cg
l 2

Wl50. ~18!

Let us define the real wave numberk`
l as the wave num-

ber of the straight longitudinal excited nondissipative sys-

tem:k`
l 5

def
vAr/E0. Then, when the nondimensional quantity

Rk̀l becomes infiniteRk̀l →`, the group velocitycg
l is the

same as for straight bar,v/k`
l , and the exchanged coeffi-

ciental vanishes, so energy equation~18! is the same as that
developed in Refs. 8 and 13:

d2W

ds2 2h2k`
l W50. ~19!

The solution of Eq.~18! is the sum of an incident and a
reflected term:

Wl~s!5A1e@~hv1al !/cg
l
#s1A2e@~hv1al !/cg

l
#s. ~20!

To solve this problem completely, one must determine the
energy amplitudesA1 andA2 occurring in the previous ex-
pression~20!. To calculate the energy magnitudesA1 and
A2, the classical boundary conditions may be written in
terms of the variablesWl andPl . A complete study concern-
ing the energetic boundary and coupling conditions has been
already made14 in the case of a simple Euler–Bernoulli beam
and other waveguides.15 The general procedure proposed
there remains, of course, valid in the case of radial waves in
the waveguide. For instance, at an excited node located at
s0 , the active energy flow is assumed to be known.

Pl~s0!5Pin j . ~21!

For a dissipative end located ats1 , the equivalent energy
boundary condition is

Pl
2~s1!5r l Pl

1~s1!

or ~22!

~Pl2cg
l Wl !~s0!5r l~Pl1cg

l Wl !~s0!,

wherer l is a reflection coefficient. Note that this coefficient
may be smaller than one even for a nondissipative end due to
mode conversion: A part of longitudinal incident energy flow
is converted into flexural energy flow.

Boundary conditions~21! and ~22!, when combining
with relationship~20!, allow the energy density magnitude
A1 andA2 to be calculated.

B. The envelope energy expression

Energy equation~18! given above allows the prediction
of the level of the total energy density, and the active energy
flow without interferences. Its solution~20! has a smooth
spatial variation with no local oscillations. In this section,

further information is deduced from the energy equation~18!
by comparing it to the solution of the equations of motion
~4!.

Indeed, the particular solution of Eqs.~4!, corresponding
to a couple of longitudinal waves, can be written

u5a1e2 ikl s1a2eikls,
~23!

n5b1e2 ikl s1b2eikls.

By virtue of ~6!, a proportionality exists betweenb6 and
a6. Let j l denote this proportionality, so thatb15j la

1 and
b252j la

2 where

j l5
v2R2/c0

22kl
2R22kl

2m2

i ~klR1kl
3Rm2!

5
2 i ~klR1kl

3Rm2!

v2R2/c0
2212kl

4R2m2 .

~24!

By introducing expression~23! in the longitudinal en-
ergy density expression given by~10!, the following formu-
las for the total energy density are obtained:

Wl~s!5Wsmooth~s!1Wasc~s!,

Wsmooth~s!5
1

4 FrSv21E0SUj l

R
2 ik lU2G

3~ ua1u2e2 Imag~kl !s1ua2u2e22 Imag~kl !s!,

~25!

Wasc~s!5
1

4 FrSv22E0SUj l

R
2 ik lU2G

3~a1a2* e22i Real~kl !s1a2a1* e2i Real~kl !s!.

The comparison between the total energy density~25!
calculated using solution~23! and the one given in expres-
sion ~20! and evaluated from the smooth energy formulation,
shows that relationship~20! is the smooth term that occurs in
~25!. This first term, corresponding to the real exponential
terms, has a slow spatial variation, while the second energy
term has an oscillating spatial variation. In addition, a mere
identification gives the magnitudesA1 and A2 in terms of
ua1u2 and ua2u2:

A15
1

4 FrSv21E0SUj l

R
2 ik lU2G ua1u2,

~26!

A25
1

4 FrSv21E0SUj l

R
2 ik lU2G ua2u2.

Moreover, the magnitude of the oscillating components
Wosc is given by

Masc5
1

2 UrSv22E0SUj l

R
2 ik lU2Uua2a1* u

52
UrSv22E0SUj l

R
2 ik lU2U

UrSv21E0SUj l

R
2 ik lU2U AA2A1, ~27!

whereA1 and A2 are the energy magnitudes predicted by
SEF.

In the case of large value ofRk̀l , the magnitude of the
oscillating components is simply

Masc'2AAB/R2k`
l 2. ~28!
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As a result of this remark, the energy equation~20! con-
tains additional information on the lower and the upper en-
ergy envelopes:

Wupper~s!5A1e@~hv1al !/cg
l
#s1A2e@~hv1a1!/cg

l
#s1Masc,

~29!

Wlower~s!5A1e@~hv1al !/cg
l
#s1A2e@~hv1al !/cg

l
#s2Masc.

Consequently, SEF for tangential waves predicts not only the
smooth level of the total energy density and active energy
flow, but their upper and lower envelopes too.

IV. ENERGY MODEL FOR RADIAL WAVES

In this section an energy model for a system containing
only radial waves is developed in a similar way as for the
system with only tangential waves in Sec. III.

A. Energy equation

Let us consider the solution of the frequency equation.
In Eq. ~8! we noted that two kinds of wave numbers exist for
radial case: an evanescent wave numberkf

e and a propagating
wave numberkf

p . The amplitudes of the evanescent waves
decrease rapidly away from boundaries, and are then ne-
glected for SEF developments~second assumption!. There-
fore the only group velocity to be considered for radial
waves is associated to the wave number for propagating
waves:

cg
f 5

dv

dkf
p . ~30!

Hence, the problem associated with the propagating ra-
dial waves becomes similar to the tangential case treated
before. In particular, the relationship between the global ac-
tive energy flow and total energy density is as follows:

Pf52
cg

f 2

hv1af

dWf

ds
. ~31!

By introducing this constitutive law in the active power
balance, one obtains the following energy equation for the
radial behavior of a curved waveguide:

d2Wf

ds2 2
~hv1af !

2

cg
f 2 Wf50. ~32!

By introducing the wave numberk`
f corresponding to a

straight nondissipative Euler–Bernoulli beam,k`
f

5
def

(rSv2/E0I )1/4, and by assuming the quantityRk̀f to be
very large, the energy equation obtained is merely the well-
known energy equation developed by Refs. 7, 8, and 13:

d2W

ds2 2
h2k`

f 2

4
W50. ~33!

The solution of energy equation~32! is

Wf~s!5A1e2@~hv1a!/cg
f
#s1A2@~hv1a!/cg

f
#s. ~34!

The equation above is solved using energetic boundary
conditions. Here, relationships similar to~21! and~22! given
in the tangential case are valid.

B. The energy envelope expression

In a manner similar to that used for tangential waves, the
upper and lower total energy density envelopes can be deter-
mined. Let us consider a couple of propagating flexural
waves where the resulting tangential and radial displace-
ments are as follows:

u5a1e2 ik f
ps1a2eik f

ps,
~35!

n5b1e2 ik f
ps1b2eik f

ps.

The proportionality betweenb6 and a6 still applies i.e.,
b15j fa

1 andb252j fa
2 where

j f5
v2R2/c0

22kf
p2

R22kf
p2

m2

i ~kf
pR1kf

p3
Rm2!

5
2 i ~kf

pR1kf
p3

Rm2!

v2R2/c0
2212kf

p4
R2m2

. ~36!

Then, the expression for the transverse energy density in
case of a flexural propagating wave is:

Wf~s!5Wsmooth~s!1Wasc~s!,

Wsmooth~s!5
1

4 FrSv2uj f u21E0IU ik f
p

R
2kf

p2
j fU2G

3~ ua1u2e2 Imag~kf
p
!s1ua2u2e22 Imag~kf

p
!s!,

~37!

Wasc~s!5
21

4 FrSv2uj f u21E0IU ik f
p

R
2kf

p2
j fU2G

3~a1a2* e22i Real~kf
p
!s1a2a1* e2 Real~kf

p
!s!.

Hence, as in the tangential case, the magnitude of the
oscillating field is given by

Masc52AA1A2. ~38!

It is surprising that this magnitude does not depend explicitly
on the presence of curvature. In fact, the obtained magnitude
of oscillations 2AA1A2 is exactly the one given in Ref. 16
for the case of a straight Euler–Bernoulli beam. Obviously,
the curvature affects the values of the coefficientsA1 and
A2 by means of the group velocity which depends on this
curvature.

In the case of radial waves in curved wave guides, the
upper and lower total energy density variation are given sim-
ply by

Wupper~s!5A1e@~hv1af !/cg
f
#s1A2e@~hv1af !/cg

f
#s1Masc,

~39!

Wlower~s!5A1e@~hv1af !/cg
f
#s1A2e@~hv1af !/cg

f
#s2Masc.
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V. COMPLETE ENERGY MODEL OF CURVED BEAMS

The case of the simultaneous propagation of radial and
tangential waves in the waveguide is more complicated than
the propagation of the individual waves. Every kind of en-
ergy quantity which was previously defined in Sec. I, appears
simultaneously in this case:

Pl
1 ,Pl

2 ,Pf
1 ,Pf

2 ,Wl
1 ,Wl

2 ,Wf
1 ,Wf

2 . ~40!

To these quantities, we add the active energy flow,
which characterizes the exchange between the longitudinal
~tangential waves! and the flexural~radial waves! behavior.
The exchanged energy flows are

pl f
1 ,pl f

2 . ~41!

Let us generalize the derivation of the energy equations
established for a single wave. We noted that when interfer-
ences were neglected, a linear superposition principle is valid
for energy quantities. Relationship~12! then becomes

Z5Z11Z2 with Z5P, W, or p. ~42!

In this case, the local power balance is composed of two
coupled equations due to the presence of the exchanged en-
ergy flows:

d

ds S Pl
1

Pf
1D 1S pdiss

l 1

pdiss
f 1 D 1S pl f

1

2pl f
1D 5S 0

0D ,
~43!

d

ds S Pl
2

Pf
2D 1S pdiss

l 2

pdiss
f 2 D 1S pl f

2

2pl f
2D 5S 0

0D .

The damping model,pdiss5hvW is still valid. Now, the
constitutive relationships between the propagating quantities
have to be established. In the coupled case, relationships~15!
used for both radial waves and tangential waves are still
valid, but the proportionality coefficient becomes a 2 by 2
matrix:

S Pl
1

Pf
1D 5@Cg#232S Wl

1

Wf
1D , S Pl

2

Pf
2D 52@Cg#232S Wl

2

Wf
2D .

~44!

An additional relationship is written for the exchanged
energy flows as follows:

S pl f
1

2pl f
1D 5@A#232S Wl

1

Wf
1D , S pl f

2

2pl f
2D 5@A#232S Wl

2

Wf
2D ,

~45!

where@A# is a 2 by 2matrix with a second row equal to the
opposite of the first:

@A#5S l g

2l 2g D .

Note that the matrix appearing in the second relationship
~45! is not the opposite of those in the first relationship con-
trary to Eq.~44!. This means that when the propagation di-
rection of a wave is inverted, there is no modification of the
active energy flow exchanged between the radial and tangen-
tial waves. The complete expressions of the matrices@Cg#
and @A# are given in the Appendix B.

Given the constitutive relationships in Eqs.~44! and
~45!, it becomes easy to deduce the equation for the energy
flow for coupled radial and tangential waves. The sum of
expressions~43! leads to the global power balance:

d

ds S Pl

Pf
D1hvS Wl

Wf
D1@A#232S Wl

Wf
D5S 0

0D . ~46!

The difference between the expressions yields the con-
stitutive relation between the global energetic variables:

d

ds H S Pl
1

Pf
1D 2S Pl

2

Pf
2D J 1~hv@ I #2321@A#232!

3H S Wl
1

Wf
1D 2S Wl

2

Wf
2D J 5S 0

0D , ~47!

where @ I # is the identity matrix. Substituting~44! for each
term yields

S Pl

Pf
D52@Cg#~hv@ I #1@A# !~21!@Cg#

d

ds S Wl

Wf
D . ~48!

Thus by substituting expressions~48! into ~46!, the sys-
tem of energy equations for the coupled problem is written
as

d2

ds2 S Wl

Wf
D2„@Cg#~21!~hv@ I #1@A# !…2S Wl

Wf
D5S 0

0D .

~49!

The solutions of this system introduce four energy mag-
nitudes which may be evaluated from energy boundary con-
ditions. For instance, at an excited node, the injected active
energy flow is assumed to be known, and then

S Pl

Pf
D ~s0!5S Pl inj

Pf inj
D . ~50!

Moreover, at a dissipative end, the following relationship is
written:

S Pl
2

Pf
2D ~s1!5@R#232S Pl

1

Pf
1D ~s1!

or ~51!

F S Pl

Pf
D2@Cg#232S Wl

Wf
D G~s1!

5@R#232F S Pl

Pf
D1@Cg#232S Wl

Wf
D G~s1!.

The matrix @R# is constituted from four reflection coeffi-
cients which illustrate mode-conversion phenomena. Each
coefficient has a non-negative value smaller than one. The
nondissipative condition leads to special relationships: The
sum of each column must be equal to one.

VI. NUMERICAL SIMULATIONS

Consider a curved beam with mass densityr
57800 kg/m3, Young modulusE52.1 e11 N/m2, inertia I
58.3 e210 m4, cross sectionS51 e24 m2, length L51 m,
and radius of curvatureR50.25 m. The damping ratioh is
taken to be equal to 0.05.
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First of all, the curved beam is excited at its right end
node 1 by a longitudinal force of strength 1 N. Following
~21!, the longitudinal active energy flowPl is assumed to be
known at node 1. At the left end of the waveguide, node 0,
the clamped end boundary condition is used which corre-
sponds to the relationship~22! with an appropriate reflection
coefficient ~see Appendix C!. Two calculations are per-
formed. The first solves governing equations~4! and the lon-
gitudinal energy density and energy flow are then evaluated
using Eqs.~10! and ~11!. This classical calculation is taken
as a reference. On the other hand, combining expressions
~21! and ~22!, one can find the energy magnitudesA1 and
A2 and then the energy quantities are obtained from Eqs.
~17! and~20!. This is the SEF result. The results of the simu-
lations are given in Figs. 5 and 6 for a pure-tone excitation at
f 511 000 Hz. Thus it can be shown that the energy model
~20! produces a prediction of the local space average of total

energy density and active energy flow. Therefore, as the so-
lution given by this model varies slowly in space, a numeri-
cal implementation of this procedure with finite elements for
instance, would require a few degrees of freedom. This is
very attractive in the mid- and high-frequency domain. Fi-
nally, note that the energy flow predicted by SEF does not
vanish at the clamped end. Actually, the local energy flow
predicted by the equation of motion will disappear but its
mean value over a vicinity will not disappear. This apparent
dissipation is relevant to mode conversion phenomena.

Second, the curved beam is excited at node 1 by a trans-
verse force strength 1 N. The injected active energy flow is
assumed to be known at this node. At the end of this wave-
guide the energetic clamped end~22! is still valid at this
stage. The energy system to be solved in order to determine
the energy magnitudesA1 andA2 is formally the same as in
the longitudinal case. Results are given in Figs. 7 and 8. The

FIG. 5. Longitudinal energy density variation versuss axis; s equation of
motion ~4!; * energetic equation~18! and its associated upper and lower
bounds given in~29!.

FIG. 6. Longitudinal energy flow variation versuss axis; s equation of
motion ~4!; * energetic equation~18!.

FIG. 7. Transverse energy density variation versuss axis; s equation of
motion ~4!; * energetic solution~34! and its associated upper and lower
bounds given in~39!.

FIG. 8. Transverse energy flow variation versuss axis; s equation of mo-
tion ~4!; * energetic solution~34!.
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comparison between the classic calculation of the energy
density and the energy flow from the kinematic model~4!
shows that SEF again allows the prediction of the required
smooth level of the energy density and the energy flow.
Moreover, the application of relationships~39! permits the
upper and lower energy envelopes to be known.

Finally, the complete coupled system is simulated. Two
forces are applied: a longitudinal force of strength 5 N and
an antiphase transverse force of strength 1 N. The results of
a simulation are given in Figs. 9–12 versus the curvilinear
coordinates. However, in opposition to previous simulations
where the excitation was in pure tone, the classical calcula-
tion is now performed over the octave 5000 Hz–10 000 Hz.
Actually, the matrix@R# has been determined for a semi-
infinite system and then it is applicable to a finite system in
a frequency-average sense. However, it turns out that the
differences between the pure-tone reflection coefficients~not

determined here! and the semi-infinite ones are small. Then,
as long as we are interested in just one kind of energy in-
duced by respective load, a pure-tone simulation is satisfac-
tory. But, for the coupled model, due to the large domination
of longitudinal energy level by transverse energy level, a
small miscalculation of the transverse reflection coefficient
may induce a large difference on longitudinal energy level.
This is why frequency averages are needed. Results given in
Figs. 9–12 are the average over this octave. The energetic
calculation stems from~49! with boundary conditions~50!
and ~51!. However, the injected power appearing in~50! is
not the exact pure-tone value at the mean frequency but the
mean value for this octave. The latter is obtained by consid-
ering the infinite impedance: The injected power is the one
created by the same excitation applied to the equivalent in-
finite curved beam. Note that the energy flows do not vanish
at the clamped end as previously observed. The longitudinal
energy flow at the clamped end is exactly the opposite of the

FIG. 9. Longitudinal energy density variation versuss axis; s equation of
motion ~4!; * energetic equation~49!.

FIG. 10. Longitudinal energy flow variation versuss axis; s equation of
motion ~4!; * energetic equation~49!.

FIG. 11. Transverse energy density variation versuss axis; s equation of
motion ~4!; * energetic equation~49!.

FIG. 12. Transverse energy flow variation versuss axis; s equation of
motion ~4!; * energetic equation~49!.

951 951J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Le Bot et al.: Energy flow models



transverse energy flow at the same point. So, the clamped
end is a nondissipative end. In Figs. 13–16 the energy quan-
tities are plotted at a point versus frequency. It can be ob-
served that the energy quantities issued from SEF are not
only the local space average of exact quantities but also the
frequency average. This average must be performed over a
frequency band which contains at least several eigenfrequen-
cies.

VII. CONCLUDING REMARKS

In this paper, a new formulation has been proposed to
allow the prediction of the dynamical behaviour of curved
beams at high frequencies. This formulation is based on a
solely energetic variables which are the total energy density
and the active energy flow. The results given here generalize
those given in the case of straight rods and beams.7,8,13 This
method is numerically attractive in the mid- and high-
frequency range.

Three models have been studied. The first one is con-
cerned only with the longitudinal behavior. Then by consid-
ering a longitudinal wave alone, this model allows the pre-
diction of the smooth part of the longitudinal energy density
and energy flow. A similar model has been developed for the
flexural behavior. However an additional assumption is re-
quired: The evanescent wave has to be neglected. In these
two models, the upper and lower envelops of the energy
density have been also evaluated. Finally, a complete model
including the effect of the exchanged energy flow between
longitudinal and flexural behavior, has been proposed.
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FIG. 13. Longitudinal energy density variation versusf axis;s equation of
motion ~4!; * energetic equation~49!.

FIG. 14. Longitudinal energy flow variation versusf axis; s equation of
motion ~4!; * energetic equation~49!.

FIG. 15. Transverse energy density variation versusf axis; s equation of
motion ~4!; * energetic equation~49!.

FIG. 16. Transverse energy flow variation versusf axis; s equation of
motion ~4!; * energetic equation~49!.
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APPENDIX A

Let us rewrite frequency equation~7! by using the non-
dimensional quantitiesk̄5km, v̄5mv/c0 , and ē5m/R:

k̄62~v̄212ē 2!k̄41~ ē42v̄2~11 ē 2!!k̄21v̄2~v̄22 ē 2!50.
~A1!

This is a bicubic equation for the unknownk̄. As the wave
number for a straight rod isk`

l 5v/c0 , the solutionk̄l of Eq.
~A1! associated with longitudinal waves must tend tov̄ as
the small parameterē tends to zero. Moreover the value of
k̄l cannot depend on the sign of the radius of curvatureR.
Then, an asymptotic expression ofk̄l must take the form

k̄l5v̄1aē 21o~ ē 2!. ~A2!

Substituting~A2! in ~A1! yields

k̄l5v̄1
113v̄2

2v̄~v̄221!
ē 21o~ ē 2!. ~A3!

An analogous calculation for the transverse wave number
leads to

k̄f
p5Av̄1

31v̄

4Av̄~12v̄ !
ē 21o~ ē 2!. ~A4!

These relationships are valid in case of large radius of cur-
vature.

APPENDIX B

Let us consider a harmonic wave of form~5!. The ad-
missible values for the parameterk are given by dispersion
equation~7!. In order to simplify the following relationships,
we notek1 ~resp.k2!, the incident longitudinal wave number
k1 ~resp. the incident propagating flexural wave number
kf

p!.
Moreover, referring to~6!, for each harmonic wave of

form ~5!, the corresponding displacement magnitudesa and
b are proportional. So, letj i designate the ratio of the dis-
placement amplitudesbi /ai for i 51,2. The expressions for
j i are respectively given in Eqs.~36! and ~24!.

Now, let us assume that an incident radial wave and an
incident tangential wave occur simultaneously in a given
system. The total displacements are

u5a1e2 ik1s1a2e2 ik2s and n5b1e2 ik1s1b2e2 ik2s.
~B1!

Then substituting~B1! into energy expressions~10! and~11!,
and neglecting the cross product terms which are due to in-
terferences between radial and tangential waves, leads to

Wl
15(

i 51

2
1

4 H rSv21
E0S

R2 uj i2 ik iRu2J
3@ uai u2e2 Imag~ki !s#,

Wf
15(

i 51

2
1

4 H rSv2uj i u21
E0I

R2 uki u2u11 ik ij iRu2J
3@ uai u2e2 Imag~ki !s#,

Pl
15(

i 51

2

RealH iv

2 FES

R
~j i2 ik iR!

2
EI

R2 ik i~11 ik ij iR!G J @ uai u2e2 Imag~ki !s#, ~B2!

Pf
15(

i 51

2

RealH iv

2

EI

R
@2ki

2~11 ik ij iR!j i*

2uki u2~11 ik ij iR!j i* #J @ uai u2e2 Imag~ki !s#,

pl f
15(

i 51

2

RealH iv

2

1

R2 @ES~j i2 ik iR!j i*

2EIuki u2~11 ik ij iR!#J @ uai u2e2 Imag~ki !s#.

The corresponding quantities with a minus superscript are
obtained by substituting2ki and2j i everywhere. Relation-
ships~B2! can be written in a simple matrix form as

S Wl
1

Wf
1D 5@w#232S ua1u2e2 Imag~k1!s

ua2u2e2 Imag~k2!sD S Pl
1

Pf
1D

5@`#232S ua1u2e2 Imag~k1!s

ua2u2e2 Imag~k2!sD pl f
1

5@p#132S ua1u2e2 Imag~k1!s

ua2u2e2 Imag~k2!sD . ~B3!

The coefficients of the matrix@w#232 , @`#232 , and
@p#132 are easily identified from expressions~B2!. Thus the
matrix @Cg#232 and @A#232 are given by

@Cg#5@`#@w#~21! and @l g#5@p#@w#~21!. ~B4!

When either the longitudinal or transverse model is con-
sidered, the group velocity and the coefficientsal andaf are
determined from these matrices:

cg
l 5Cg1,1

and cg
f 5Cg2,2

,
~B5!

al5l and af52m.

APPENDIX C

Let us determine the reflection coefficients matrix occur-
ring in ~51!. For this purpose, an incident longitudinal wave
of form ~5! whose magnitudes are denoted byal

1 andbl
1 is

considered first. When this wave encounters the clamped
end, some reflected longitudinal, propagating transverse and
evanescent transverse waves are created. Their magnitudes

are denoted, respectively,al
2 , bl

2 , af
p2

, bf
p2

, af
e2

, and

bf
e2

. By applying the classical clamped boundary conditions
~i.e., m5n5u50! and recalling that magnitudesb are pro-
portional to magnitudesa, three equations determine the

magnitudesal
2 , af

p2
, af

e2
in terms ofal

1 ;

S al
2

af
p2

af
e2
D 5@r #saa1

1 . ~C1!
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Now, applying~B2!, relationships between the reflected en-
ergy flows and the incident energy flows carried by the inci-
dent longitudinal wave are determined as

S Pl
2

Pf
2D

l

5@R#22S Pl
1

Pf
1D

l

. ~C2!

The subscriptl following the vectors indicates that these
energy flows are obtained for an incident longitudinal wave.
Let us recall that in~C2! the unknowns are the coefficients of
the matrix @R#. In a same way, another relationship is de-
rived by considering an incident flexural propagating wave
instead of a longitudinal wave. Then

S Pl
2

Pf
2D

f

5@R#22S Pl
1

Pf
1D

f

. ~C3!

Both ~C2! and ~C3! provide all the material necessary to
calculate the four coefficients of the matrix@R#. A numerical
verification shows that for a undamped system~evanescent
waves do not carry any energy flow!, the sum of each col-
umn of @R# is equal to one. This fact is relevant to a nondis-
sipative end.

Finally, the reflection efficiencies for either longitudinal
or flexural model are just the diagonal coefficients of the
matrix @R#:

r l5R1,1 and r f5R2,2. ~C4!
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Elasto-acoustics of a two-dimensional thin strip by a hybrid
method

Michael El-Raheb
The Dow Chemical Company, Midland, Michigan 48674
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Elastic response of a two-dimensional thin strip coupled to an acoustic fluid is treated. Frequency
response of the strip is expressed using transfer matrices of strip segments, and acoustic pressure of
the fluid is expressed using a constant source density applied over each segment. Acoustic pressure
loading the strip and continuity of elastic and acoustic velocities at midpoints of segments serve to
couple the elastic and acoustic fields. Transmission loss~TL! of a baffled simply supported flat strip
excited acoustically by diffuse sound is compared to TL from a modal solution, and TL measured
across a rectangular plate having the same thickness and material properties. The unexpected close
agreement between TL from the two-dimensional~2-D! strip model and measured TL is explained
by relating strip and plate’s analytical solutions of frequency response, and acoustic impedance from
a prescribed oscillatory motion. ©1997 Acoustical Society of America.@S0001-4966~97!02208-X#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION

The problem of noise transmitted by the interaction of
an elastic medium in contact with an acoustic fluid is finding
an expanding number of applications because of the demand
for a quieter environment in urban developments like trans-
portation, housing, and mechanical appliances. A large body
of work that treats this coupled structural acoustic problem
exists in the literature.1–16 Simplified analytical models of a
flat two-dimensional~2-D! strip vibrating in an acoustic me-
dium were among the earliest attempts to quantify transmis-
sion loss~TL!, since the simplified equations yielded analyti-
cal solutions.1,2 As the structures to be modeled became
more complex, prediction of TL required the development of
general purpose algorithms which systematically discretize
the structure and acoustic fluid into finite elements. For ex-
ternal acoustic radiation from a vibrating structure, the large
number of fluid elements needed for an accurate description
of the acoustic pressure led to the development of the bound-
ary element method which limits the number of acoustic el-
ements to those over the boundary of the structure in contact
with the fluid.16,17 This method reduces the number of un-
knowns, but at the cost of destroying the banded nature of
matrices, compromising computational efficiency.

General purpose computer programs18–21rely on several
related computational schemes which differ principally in the
simulation of the acoustic field. One commonly used scheme
considers the jump in acoustic pressureDp across the thin
segment of plate or shell as the unknown. This yields a
Green’s function with a singularity higher in order than the
integrable singularity in the boundary element method with
pressure as the unknown. To address this difficulty, the sin-
gularity is reduced by requiringDp to be orthogonal to an
assumed smooth functional.16 All programs adopt the modal
expansion method to simulate frequency response of the thin
elastic structure by discretizing it into finite elements. The
displacement vector at nodal points is expressed as a super-
position of eigenfunctions of the undamped structure in
vacuum. These modes provide ana priori description of the

spatial dependence needed to calculate modal acoustic pres-
sure and its gradient. Substituting modal quantities into the
equations of dynamic equilibrium and conditions of continu-
ity of elastic and acoustic velocities at the structure–fluid
interface, then exploiting orthogonality of the eigenfunctions
determines simultaneous equations in the constant coeffi-
cients of the modal expansion andDp. The steps of comput-
ing modal pressure and modal orthogonality require the
evaluation of a double integral in a 2-D case like a strip and
a quadruple integral in a three-dimensional~3-D! case like a
plate.15 Although efficient computational algorithms were
devised to evaluate these integrals for a rectangular panel,13

the calculation becomes demanding for more general geom-
etries. Moreover, one limitation of the modal expansion
method is high modal density of a composite structure when
response is needed at frequencies producing short wave-
lengths. Another limitation is the inadequacy of in-vacuum
eigenfunctions to problems where fluid density is compa-
rable to structural areal density, or when material viscoelas-
ticity produces substantial dissipation. These conditions
strongly modify resonant frequencies and mode shapes.

This work develops a hybrid method treating the elas-
toacoustic interaction of a thin flat or curved strip surrounded
by an acoustic fluid. The strip is divided into small segments
with size a fraction of the shortest acoustic wavelength con-
sidered. The state vectorS of forces and displacements at
one end of a segment is related toS at the other end by a
transfer matrixT according to an analytical solution of the
homogeneous elastodynamic equations in the frequency do-
main. This method overcomes the difficulty from high modal
density and viscoelastic dissipation sinceT is a frequency-
dependent complex matrix accounting for complex valued
material properties. The acoustic pressure and its gradient are
analyzed using a 2-D Green’s function and boundary ele-
ments. Pressure, assumed constant over a segment, is the
sum of influence coefficients multiplied by an unknown
source density vector. Concentrated forces from pressure in-
tegrated over a segment are assumed to act only at interfaces
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of segments. Expressing continuity of elastic and acoustic
velocities at midpoints of a segment completes the coupling
between fluid and strip.

Section I develops the hybrid model of the 2-D strip.
Section II applies the model to a baffled flat strip and com-
pares TL with a modal solution and with measured data
across a rectangular panel with the same thickness and ma-
terial properties. Section III shows how a 2-D strip model
differs from a 3-D plate model by analyzing the separate
structural and acoustic responses. The difference in structural
response is evaluated by analytical solutions for a simply
supported strip and for a plate, each excited by a uniform
pressure with periodic time dependence. The difference in
acoustic response is evaluated by comparing acoustic pres-
sure produced by a strip with that produced by a plate, pre-
scribing the same oscillatory motion.

I. CONSTRUCTING THE HYBRID METHOD

The hybrid method is made up of three steps. The first
step uses equations of the strip’s structural response to create
analytical transfer matrices of the strip’s segments. Continu-
ity at interfaces of segments yields a global matrix relating
the ensemble of state vectors at all interfaces to the external
excitation, from known point forces and net acoustic pres-
sure, applied at these interfaces. The second step uses influ-
ence coefficients to relate source density applied over each
segment to acoustic pressure and its normal gradient. The
third step couples elastic and acoustic fields by requiring
continuity of acoustic and elastic velocities at the center of
each segment.

A. Analysis of structural response

The strip is divided into short flat or curved segments.
Let S~x! be the state vector of forcesf and displacementsg
at a point on the segment~see Fig. 1! referred to a local
orthogonal coordinate system~x,y! with origin at one end of
the segment wherex is tangent to the segment:

S~x!5$f,g%5$ f x , f y ,mz ;u,w,u%T, ~1!

where 0<x< l and l is the intrinsic length of a segment.
Solving the homogeneous dynamic equations of equilibrium
with periodic motions in time yields

S~x!5B~x!C, ~2!

whereB~x! is the solution matrix in terms of primitives of
the differential operator andC is a vector of constant coef-

ficients. EvaluatingS at x50 andx5 l then eliminatingC
produces the transfer matrix of a segmentT

S~ l !5B~ l !B21~0!S~0![T~ l→0!S~0!. ~3!

Derivations ofB~x! andT for flat and circular segments are
found in Appendix A. Continuity ofS at interfaces of seg-
ments and constraints at the ends of the strip produces the
global tridiagonal transfer matrixTG relating the global state
vector SG to the external concentrated force vectorFG0 at
~N11! interfaces of segments

TGSG5FG0 ,

SG5$S1 ,S2 ,...,SN11%
T[$f1 ,g1 ,f2 ,g2 ,...,fN11 ,gN11%

T, ~4!

FG05$F10,F20,0,F30,0,...,0,FN11,0%
T,

TG53
2I Z 1 0 0

t11
1 t12

1 2I Z 2

t21
1 t22

1 0 2I 0 0

0 0 t11
2 t12

2 2I Z 3

t21
2 t22

2 0 2I

A A

t11
N t12

N 2I Z N

t21
N t22

N 0 I

0 0 2I Z N11

4 . ~4a!

In ~4a!

F t11
j t12

j

t21
j t22

j G[T j

are the four submatrices forming the transfer matrix of the
j th segment,T j , Z j is a ~333! impedance matrix connect-
ing the j th interface to a fixed point in space, andI is the
~333! unit matrix.

B. Analysis of acoustic response

A source density of constant spatial intensitys j is dis-
tributed along thej th strip segment. Acoustic pressure and
its normal gradient at the central point of thei th segment
with unit normalni are given by

pi5(
j 51

N

Ai j s j , ~5a!

]pi

]ni
5(

j 51

N

Bi j s j , ~5b!

whereAi j and Bi j are pressure and pressure gradient influ-
ence coefficients of the source density over thej th segment.
In two dimensions,

Ai j 52
1

2 E
0

sj
@Y0~kfr i j !2 iJ0~kfr i j !#ds, i 5A21,

~6a!

FIG. 1. The 2-D thin strip made of flat and circular segments.

956 956J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Michael El-Raheb: Response of thin strips



Bi j 5
kf

2 E
0

sj
@Y1~kfr i j !2 iJ1~kfr i j !#ds,

r i j 5„~xi2xj !
21~yi2yj !

2
…

1/2, kf5
v

cf
, ~6b!

wherecf is speed of sound in the acoustic fluid,v is radian
frequency,s ~0<s<sj ! is an intrinsic coordinate along the
j th segment, andJn ,Yn are Bessel and Neuman functions.
As r→0, Y0~kfr ! has a ln~r! integrable singularity while
Y1~kfr ! has a~1/r ! singularity in the form of a Cauchy
principal value.Ai j andBi j are decomposed into

Ai j 5Ri j 1S i j , Bi j 5Rni j1S ni j , ~7!

whereR and S are regular and singular parts of the inte-
grals in~6!. Expressions forAi j , Bi j , R, andS are derived
in Appendix B for flat and curved segments.

C. Analysis of coupled response

Consider first the unbaffled case in which a single fluid
without any acoustically isolated parts is in contact with both
sides of a thin strip. The strip is divided into small segments.
Let subscripts ‘‘1’’ and ‘‘2’’ refer to quantities on the
‘‘lower’’ and ‘‘upper’’ faces of a segment~see Fig. 1!. Glo-
bal dynamic equilibrium of all segments of the strip is ex-
pressed by~4!

TGSG5FG0
5p̄22p̄11p̄022p̄011F0 . ~8!

Here, p̄2 and p̄1 are forces from acoustic pressure produced
by motion of the strip and found by Eq.~5a! integrated over
segments and acting at interfaces,p̄02 and p̄01 are known
forces from acoustic pressure generated by external acoustic
sources, andF0 are external point forces. Expressingp̄ in
terms of influence coefficients

p̄22p̄15Āe2,2s21Āe2,1s12Āe1,2s22Āe1,1s1 , ~9!

where Āek,l is the extended pressure influence coefficient
matrix along thekth face due to the source density vector
s l along thel th face. Since the segment is thin,

Āe2,25Āe1,1 and Āe2,15Āe1,2 ~10!

which simplifies~9! to

p̄22p̄15~Āe2,22Āe2,1!~s22s1!. ~11!

In Āek,l~ i 8, j ! all rows vanish except wheni 8521~ i 21!6
in which caseĀek,l~ i 8, j !5A~ i , j !D l i whereD l i is the length
of the i th segment. Substituting~11! in ~8! determinesSG

SG5TG
21$~Āe2,22Āe2,1!~s22s1!%1S0 ,

~12!
S05TG

21$p̄022p̄011F0%,

where S0 is a state vector from external acoustic and me-
chanical excitation. Define the matrixM as

M5TG
21~Āe2,22Āe2,1! ~13!

and W as the reduced version ofM including only rows 5
1~ i 21!6 which correspond to componentswk in Sk . Then

w5W~s22s1!1w0 ~14!

andw0 is the reduced vector ofS0 including the same rows
asW.

Continuity of elastic and acoustic velocities requires that

r fv
2w5

]p

]n
, ~15!

wherer f is the density of the acoustic fluid. Invoking~5b! in
~15! yields

r fv
2w25B2,2s21B2,1s11V02, ~16a!

2r fv
2w152B1,2s21B1,1s12V01, ~16b!

V0k is the normal gradient ofp0k . ExpressingBk,k as the
sum of a diagonal and a nondiagonal matrix

B2,25I1B̂2,2,
~17!

B1,15I2B̂2,2,

whereI accounts for the self term andB̂2,2 is the nondiagonal
part, and noting that for a thin stripw15w25w reduces~16!
to

r fv
2w5~ I1B̂2,2!s21B2,1s11V02, ~18a!

2r fv
2w52B2,1s21~ I2B̂2,2!s12V01. ~18b!

Expressing~18! in terms of~s22s1!

w5
1

2r fv
2 @ I2~B̂2,21B2,1!~B̂2,22B2,1!#~s22s1!

1
1

2r fv
2 @2~B̂2,21B2,1!~V022V01!1~V021V01!#.

~19!

Equating~14!–~19! determines a matrix equation in the un-
known vector~s22s1!. Specializing to a thin strip and ex-
pandingĀe2,2 as a Taylor’s series in powers of a small dis-
tance along the normal reduces~13! and ~19! to

M5hTG
21B̂e2,2 B̂e2,25

]

]n
Āe2,2, ~20a!

w5
1

r fv
2 B2,2~s22s1!1

1

2r fv
2 @2~ I12B̂2,2!

3~V022V01!1~V021V01!#, ~20b!

whereh is the thickness of the strip.
Consider next the case of a baffled strip in which the

fluid in contact with the upper face is acoustically isolated
from the fluid in contact with the lower face. Then in place
of ~13! we have

Āe2,150⇒M5TG
21Āe2,2. ~21!

In ~19! B2,1[B1,250 simplifying it to

w5
1

2r fv
2 @ I2B̂2,2B̂2,2#~s22s1!1

1

2r fv
2

3@2B̂2,2~V022V01!1~V021V01!#. ~22!

Furthermore, if the strip is flat thenB̂2,250 so ~22! yields
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w5
1

2r fv
2 @~s22s1!1V021V01#, ~23!

which when combined with~14! reduces to equations inw:

S W2
1

2r fv
2 I Dw5

1

2r fv
2 W~V021V01!2

1

2r fv
2 w0 ,

~24a!

s25r fv
2w2V02, ~24b!

s15r fv
2w1V01. ~24c!

II. RESULTS

The hybrid analysis derived in Sec. I B is now applied to
a flat baffled strip with simply supported edges. The strip is
2-m long and 3-mm thick, made of polycarbonate with the
following material properties

E52.331010 dyn/cm2, r51.2 g/cm3,

where~E,r! are Young’s modulus and density. The strip is
excited on the lower face by plane waves with incident pres-
sure given by

p015P0eik f ~x sin u1y cosu!, ~25!

where P0 is the amplitude of the plane wave andu is the
incident angle. Atu50, the plane wave is at normal inci-
dence, while atu5p/2 it is at grazing incidence. Transmis-
sion loss~TL! is defined as transmitted power along the up-
per face divided by incident power along the lower face:

TLu5ReH E
0

l

~pv* !dxJ Y ~P0
2l x cosu/r fcf !, ~26!

wherev* is the complex conjugate of acoustic velocity

v* 5S 1

ir fv

]p

]nD *
.

TL from diffuse sound is defined as

TLD5E
0

p/2

~TLu!cosu du. ~27!

Figure 2 shows TL0 versus circular frequencyV of the
baffled plate at zero incidence and from diffuse sound. TL0

agrees with that from the modal solution in Appendix C~see
also Ref. 14!. The TLD agrees with data from an experiment
performed on a rectangular panel with dimensions
433 m.22 The fact that the experimental line is within 2 dB
of the present analysis in spite of its reduced dimensionality
can be understood by comparing the decoupled structural
and acoustic response of strip and plate.

III. STRUCTURAL RESPONSE OF STRIP AND PLATE

Consider a thin simply supported flat strip excited by a
uniform pressure with periodic time dependence and fre-
quencyv. The dynamic equation is

Eh3

12~12n2!
w-82rhv2w5P0 , 0<x< l x , ~28!

where~ l x ,h! is the strip length and thickness,~E,r,n! are
the Young’s modulus, mass density, and Poisson ratio,w is
the transverse displacement,P0 is the amplitude of applied
pressure and~!8 is the derivative with respect to axial coor-
dinatex. The exact solution of~28! can be determined by the
method of ‘‘variation of parameters.’’23 Equation~28! is re-
cast in the form

FIG. 2. Transmission loss~TL! of 1 and 2 m panels:h53 mm polycarbonate sheet.m experiment~3 m!, diffuse sound;( modal~1 m!, u50. ) theory~1
m!, diffuse sound.
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w-82k4w5P0 /D,

D5
Eh3

12~12n2!
, k45

v2

c0
2r g

2 , ~29!

c0
25

E

r~12n2!
, r g

25h2/12.

The general solution of~29! assumes the form

w~x!5C1~x!sin kx1C2~x!coskx1C3~x!sinh kx

1C4~x!coshkx. ~30!

Evaluating w8~x!, w9~x!, w-~x! from ~30! and setting
terms includingCi8~x! to zero determines three equations in
Ci8~x!. Substitutingw-8~x! andw~x! in ~29! determines the
fourth equation inCi8~x!. Solving forCi8~x! then integrating
once yields the homogeneous and particular solutions in the
form

w~x!5C01 sin kx1C02 coskx1C03 sinh kx

1C04 coshkx1
P0

2Dk3 E
0

x

@2sin k~x2j!

1sinh k~x2j!#dj. ~31!

For simple supports at both ends,

w~0!5w~ l x!5w9~0!5w9~ l x!50. ~32!

Substituting~32! in ~31! determinesC0i and w~x! in the
form

w~x!5
P0

2Dk4 @ f p~x!1 f e~x!#,

f p~x!5
sin kx2sin klx1sin k~x2 l x!

sin klx
, ~33!

f e~x!5
sinh kx2sinh klx1sinh k~x2 l x!

sinh klx
.

Since Dk45rhv2 it follows that mobility ~w/P0! is in-
versely proportional tov2. Defining rms velocity as

v rms520 log10F1

l E
0

l

ẇ2~x!dxG1/2

~34!

then substituting~33! in ~34! yields

v rms5220 log10~rhv!1const.

Now, to contrast, consider a simply supported rectangu-
lar plate with thickness, material properties, and excitation
the same as the strip’s. The dynamic equation is

D¹4w2rhv2w5P0 , 0<x< l x , 0<y< l y ,

~35!¹4[~]xx1]yy!
2

with boundary conditions

w~0,y!5w~ l x ,y!50,

~wxx1nwyy!50 at x50,l x ;y,
~36!

w~x,0!5w~x,l y!50

~wyy1nwxx!50 at y50,l y ;x.

Boundary conditions alongy50,l y suggest a solution in the
form

w~x,y!5 (
n51

`

wn~x!sin kny, kn5np/ l y , ~37!

where n is the integer wave number alongy. Substituting
~37! in ~35! while enforcing orthogonality of sin~kyy! yields
equations inwn~x!

wn8-22k2wn91kn
4wn2k4wn5

4

l ykn
P0 , ~38!

wherek4 is defined in~29! and ~ !8 is derivativew•r •t•x.
Equation~38! admits a solution in the form

wn~x!}ek̂xx, ~39!

which when substituted in~38! yields the dispersion relation

k̂x
422knk̂x

21~kn
42k4!50 ~40a!

with solutions

2 k̂x1

2 5kx1

2 5~mp/ l x!
25k22kn

2

⇒primitives: sinkx1x,coskx1x,
~40b!

k̂x2

2 5kx2

2 5k21kn
2⇒primitives: sinhkx2x,coshkx2x.

For kx1

2 .0, kn must be in the rangep/ l y<kn<k. The gen-

eral solution town~x! is determined adopting the same steps
that led to the solution of the strip given by Eq.~33!:

wn~x!5
2P0

Dknk2l y
H sin kx1x2sin kx1l x1sin kx1~ l x2x!

kx1

2 sin kx1l x

1
sinh kx2x2sinh kx2l x1sinh kx2~ l x2x!

kx2

2 sinh kx2l x
J . ~41!

The first and second terms in~41! produce propagating and
evanescent waves, respectively. Remote from resonance,
terms in ~37! with largest contribution to response result
from the the first term in~41! when its denominator is small-
est. The part of the denominator which varies withkn is

dn[knkx1

2 5kn~k22kn
2!,

dn is largest when

d~dn!

dkn
5k223kn

250⇒kn5k/)⇒n5 integer S kly

p)
D

and dn is smallest at the two bounds onkn such thatkx1

.0:

lower bound: nmin51⇒kn15p/ l y ,
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mmax5
l x

p
Ak22kn1

2 ,

upper bound:nmax5 integer ~kly /p!⇒kn25nmaxp/ l y ,

mmin5
l x

p
Ak22kn2

2 . ~42!

Consequently, the two dominant modes in the plate’s re-
sponse are~mmax,1! and~mmin ,nmax! where bounds on these
wave numbers are defined above. Substitutingkn1 into ~41!
assumingk2@~p/ l y!2 yields

wn1~x!.
2P0

pDk4 @ f p~x!1 f e~x!#, ~43!

where f p~x! and f e~x! are defined in~33!. Substitutingkn2

in ~41! and taking the limit askn→k leads to

wn25
P0klx

2

Dk4l y
H x~ l x2x!

l x
2

1
sinh&kx2sinh&klx1sinh&k~ l x2x!

k2l x
2 sinh&klx

J . ~44!

The ratio betweenwn1 in ~43! and w in ~33! is ~4/p!, a
difference of 2 dB, consistent with the difference observed in
Fig. 2 between experimental and theoretical TLD lines. Fig-
ure 3 plots log10umax„wn~x!…u againstn with V as parameter.
Note peak response atnmin andnmax and the sharp dip when
n.nmax when waves become evanescent.

Figure 4 plotsv rms of strip and square plate foru50 and
u5p/2. Whenu50, v rms of strip and plate almost coincide.
Whenu5p/2, v rms of strip and plate have the same bounds
but corresponding resonant peaks are shifted. This compari-

son demonstrates that while frequency response of a plate
differs from the strip’s by as much as 25%~2 dB!, for un-
derstanding the overall elastic behavior, the strip forms a
very close approximation to the more difficult plate.

FIG. 3. Maximum modal amplitude versus wave numbern alongy of the square simply supported platel x5 l y51 m, h50.3 cm.

FIG. 4. Thev rms response of strip~———! and plate~-------! excited by a
plane wave at incidence~a! u50°, ~b! u590°.

960 960J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Michael El-Raheb: Response of thin strips



IV. ACOUSTIC RESPONSE OF STRIP AND PLATE

Consider first a flat baffled strip with prescribed velocity
v~x! along its lengthl x wherex is the axial coordinate with
origin at one end of the strip

v~x!5v0 sin~mpx/ l x!. ~45!

Acoustic response is measured by acoustic impedancesZ at a
point ~x0 ,z0! on and remote from the strip wherez0 is nor-
mal distance of a field point from the strip

Z~x0 ,z0!5p~x0 ,z0!/v0 . ~46!

From Appendix C Eq.~C4!:

p~x0 ,z0!5E
0

l x
G2~x02j,z0!

]p0~j!

]n
dj

52 ir fvv0E
0

l x
G2~x02j,z0!sin~mpj/ l x!dj

~47a!

⇒Z~x0 ,z0!52 ir fcfkfE
0

l x
G2~x02j,z0!

3sin~mpj/ l x!dj. ~47b!

Now by contrast consider a flat baffled square plate in
the ~x,y! plane with prescribed velocityv~x,y! over its sur-
face where the origin is at one corner of the plate

v~x,y!5v0 sin~mpx/ l x!sin~npy/ l y! ~48!

with acoustic impedance at a point~x0 ,y0 ,z0! given by

Z~x0 ,y0 ,z0!5p~x0 ,y0 ,z0!/v0 . ~49!

Acoustic pressure is expressed as

p~x0 ,y0 ,z0!5E
0

l yE
0

l x
G3~x02j,y02h,z0!

3
]p0~j,h!

]n
dj dh, ~50a!

where G3~x02j,y02h,z0! is the 3-D acoustic Green’s
function

G3~x02j,y02h,z0!5
eik f r

r
,

r 5@~x02j!21~y02h!21z0
2#1/2

⇒Z~x0 ,y0 ,z0!

52 ir fcfkfE
0

l yE
0

l x
G3~x02j,y02h,z0!

3sin~mpj/ l x!dj sin~nph/ l y!dh. ~50b!

The double integral in~50b! is decomposed into a regular
and a singular partR andS

Ĩ 5E
0

l yE
0

l x eik f r

r
sin aj dj sin bh dh5R1S ,

a5
mp

l x
, b5

np

l y
, ~51!

R5E
0

l yE
0

l xS eik f r

r
2

1

r D sin aj dj sin bh dh, ~52a!

S 5E
0

l yE
0

l x 1

r
sin aj dj sin bh dh

5E
0

l y
sin bh@sin aj lnuj1r u#x1

x2 dh

2aE
0

l y
sin bh@cosaj~j lnuj1r u2r !#x1

x2 dh

1a2E
0

l yE
0

l x
sin bh sin aj~j lnuj1r u2r !dj dh.

~52b!

Acoustic impedances are computed first for a 1-m-long
strip at x050.5m on the strip and at a field point~x0 ,z0!
5(0.5,1)m. The velocity prescribed alongx is given by
~45! for m51,3,5,7,9. Figure 5~a! and ~b! plot Zb andZf at
body and field points against frequencyV. For eachm, Zb

FIG. 5. Center point impedance of flat strip,~2-D! analysis.l 51 m, xb

50.5 m, xf50.5 m, yf51 m. ~a! Zb Body point; ~b! Zf Field point.
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rises smoothly withV then peaks at coincidence

Vcm5cf m/~2l x! ~53!

when wavelengths of sound and velocity distribution of the
strip coincide. Above coincidence,Zb falls then approaches
the acoustic impedance of a plane waveZ05r f cf . As m
increases, the slope ofZb prior to coincidence falls while
peak at coincidence rises. Above coincidence, the asymptote
remainsZ0 . The Zf curve resembles that ofZb except that
peaks for allm are closer to the asymptoteZ0 .

Acoustic impedances are computed next for a square
plate with l x5 l y51 m, at ~x0 ,y0 ,z0!5~0.5,0.5,0! m and
~x0 ,y0 ,z0!5~0.5,0.5,1! m. Prescribed velocity is given by
~48! with m5n51,3,5,7,9. Figure 6~a! and ~b! plot Zb and
Zf versus frequency. Fixing~m,n!, Zb of the plate is similar
in shape to that of the strip, while the peak at coincidence is
higher. In general, there are two coincident frequencies

Vc~m,n!
~1! 5cfAm21n2/~2l x!,

~54!

Vc~m,n!
~2! 5cfAm21n2/~2l y!.

If m5n, and l x5 l y then the two coincidences coalesce
yielding

Vcm5&cfm/~2l x!.

Figure 7~a! and ~b! plot Zb and Zf against V for m
51,3,5,7,9 independent ofy, i.e., v~x,y!5v0 sin~mpx/lx!.
Fixing m, Zb and Zf fluctuate about average lines corre-
sponding to the strip’sZb andZf shown in Fig. 5~a! and~b!.
This fluctuation has a periodT0 where

T0.cf /Dr ,
~55!

Dr 5Az0
21~ l x/2!22z0

andDr is the difference between the longest and the shortest
distance from field point to plate. Appendix D derivesT0 for
a line source extended in thex direction, undergoing periodic
oscillations alongz, i.e., m50, and concludes that the fluc-
tuation vanishes whenm.0.

It was shown in Sec. III that the dominant modes in the
frequency response of a plate are~m,n!5~mmax,1! and
~mmin ,nmax! wheremmax andnmax are the highest wave num-
bers yielding propagating waves in the plate. Since these
wave-number combinations also dominate the velocity dis-
tribution in ~48!, producing the acoustic field~Zb ,Zf !, then
from the closeness of~Zb ,Zf ! for the plate and strip at
~m,n!5~mmax,1! whenmmax.1, the conclusion at the end of

FIG. 6. Center point impedance of flat square plate,~3-D! analysisl x5 l z

51 m, ~xb ,zb!5~0.5 m, 20.5 m!, ~xf ,yf ,zf !5~0.5 m,1m, 20.5 m!.
~a! Zb Body point; ~b! Zf Field point.

FIG. 7. Center point impedance of flat square plate withn50, ~3-D! analy-
sis l x5 l z51 m, ~xb ,zb!5~0.5 m, 20.5 m!, ~xf ,yf ,zf !5~0.5 m, 1 m,
20.5 m!. ~a! Zb Body point; ~b! Zf Field point.
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this section may be broadened to state that for predicting
acoustic response, too, the strip forms a very close approxi-
mation to the plate.

V. CONCLUSION

A hybrid method to compute the elastoacoustic interac-
tion of a 2-D thin strip made of flat and curved segments is
formulated. Analysis proceeds through elastic response using
transfer matrices of segments and through acoustic response
using 2-D boundary elements. The method succeeds even
when modal density is high. Noteworthy results from the
simulation of a baffled thin flat strip are

~1! TL from the hybrid method agrees both with that
from a modal solution and also with that from experimental
data when the plate is excited by diffuse sound

~2! Dominant modes in the plate’s frequency response
include ~mmax,1! and ~mmin ,nmax! where ~m,n! are wave
numbers along~x,y!.

~3! The dominant modes in plate response are identical
to those of the strip.

~4! Acoustic response of the plate from its dominant
elastic modes is comparable to acoustic response of the strip
vibrating at the same highest elastic wave number.

~5! For the purpose of predicting acoustic response and
TL, the strip is a very close approximation to the plate.

APPENDIX A: TRANSFER MATRIX OF A SEGMENT

Figure A1 shows a circular segment with end points 1
and 2. LetRm be its radius of curvature,h the thickness, and
S5$ f x , f y ,mz ,ux ,uy ,uz%

T the state vector in local coordi-
nates at stations along the arclength. Here,S satisfies the
equilibrium equation

] f x

]s
2

f y

Rm
5rhüx , ~A1a!

] f y

]s
1

f x

Rm
5rhüy , ~A1b!

]mz

]s
1 f y5r

h3

12
üz , ~A1c!

wherer is the density and~ ˙ ! is the derivative with respect
to time. The constitutive relations are

f x5EhE
h

ex1ykz

11y/Rm
dy,

ex5
]ux

]s
2

uy

Rm
, kz5

]uz

]s

⇒ f x5EZ1S ]ux

]s
2

uy

Rm
D1EZ2

]uz

]s
, ~A2!

Z* 5
R

h
lnS Rm /h11/2

Rm /h21/2D21,

Z15h~11Z* !, Z252RmhZ* ,

f y5kGhS ]uy

]s
1

ux

Rm
2uzD , ~A3!

mz5EZ2S ]ux

]s
2

uy

Rm
2Rm

]uz

ss D , ~A4!

wherek is shear constant. For periodic motions in time with
frequencyv, ~A1!→~A4! cast in matrix form are

B̄
]S

]s
5BS,

B53
0 1/Rm 0 2rhv2 0 0

21/Rm 0 0 0 2rhv2 0

0 21 0 0 0 2rh3v2/12

1/~EZ1! 0 0 0 1/Rm 0

0 1/~kGh! 0 21/Rm 0 1

0 0 21/~EZ2Rm! 0 21/Rm
2 0

4 ,

FIG. A1. Circular segment.
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B̄53
1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 Z2 /Z1

0 0 0 0 1 0

0 0 0 1/Rm 0 1

4 . ~A5!

Equation~A5! admits a solution in terms of exponentials

S~s!5B0els. ~A6!

Substituting~A6! in ~A5! yields

@B̄21B2lI #B050. ~A7!

A nontrivial solution of~A7! yields the dispersion relation

detuB̄21B2lI u50. ~A8!

In terms of the characteristic rootsl i , the solution of~A6!
takes the form

S~s!5B0F \
els

\
GC, ~A9!

whereB0 is the matrix of eigenvectors of~A8! and C is a
vector of unknown constant coefficients. Evaluating~A9! at
s50 ands5 l then eliminatingC yields the transfer matrix
of the segment

S~ l !5T~ l→0!S~0!,

~A10!

T~ l→0!5B0F \
el l

\
GB0

21.

The derivation above can be applied to the flat segment~see
Fig. A2! in the limit whenRm→`. In this case,Z1 andZ2 in
~A2! become

Lim
R→`

Z15h, Lim
R→`

Z250, Lim
R→`

Z2Rm52h2/12.

APPENDIX B: ACOUSTIC INFLUENCE COEFFICIENTS

Subscripts ‘‘i j ’’ denoting field and source of coeffi-
cientsAi j andBi j in ~6a! and~6b! of the text will be omitted
for brevity unless distinction of these element quantities is
not obvious. The geometric parameters of flat and circular
elements are shown in Fig. B1. As noted in Eq.~7!, influence
coefficients in~6a! and~6b! can be decomposed into a regu-
lar and a singular part. The singular behavior follows the

logarithmic singularity in theY0 expansion as the field point
approaches the source point. The pressure influence coeffi-
cient A in ~6a! decomposes into

A5R1S , ~B1a!

where R and S are the regular and singular parts of the
integral

R52
1

2 E
s
FY0~kfr !2 iJ0~kfr !2

2

p
ln~kfr !/2Gds,

S 52
1

p E
s

ln~kfr /2!ds

52
1

2p cosu H 2„ln~kf /2!21…x1~x1b/2a!ln j

1~4ac2b2!1/2Y a tan21F 2ax1b

~4ac2b2!1/2G J U
x1

x2

,

j5ax21bx1c, a5sec2 u,
~B1b!

b522@ x̄1 ȳ tan2 u~x1 tan u2y1!#,

c5 x̄ 21 ȳ 21~x1 tan u2y1!212ȳ~x1 tan u2y1!.

u is the angle of thej th flat element lying between points
~x1 ,y1! and~x2 ,y2!. The limits of the integral are from 0 to
Ds, the length of the source element. The velocity influence
coefficient decomposes into

B5Rn1S n , ~B2a!

Rn52
kf

2 E
s
FY1~kfr !2 iJ1~kfr !1

2

pkfr
Gsin w i ds,

S n5H f 3 ln j1 f 4 tan21F 2ax1b

~4ac2b2!1/2G J U
x1

x2

,

f 35
1

2ap
f 1 ,

f 45
2

p~4ac2b2!1/2 @ f 22 f 1~x11b/2a!#, ~B2b!

f 15
sin~u i2u j !

cos2 u j
, f 25r 1 j sin w1i /cosu j ,

wherew i is the angle betweenr and thei th influenced ele-
ment andw1i is the angle betweenr 1 j and thei th influenced
element~see Fig. B1!.

Let ~xc ,yc! be the coordinates of the center of curvature
c of the j th circular element with radiusR. The element is
confined within the arc defined by the anglesx1 and x2

measured from an axis parallel tox and passing through
~xc ,yc! ~see Fig. B1!. The potential influence coefficient of a
constant source distribution on elementj at a field pointi is

A52
1

2 E
x
@Y0~kfr !2 iJ0~kfr !#R dx,

~B3!

r 5@a2b cos~x2x i !#
1/2, a5R21Rc

2, b52RRc .

FIG. A2. Flat segment.
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x is the angular position of a general point~x,y! on the
element andRc is the radial distance betweenc and the
central point of thei th influenced element with coordinates
~x,y! while x i is its angular position~see Fig. B1!. The
limits of the integral are fromx1 to x2 . The integral~B3!
can be decomposed into regular and singular parts in a man-
ner similar to that adopted in the straight element.

A5R1S , ~B4a!

R52
1

2 E
x
FY0~kfr !2 iJ0~kfr !2

2

p
ln~kfr !/2GR dx,

S 52
R

p H x ln~kfr !1Fc ln c2c

2(
n

22n21Bn

n~2n11!!
c2n11G J

x

, ~B4b!

whereBn are the Bernoulli numbers andc5~x2x i !. In the
case wherea5b, S takes the form

S 52
R

p H c ln~A0.5kfR!1
c

2
ln~12cosc!

22E
h1

h2 sin21 h

h
dhJ

x

, ~B4c!

whereh5sin21~x/2!, a52R2 and the bracket is evaluated at
the limits ~x12x i ! and ~x22x i !. The velocity influence
coefficientX in thex direction can be decomposed into regu-
lar and singular parts:

X5Rx1S x ,

Rx52
kf

2 E
x
FY1~kfr !2 iJ1~kfr !

1
2

pkfr
G ~x2 x̄!

r
R dx, ~B5a!

S x5
1

p H C1

b
lnUa2b cosxU2 C2

b
c1

2

~a22b2!1/2

3~C01aC2 /b!tan21
~a22b2!1/2 tan~c/2!

a2b J
x

,

C05xc2 x̄, C152R sin x i , C25R cosx i ,

~B5b!

where a and b are as previously defined@following Eq.
~B3!#. S x in Eq. ~B5b! is evaluated at the limits~x12x i !
and~x22x i !. A similar decomposition applies to the veloc-
ity influence coefficientY in the y direction with ~y2 ȳ!

replacing~x2 x̄! in the regular part of Eqs.~B5! and C̄0 ,
C̄1 , C̄2 replacingC0 , C1 , C2 in the singular integralS x

whereC̄05yc2 ȳ, C̄15R cosxi , andC̄25R sinxi .

APPENDIX C: ELASTOACOUSTICS OF A BAFFLED
FLAT STRIP BY MODAL ANALYSIS

Consider a baffled flat simply supported strip excited on
its lower face by plane waves at an incident angleu. Fre-
quency response of the strip is governed by the equation

w-82k4w22p/D52P/D,

D5
Eh3

12~12n2!
, k45

v2

c0
2r g

2 , ~C1!

c0
25

E

r~12n2!
, r g

25h2/12,

where~ !8 is derivativew•r •t• x, andE, r, n, h, l x , v are
defined after Eq.~28! of the text,p is pressure radiated from
the upper face, andP is incident pressure of the plane wave

P5P0eik~x sin u1y cosu!. ~C2!

For simple supports

w~x!5(
j

aj sin~kx jx!, kx j5 j p/ l x . ~C3!

For a flat strip, the pressurep~x! is expressed in terms of the
2-D Green’s function and normal pressure gradient of the
strip

p~x!5E
0

l x
G2~x2j!

]p~j!

]n
dj,

~C4!

G2~x!52 1
2 @Y0~kfx!2 iJ0~kfx!#.

Continuity of acoustic and elastic velocities on the face of
the strip yields

]p

]n
5r fv

2w. ~C5!

Substituting~C2!–~C5! in ~C1! and exploiting orthogonality
of sin~kxjx! produces equations in the coefficientsam

am~kxm
4 2k4!2

2

D (
j

Pm jaj5
2P0

D
p̂0m ,

FIG. B1. Two-dimensional flat and circular boundary elements.
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Pm j5r fv
2E

0

l xE
0

l x
G2~x2j!sin~kx jj!dj sin~kxmx!dx,

p̂0m5H 2mp

~mp!22~kf l x sin u!2 @12~21!meik f l x sin u#

mpÞkf l x sin u

i mp5kf l x sin u.

~C6!

Solving for am in ~C6! determinesw~x! and p~x!. Substi-
tuting p~x!, v* ~x!, andw~x! in expressions~26! and ~27!
for TLu and TLD gives

TLu5r fcfvReH(
m

(
k

iamPmkak* J Y ~P0
2l x cosu!,

~C7!

TLD5E
0

p/2

~TLu!cosu du.

The integrable singularity in modal pressure has the form

ps j~x!5E
0

l x
ln kf ~j2x!sin~kx jj!dj. ~C8a!

Integration by parts converts~C8a! to

ps j~x!5
1

kf
ln~kf /2!~coskf l 21!1@h~ ln h21!

3sin~kx jj!#0
l x2E

0

l x
h„lnh21…

3kx j cos~kx jj!dj, h5j2x. ~C8b!

APPENDIX D: ACOUSTIC IMPEDANCE OF LINE
SOURCE

Let ~x,z! be an orthogonal coordinate system~see Fig.
D1!. Consider a finite line source of lengthl x so that2 l x/2
<x< l x/2 andz50. Let r 1 be the normal distance to a field
point Pf at ~0,r 1!. Assuming the line source density is con-
stant and of unit strength, acoustic pressurep at Pf from the
line source undergoing uniform periodic oscillation alongz
is

p~0,r 1!52r fcfkfE
0

l x/2 eik f r

r
dx, ~D1!

kf5v/cf and r is the distance between~x0 ,z0! and a point
~x,0! on the line source. Rewrite~D1! as

1

r fcf
p~0,r 1!5Z̃f 052kfE

0

l x/2 eik f r

r S 12
2x

l x
Ddx

14kfE
0

l x/2 eik f r

r

x

l x
dx

52kfE
0

l x/2 eik f r

r S 12
2x

l x
Ddx

1
4kf

l x
E

r 1

r 2
eik f rdr. ~D2!

The first term in~D2! can be approximated by

I 152kfE
0

l x/2 eik f r

r S 12
2x

l x
Ddx

.S 2.5Akf

r 1
2

4

l x
D ~coskfr 11 i sin kfr 1!. ~D3!

Exact evaluation of the second term in~D2! gives

I 25
4kf

l x
E

r 1

r 2
eik f r dr

5
4

l x
@sin kf r 22sin kf r 12 i ~coskf r 22coskf r 1!#.

~D4!

Taking the absolute value ofuI 11I 2u yields

FIG. D1. Line source.

FIG. D2. Normalized point impedanceZ̃f from 3-D translating line source;
——— Re~ Z̃f !; •••••••••••• I m~ Z̃f!; -------- uZ̃f u; ––––– 2-D ~a! l x/2
51 m; ~b! l x/252 m; r 151 m.

966 966J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Michael El-Raheb: Response of thin strips



uZ̃f 0u.2.5Akf

r 1
2

4

l x
cos~kfDr !1oS l x

2Akf

r 1
D 21

,

Dr 5r 22r 15A~ l x/2!22r 1
22r 1 , ~D5!

~D5! reveals that acoustic pressure from the line source is
made of two parts: the first part, given byI 1 , is smooth and
varies withkf like 2.5Akf /r 1 , and the second part, given by
I 2 , fluctuates withkf with amplitude~4/l x! and period

T05
1

Ṽ
, Ṽ5

Dr

cf

⇒T05
cf

Dr
. ~D6!

Figure D2~a! and ~b! plots Z̃f 0 evaluated numerically for
l x/251 m and 2 m. From~D6!

T0~1m!

T0~2m!
5

A521

&21
.3.

This value agrees with the ratio of periods from Fig. D2~a!
and ~b!. Figure D3~a! and ~b! plots Z̃f 1 and I 1 versus fre-
quency for the case in Fig. D2~a! where

Z̃f 152kfE
0

l x/2 eik f r

r
cosS 2px

l x
Ddx. ~D7!

Note that the distribution cos~2px/lx! in ~D7! reduces fre-
quency and amplitude of fluctuation in Fig. D2~a!. This also

applies toI 1 where the distribution~122x/ l x! in ~D3! pro-
duces the same effect. Indeed, any piecewise continuous dis-
tribution vanishing at the endsx56 l x/2 eliminates the fluc-
tuation.

In the limit asl x→`, the integral in~D1! reduces to

Z̃f5kfE
2`

` eik f r

r
dx52 ipkfH0

~2!~kfr 1!, ~D8!

which is identical to the 2-D impedance from a point source.
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This paper presents some closed form expressions for the radiated power from flat elastic radiating
strip structures of infinite length and finite width in an ambient light acoustic medium. New
analytical expressions for the structural displacements, the wave number transforms of the structural
displacements, the far-field pressure, and the total radiated sound power associated with an arbitrary
strip that has been subjected to constant frequency loads including concentrated loads, boundary
loads, or incident plane pressure waves are developed through the method of distributed transfer
functions. With the exception of the radiated power from a structure subjected to a plane pressure
wave, all of the expressions obtained are in closed form. The solutions presented are independent of
the specific differential equations and boundary conditions governing the structure. An example
analysis of a structure consisting of a bare aluminum strip with an active control scheme using
boundary actuation that is subjected to an incident plane pressure wave is performed to illustrate the
advantages of the new solutions. ©1997 Acoustical Society of America.
@S0001-4966~97!02908-1#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION AND MOTIVATION

The objective of this paper is to offer a new analysis tool
for the evaluation and understanding of noise and vibration
treatments applied to flat plates vibrating in a light ambient
fluid. In particular, this paper presents closed form solutions
to the classic radiating strip corresponding to three specific
excitations: loads applied to a boundary, a concentrated load,
and a traveling pressure wave. Since the ambient fluid is
light, fluid–structure interaction mechanisms will not be con-
sidered in this paper.

The procedure for determining the radiated acoustic
pressure from a flat structure vibrating in a light fluid is
straightforward in principle. First, the normal velocities of
the structure are determined, ignoring fluid loading. Then the
resulting radiated pressure can be determined from the vi-
brating interface into the light fluid using linear acoustic
theory.1 The radiated pressure will typically have a directiv-
ity pattern, complicating the issue of comparing the sound
reduction achieved from one structure to another. A better
metric of radiated sound reduction is usually the total radi-
ated sound power. Assuming steady state harmonic excita-
tions, the average sound power flowing from the structure
can be determined by integrating the sound intensity.
Equivalently, in this simple case, the average radiated sound
power can also be determined by the integration of the wave
number transform of the normal velocity of the flat
structure.1 This sort of procedure applied to one-dimensional
structures is well demonstrated in papers by Guigou and
Fuller2 and Baumannet al.3 for the purpose of active noise
control. The procedure to be described in this paper differs
from those presented in Refs. 2 and 3, in that the structure’s

total radiated power is obtained in closed form, as opposed to
the usual resort to numerical integration to obtain this quan-
tity. This is achieved through use of the method of distrib-
uted transfer functions developed by Yang and Tan,4 through
which the structural displacement is expressed in a form that
allows the closed form integration of the total radiated power
expression.5

The solutions presented here offer many advantages.
First, most of the expressions are given in closed form,
avoiding tedious numerical integrations. Second, the closed
form expressions facilitate the application of optimization
techniques, because the derivatives of the objective functions
with respect to design variables can also be obtained in
closed form. Finally, the solutions are independent of the
specific differential equations and boundary conditions that
may describe the strip structure. For example, multi-layer
plates are easily treated by this method.6 Also, the solutions
are in a form that has relatively light computational require-
ments and variations of some of the parameters describing a
structure, including the boundary conditions, may be com-
puted with little additional effort.

In this paper, the closed form analytic solution is pre-
sented for a general, flat, one-dimensional continuum in an
operator form. In particular, specific solutions for the follow-
ing three excitations will be described: boundary loads, con-
centrated loads, and traveling pressure waves. Verifications
and demonstration of the new solutions were performed on
an example case of a bare elastic plate/strip. For verification,
the analytical results are compared with those independently
obtained from the numerical evaluation of the Kirchhoff–
Helmholtz integral equation through a finite element analy-
sis. To demonstrate the application of the closed form ex-
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pression to active noise control, a boundary control scheme
based on Lyapunov’s direct method is proposed to reduce the
total radiated power of the bare aluminum plate subjected to
an incident plane pressure wave. Lastly, the advantages and
disadvantages of these techniques that the authors have dis-
covered from applying them are discussed.

I. GENERAL SOLUTIONS FOR AN ARBITRARY
EXCITATION

The types of structures to be analyzed here are flat, one-
dimensional structures for which the differential equations of
motion can be cast in the form

L @u~x,t !#5f~x,t !, ~1!

whereL @–# is a linear, time invariant, differential operator in
matrix form andu is a vector varying withx, one dimension
in space, andt, time. The vectoru must include the displace-
ment normal to the flat surface and the vectorf includes the
forcing term. These types of structures are often referred to
as radiating strips in many textbooks. Figure 1 describes the
geometry of the elastic structure assumed in Eq.~1! as well
as a coordinate system used for the subsequent discussion.

A total width of L is assigned, with the structure defined
such that2L/2<x<1L/2. The regionuxu.L/2 is assumed
to have zero normal velocity and is rigid in the acoustic
sense. Each half-spacez.0 andz,0 consists of an acoustic
fluid fully described by the propertiesr0 , the mean mass
density of the fluid, andc, the compressional wave speed of
the fluid. It is assumed in this paper that the ambient fluid is
light relative to the structure and fluid loading will be ig-
nored.

The boundary conditions necessary for a unique solution
of Eq. ~1! can also be described compactly in the following
linear operator form:

Q@u~x52L/2,t !, u~x51L/2,t !#5e~ t !, ~2!

whereQ@–# is a matrix linear differential operator operating
on the vectorsu(x52L/2,t) and u(x51L/2,t). The term
e(t) allows for nonhomogenous boundary conditions. At this
point, it is convenient to assume displacements and forcing
functions to consist of a steady state harmonic time variation,
i.e.,

u~x,t !5Re$û~x,v!e1 ivt%, ~3a!

f~x,t !5Re$ f̂~x,v!e1 ivt%, ~3b!

e~ t !5Re$ê~v!e1 ivt%. ~3c!

In the following equations, quantities witĥ represent the
steady state components.

The first step in the procedure is to recast Eq.~1!, given
Eqs.~3a!–~3c!, into the state space form inx

]

]x
@ ŷ~x,v!#5F~v!• ŷ~x,v!1q̂~v! ~4!

where the vectorŷ is an N31 vector consisting of space
derivatives of the elements ofû, F is an N3N matrix de-
scribing the characteristic dynamic behavior of the structure,
and q̂ is anN31 vector consisting of the elements off̂ and
zeros. The numberN, in general, is determined by the total
order of derivative ofL @–# in ~1!. Similarly, boundary con-
dition ~2! is recast into the following state space form:

M ~v!• ŷ~x52L/2,v!1N~v!• ŷ~x51L/2,v!5ĝ~v!,
~5!

whereM andN areN3N matrices andĝ is anN31 vector
consisting of elements ofê and zeros.

According to Yang and Tan,4 the solution to Eqs.~4!
and ~5! is

ŷ~x,v!5E
2L/2

1L/2

G̃~x,j,v!•q̂~j,v!dj1H~x,v!•ĝ~x,v!, ~6!

where

G̃~x,j,v!

5H 1eFx
•@Me2FL/21NeFL/2#21MeF~2L/22j!, j,x,

2eFx
•@MeFL/21Ne1FL/2#21NeF~1L/22j!, j.x,

~7!

and

H~x,v!5eFx
•@Me2FL/21Ne1FL/2#21. ~8!

In ~7! and~8!, the matrix exponentialeFx can be determined
by the expression

eFx5VeLxV21, ~9!

whereV is the modal matrix andL is the diagonal matrix
consisting of the eigenvalueslm of the F matrix, i.e.,

L5diag@l1 ,l2 ,...,lN#. ~10!

Note that this expression for the matrix exponential is valid
only when each eigenvalue ofF is distinct. Furthermore, the
closed form solution to be derived later in this paper requires
that no eigenvalue ofF be purely imaginary, which is easily
accomplished by including a loss factor into the stiffness
parameters associated with the structure. The reason for this
requirement will become more apparent later when the
closed form solution is derived.

Let the bth component ofŷ, denoted byŷb , be the
displacementŵ(x,v) normal to the strip structure. Then the

steady state normal velocityŵ̇(x,v) of the interface to the
ambient medium to which the sound will radiate is

ŵ̇~x,v!5 ivŵ~x,v!5 iv ŷb , ~11!

where the steady state assumption has been used. Moreover,
Cremer1 gives the following expression for the total radiated
sound power:

FIG. 1. The geometry and coordinate system of the radiating strip structure.

969 969J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 C. Ting and I. Y. Shen: Vibroacoustic response of strip structures



^P~v!&5
r0ck

4p E
2k

1k uw̃̇~kx ,v!u2

Ak22kx
2

dkx , ~12!

where the functionŵ̇(kx ,v) in Eq. ~12! is the wave number

transform of the normal velocityŵ̇(x,v) defined by

w̃̇~kx ,v!5E
2L/2

1L/2

ŵ̇~x,v!e1 ikxx dx. ~13!

~In the following equations, quantities with̃ denote the
wave number transform.! Given an expression for the wave
number transform, the far-field radiated pressure is obtained
by the following expression7 that uses the polar coordinates
indicated in Fig. 1:

p̂~r ,u,v!'r0v
e2 i ~kr2p/4!

A2pkr
w̃̇~kx5k cosu,v!,

kr@1, r @L, ~14!

wherek is the acoustic wave numberv/c.
Using Eqs.~6!–~14!, closed form expressions of the ra-

diated power for specific excitations can be obtained in terms
of f̂(x) and ê(x). Three such cases will follow.

II. BOUNDARY LOAD

Referring to Eqs.~1!–~3!, boundary load is applied to
the structure by settingf̂(x)50 andê5 ê(v). Therefore,~6!,
~8!, and~9! lead to

ŷ~x,v!5VeLxc̄ ~v!, ~15!

where the vectorc̄ (v) is defined by

c̄ ~v![@M ~v!Ve2LL/21N~v!Ve1LL/2#21ĝ~v!. ~16!

According to~11! and ~15!,

ŵ̇ ~x,v!5 (
m51

N

cmelmx, ~17!

wherelm5Lmm is themth eigenvalue ofF andcm is

cm[ ivnbmc̄m , ~18!

with nbm and c̄m being the elements ofV and c̄ (v), re-
spectively. Substitution of~17! into ~13! gives the wave
number transform

w̃̇~kx ,v!5 (
m51

N

cm

e~lm1 ikx!L/22e2~lm1 ikx!L/2

lm1 ikx
. ~19!

Also, substitution of~17! into ~14! gives the approximate
far-field radiated pressure

p̂~r ,u,v!'r0v
e2 i ~kr2p/4!

A2pkr

• (
m51

N

cm

e~lm1 ik cosu!L/22e2~lm1 ik cosu!L/2

lm1 ik cosu
,

kr@1, r @L. ~20!

Substitution of~19! into ~12! gives the radiated power

^P~v!&5
r0ck

4p (
m51

N

(
n51

N

cm* cn$@e~lm* 1ln!L/2

1e2~lm* 1ln!L/2#I mn~0!2e~lm* 2ln!L/2I mn~2L !

2e2~lm* 2ln!L/2I mn~L !%, ~21!

where the * superscript is the complex conjugate and
I mn(–) is an integral defined as

I mn~d0![E
2k

1k eikxd0

~lm* 2 ikx!~ln1 ikx!Ak22kx
2

dkx . ~22!

According to Appendix A,I mn(d0) can be further recast into
the following contour integral:

I mn~d0!

5
2i

k2 R
uzu51

z•@J0~kd0!12•(n51
` Jn~kd0!•zn#

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!
dz,

~23!

where Jn(–) is the Bessel function of the first kind and
Pm

(1) , Pm
(2) , Pn

(1) , andPn
(2) are poles defined by

Pm
~1,2!51

lm*

k
6AS lm*

k D 2

11, ~24!

Pn
~1,2!52

ln

k
6AS ln

k D 2

11. ~25!

The contour integral~23! is then evaluated as 2p i times the
sum of the residues given the polesPm

(1) , Pm
(2) , Pn

(1) , and
Pn

(2) that lie within the unit circleuzu51 on the complex
plane. Note thatuPm

(1)Pm
(2)u51 anduPn

(1)Pn
(2)u51. Therefore,

Pm
(1) and Pm

(2) will not be inside the unit circle at the same
time, and neither willPn

(1) andPn
(2) . Besides, the expression

in the contour integral in~23! converges uniformly at each
residue evaluation.

Substitution of ~23! into ~21! leads to a closed form
matrix expression for the radiated power per unit length of
the strip

^P~v!&5
r0ck

4p
CHJC, ~26!

whereC is anN31 column vector consisting of the coeffi-
cientscm , andCH is the Hermitian~the complex conjugate
and transpose! of C. The matrixJ is anN3N matrix con-
sisting of the elementsjmn given by
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jmn5
2i

k2 R
uzu51

z$A1~B1C!J0~kL!12(n51
` @B~21!n1C#Jn~kL!zn%

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!
, ~27!

where

A5e~lm* 1ln!L/21e2~lm* 1ln!L/2,

B52e~lm* 2ln!L/2, C52e2~lm* 2ln!L/2.

Note that the Bessel function series evaluations may be
shared between each evaluation of each entry of the matrix
jmn . In addition, theJ matrix is Hermitian; therefore, only
its upper diagonal needs to be calculated explicitly.

As a final remark, the closed form formulation is not
analytic whenF has pure imaginary eigenvalues. In this case,
the denominator of~22! vanishes and the poles of~23! lie on
the unit circle, which is the integration contour. A separate
treatment is needed to handle this special case.

III. POINT DRIVE

Referring to Eqs.~1!–~3!, a concentrated load is applied
to the structure with homogenous boundary conditions by
setting f̂(x,v)5 f̂0(v)•d(x2x0) and ê(v)50. The vector
f̂0 is a spatially independent vector andd(–) indicates the
Dirac delta function.

Performing the first step, one setsq̂(x) in Eq. ~4! to be

q̂~x!5gd~x2x0!, ~28!

whereg is a spatially independent vector such thatf̂(x) and
Eqs. ~1!, ~3!, and ~4! are consistent. Evaluation of Eq.~6!
with ~7! and ~9! yields

ŷ~x,v!5H 2V~v!eL~v!x
•s̄~v!, x,x0 ,

1V~v!eL~v!x
• t̄~v!, x.x0 ,

~29!

where

s̄[@MVe2L•L/21NVeL•L/2#21NVeL~L/22x0!V21g,
~30!

t̄[@MVe2L•L/21NVeL•L/2#21MVeL~2L/22x0!V21g.
~31!

The normal velocity at the interface between the structure
and the acoustic half-space is

ŵ̇~x,v!55 2(
m

N

smelmx, x<x0 ,

1(
m

N

tmelmx, x>x0 ,

~32!

where

sm[ iv•s̄mnbm , ~33!

tm[ iv• t̄mnbm . ~34!

As in the case of the boundary load treated previously, ex-

pressions for the wave number transform ofŵ̇(x,v) and the
far-field radiated pressure are easily obtained by substitution
of Eq. ~32! into Eqs.~13! and ~14!. They are

w̃̇~kx ,v!5 (
m51

N
sme2~lm1 ikx!L/22~sm1tm!e~lm1 ikx!x01tme~lm1 ikx!L/2

lm1 ikx

and

p̂~r ,u,v!'r0v•
e2 i ~kr2p/4!

A2pkr
• (

m51

N
sme2~lm1 ik cosu!L/22~sm1tm!e2~lm1 ik cosu!x01tme~lm1 ik cosu!L/2

lm1 ik cosu
, kr@1, r @L.

The closed form evaluation of the total radiated power via
Eq. ~12! can be expressed as

^P~v!&

5
rck

4p
$aHI ~0!a1bHI ~0!b1cHI ~0!c

12 Re@2aHI ~L/21x0!b1aHI ~L !c2bHI ~L/22x0!c#%,

~35!

where

a5e2LL/2
–s, ~36!

b5e1Lx0
–~s1t!, ~37!

c5eLL/2
–t. ~38!

In ~35!, I (–) is a square matrix whose elementI mn(–) is
given by~23!. In addition,s andt areN31 column vectors
with elementssm and tm given by ~33! and ~34!, respec-
tively. Also note thatI (–) does not have any symmetry as
opposed toJ in the boundary load case. Nevertheless, the
Bessel function evaluations are the same for each entry.
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IV. TRAVELING PRESSURE WAVE

Figure 2 shows an incident pressure wave originating
from the z,0 half-space described bypinc(x,z,t,u i)
5pi exp@i(vt1kxcosui1kzsinui)# with 2p,u i,0, where
pi is a constant amplitude coefficient andu i is the incidence
angle. As a result of the elasticity of the strip, the pressure
wave will be partly reflected and partly transmitted. Because
negligible fluid loading is assumed, the transmitted pressure
loadpt acting on the strip structure will be neglected and the
reflected pressure load will be approximated by

ps`~x,z,t,u i !5pi exp@ i ~vt1kx cosu i2kz sin u i !#,
~39!

which is the wave function that would be scattered from a
rigid boundary.7 Therefore, the loading acting on the strip
structure is the sum ofpinc andps` resulting in

]

]x
@ ŷ~x,v!#5F~v!• ŷ~x,v!12pi exp~ ikx cosu i !g

~40!

and homogenous boundary conditionsê(v)50. Through the
same procedure, the resulting displacement vector becomes

ŷ~x,v!5piV$e1 ikx cosu i
•k̄2eLx

–f̄%. ~41!

In ~41!,

k̄~v,u i ![2@~ ik cosu i !IN2L#21V21g ~42!

and

f̄~v,u i ![@MVe2LL/21NVe1LL/2#21

3$MV e2~ ik cosu i !L/21NVe1~ ik cosu i !L/2%k̄,

~43!

whereIN is anN3N identity matrix. As in the previous load
cases, the appropriate normal velocity of the strip is easily
obtained from the displacement vector with

w6 ~x,v!5pi H k•e1 ikx cosu i2 (
m51

N

fmelmxJ , ~44!

where

k5 iv (
m51

N

nbmk̄m ~45!

and

fm5 ivnbmf̄m . ~46!

The functionk is a characteristic of the system and depends
on the driving frequencyv and the incidence angleu i . Simi-
larly, fm is also a system characteristic and depends on the
boundary conditions in addition tov andu i .

Expressions for the wave number transform ofŵ̇(x,v)
and the far-field transmitted pressure are obtained by substi-
tution of Eq.~44! into Eqs.~13! and~14!. An expression for
the wave number transform is

w̃̇t~kx ,v!5kL
sin@~kx1k cosu i !L/2#

~kx1k cosu i !L/2

2 (
m51

N

fmL
sin@~kx2 ilm!L/2#

~kx2 ilm!L/2
. ~47!

An expression for the far-field radiated pressure is

p̂t~r ,u,v!'r0v•
e2 i ~kr2p/4!

A2pkr

•H kL
sin@~cosu1cosu i !kL/2#

~cosu1cosu i !kL/2

2 (
m51

N

fmL
sin@~cosu2 ilm /k!kL/2#

~cosu2 ilm /k!kL/2 J .

~48!

An expression for the transmitted power is

^P~v,u i !&5
r0ck

4p
$K~v,u i !22 Re~k* Vf!1fHJf%,

~49!

where J is an N3N matrix whose elements are given in
~27! and

K~v,u i !5uku2L2E
0

p sin2@kL~cosu1cosu i !/2#

@kL~cosu1cosu i !/2#2 du

~50!

and

Vm~v,u i !5L2E
0

p sin@kL~cosu1cosu i !/2#

kL~cosu1cosu i !/2

•

sin@kL~cosu2 ilm /k!/2#

kL~cosu2 ilm /k!/2
du. ~51!

Apparently the termsK(v,u i) andV in ~50! and~51! cannot
be found in closed form via the straightforward evaluation of
the contour integral. Therefore,K(v,u i) and V need to be
integrated numerically. Fortunately, the integrands in~50!
and ~51! are finite over the entire range of integration. Also
note that part of the radiated power does not depend on the
boundary conditions, as is described byK(v,u i) in ~49!.

V. EXAMPLE: BARE ALUMINUM PLATE

To illustrate the use and advantages of the methods pre-
sented here, an example analysis of a simply supported bare

FIG. 2. The geometry and coordinate system of the radiating strip subjected
to an impinging plane pressure wave.
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thin aluminum plate subjected to an harmonic acoustic load-
ing 2pi exp(ivt1ikx cosui) is performed. This acoustic load-
ing would model an incident plane pressure wave with am-
plitude pi and incidence angleu i , provided that the pressure
of the transmitted acoustic wave is much smaller than that of
the incident wave. The numerical example consists of two
parts. The first part is to compare the analytic solutions with
a finite element solution in order to demonstrate the accuracy
of the analytic solutions. The second part is to apply the
analytic solutions together with a boundary active control
scheme to reduce acoustic radiation.

The structural dynamics of a thin plate subjected to the
harmonic loading is governed by

S D
]4

]x4 1rphp

]2

]t2Dw~x,t !

52pi exp~ ivt1 ikx cosu i !, ~52!

whererp is the mass density per volume of the plate mate-
rial, hp is the thickness of the plate, andD is the flexural
rigidity of the plate given by

D5
Ep~11 ihp!hp

3

12~12np
2!

. ~53!

In ~53!, np is the Poisson’s ratio,Ep is the Young’s modulus,
and hp is the loss factor. Note that the loss factorhp is
necessary to ensure that the system has no purely imaginary
eigenvalues as assumed in this paper.

The boundary conditions of the plate with or without the
boundary control can be described by the following equa-
tions simultaneously. They are

w~x52L/2,t !5
]2

]x2 w~x52L/2,t !

5w~x51L/2,t !50 ~54!

and a boundary momentM(t) actuated via the following
control law

M~ t !5D
]2

]x2 w~x51L/2,t !

52Dm
]2

]x ]t
w~x51L/2,t !, ~55!

wherem is the control gain. Whenm50, the boundary con-
ditions ~54! and ~55! indicate that the plate is simply sup-
ported. Whenm.0, the boundary control scheme is asymp-
totically stable as shown in Appendix B through the
Lyapunov’s direct method.8 To cast Eq.~52! into the form
described in Eq.~4!, define

ŷ~x,v!5F ŵ
dŵ

dx

d2ŵ

dx2

d3ŵ

dx3 GT

, ~56!

F~v!5F 0 1 0 0

0 0 1 0

0 0 0 1

kf
4 0 0 0

G , ~57!

wherekf is the flexural wave number of a thin plate

kf5S rpv2hp

D D 1/4

. ~58!

The F matrix in Eq.~57! can be factored explicitly as

L~v!5F kf 0 0 0

0 ik f 0 0

0 0 2kf 0

0 0 0 2 ik f

G ~59!

and

V~v!5F 1 1 1 1

kf ik f 2kf 2 ik f

kf
2 2kf

2 kf
2 2kf

2

kf
3 2 ik f

3 2kf
3 ik f

3

G . ~60!

Referring to Eq.~4! the acoustic loading is applied via

g5@0 0 0 1/D#T. ~61!

The boundary conditions in~54! and ~55! are written in the
form of Eq. ~5! with

M ~v!5F 1 0 0 0

0 0 1 0

0 0 0 0

0 0 0 0

G , ~62!

N~v!5F 0 0 0 0

0 0 0 0

1 0 0 0

0 ivm 1 0

G , ~63!

andê(v)50. In addition, Tables I and II show the properties
and dimensions of the plate and the ambient fluid used in the
numerical simulations.

TABLE I. Plate parameters used for sample calculations.

Description of
parameter Symbol Value

Mass density rp 2800 kg/m3

Thickness hp 0.005 m
Elastic modulus Ep 6.931010 Pa
Loss factor hp 0.001
Poisson’s ratio np 0.3
Length L 0.8 m

TABLE II. Ambient fluid properties used for sample calculations.

Description of
parameter Symbol Value

Mass density of fluid r0 1.18 kg/m3

Speed of sound c 330 m/s
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A. Finite element verification

To demonstrate the accuracy of the analytic solutions,
numerical calculations from both the analytic solutions and
the NASTRAN finite element model are compared. The test
case presented here assumes simply supported boundary con-
ditions, u i52p/2, pi51, andv5200 Hz. Other test cases
for the boundary actuation and the point drive can be found
in Ref. 5.

The NASTRAN finite element model consists of 74
beam elements with properties consistent with the Mindlin
theory flexural rigidity of the plate strip described in Table I.
The mesh was chosen using the rule of thumb used for finite
element method vibration analyses that one flexural wave
length in a platelike structure be modeled with at least 12
elements for an accurate solution. Noting that the flexural
wave length isl f52p/kf and using~58! can determine an
adequate mesh for the strip structure.

Figure 3 shows the normal velocity of the plate as a
function of x calculated at 200 Hz. Thes markers are from
the analytic solution~44! and the1 markers are from the
finite element model. In the sequel,s and1 will be used to
distinguish the results from the analytic solutions and the
finite element solutions. Figure 3 shows that the analytic so-
lutions predict the normal velocity with good accuracy.

Figure 4 shows the wave number transformw̃̇(kx ,v) of
the normal velocity calculated at 200 Hz. The analytic pre-
dictions are calculated from~47! and the finite element pre-
dictions are calculated by substituting the normal velocity
from the finite element model into the definition of the wave
number transform@i.e., ~13!# and integrating numerically.
Looking at Fig. 4, one sees peaks in the magnitude plot at
kx'611 m21. These peaks roughly correspond to the infi-
nite plate flexural wave numberkf defined in~58!. Evalua-
tion of ~58! at 200 Hz yieldskf'12.9 m21. The boundary
conditions imposed on the strip shift the peaks in the wave
number spectrum. Therefore, the peaks atkx'611 m21 cor-
respond to a standing wave contribution of wavelength (lx

52p/kx) of about 0.57 m. This feature is consistent with the
normal velocity distribution shown in Fig. 3, in which a

strong sinusoidal component oflx'0.57 m is readily appar-
ent. In addition to these peaks, there is a strong component at
kx50. Examining~47!, one would predict that the first term
of ~47! would contribute a strong component atkx

52k cosui . In this case,u i52p/2 and cosui50 resulting
in a peak atkx50. If this type of wave number transform is
typical of that of the surrounding frequencies, one would
predict that the strip subjected to this type of load will radiate
more at the lower frequencies and the coincidence phenom-
ena will be less pronounced, as can be seen by the radiated
power given in~12!.

Figure 5 shows the far-field radiated pressuredp̂t calcu-
lated at 200 Hz and a constant range of 30 m. The analytic
predictions are calculated from~48!. The finite element cal-
culations use the Helmholtz–Kirchhoff integral equation for
flat strip in polar coordinates5

p̂~r 0 ,u0!5
r0v

2 E
2L/2

1L/2

ŵ̇~x!

•H0
~2!~kAr 0

21x222r 0x cosu0!dx, ~64!

FIG. 3. Normal velocity of the plate as a function ofx calculated at 200 Hz.
The s markers are from the analytic solutions and the1 markers are from
the finite element model.

FIG. 4. The wave number transformw̃̇(kx ,v) of the normal velocity cal-
culated at 200 Hz.

FIG. 5. The far-field radiated pressuredp̂t calculated at 200 Hz and a con-
stant range of 30 m.
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whereH0
(2) is the Hankel function of the second kind and the

normal velocity ŵ̇(x) is obtained from the finite element
simulations. The agreement between the analytic solution
and the finite element simulation is very good.

Figure 6 shows the radiated power from 20 to 200 Hz at
20-Hz frequency increments. The analytic predictions are
calculated from~49!. To facilitate finite element predictions,
the radial component of the fluid velocity corresponding to
the pressure in~64! is found as

n̂ r~r 0 ,u0!5
2 ik

2 E
2L/2

1L/2

ŵ̇~x!
~r 02x cosu0!

Ar 0
21x222r 0x cosu0

3H1
~2!~kAr 0

21x222r 0x cosu0!dx, ~65!

whereŵ̇(x) is obtained from the finite element simulations.
Then the radiated power is calculated from

^P&5
1

2
ReH E

0

p

p̂~r 0 ,u!• n̂ r* ~r 0 ,u!r 0duJ . ~66!

The limited frequency range and coarse frequency mesh in
Fig. 6 are used, because the Helmholz–Kirchhoff formula-
tion for the radiated power is computationally intensive. Us-
ing the analytic solution~49!, a fairly fine frequency mesh
and high-frequency range can be calculated with relative
ease. Figure 7 shows the radiated power calculated from 10
to 2500 Hz with a frequency increment of 10 Hz, where the
* indicates the natural frequencies of the simply supported
strip.

The agreement between the analytic solutions and finite
element simulations are in general good. Nevertheless, the
following issues need to be discussed. First of all, the coin-
cidence effect is not pronounced because of the strong radia-
tion at about 20 Hz, which has been suggested by the wave
number transform in Fig. 4. Moreover, only the odd num-
bered modes are excited, because the acoustic loading in~52!
is symmetric. Finally, significant acoustic radiation occurs at
about 20 and 2200 Hz as indicated in Fig. 7. If the acoustic
loading in ~52! was interpreted as the excitation of an inci-
dent wave, the average power input of the incident wave
would be about230 dB re: Ws/m, which is about the level

of the transmitted power at about 20 and 2200 Hz. It is
apparently contradicting the assumption that the radiated
pressure is much smaller than the incident and reflected com-
ponents of the pressure field around the structure. Therefore,
the results at 20 and 2200 Hz should be interpreted as the
harmonic acoustic loading 2pi exp(ivt1ikx cosui) rather
than an incident plane pressure wave.

B. Active control of acoustic radiation

To demonstrate the application of the analytic solution
to active noise control, consider the acoustic radiation from
the strip structure subjected to an acoustic loading in~52!
with u i5245°. The asymptotically stable boundary control
scheme is given in~55!. Equation~49! was used to calculate
the radiated power for the properties and dimensions de-
scribed in Tables I and II. Note that the boundary condition
~55! involves an arbitrary control gainm and the optimal
value of m resulting in maximized noise reduction remains
unknown at this stage. Therefore, it takes a trial and error
process to determine the optimal value ofm.

The most efficient way to perform this sort of trial and
error experimentation is to first calculate and store boundary
independent values ofK, V, J, and k in Eq. ~49! at each
frequency. Evaluating the effect of changing the boundary
conditions, in this case by changing the value ofm, is then a
relatively quick and simple computational procedure. It con-
sists of reevaluating the constantf via Eq. ~46! at each
frequency and then performing a simple expansion with the
other terms in~49! to obtain the total transmitted power re-
sult.

By varying the parameterm as described above and then
examining the transmitted sound power spectrum, there
seemed to be a single optimum valuem'33 m21 s for which
the greatest reduction of sound power was achieved. Figures
8, 9, and 10 compare the this controlled case with the origi-
nal passive system (m50) at frequency intervals of 0–1
kHz, 1–2 kHz, and 2–3 kHz, respectively. According to
~49!, the radiated power that is totally independent of the
boundary conditions is given by

FIG. 6. The radiated power calculated from 20 to 200 Hz with a frequency
increment of 20 Hz.

FIG. 7. The radiated power calculated from 10 to 2500 Hz with a frequency
increment of 10 Hz.
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^P8~v,u i !&5
r0ck

4p
K~v,u i !. ~67!

For comparison,̂P8(v,u i)& is also shown in Figs. 8–10 as
the dash-dot lines.

Figures 8, 9, and 10 show that the transmitted power
peaks of the passive case correspond to the natural frequen-
cies of the simply supported structure given by

f n5
n2p

2L2 A D

rphp
. ~68!

Looking at Figs. 8–10, one can see that there is a reduction
at all of the resonance frequencies by this control scheme.
The peaks of the controlled case are slightly shifted in fre-
quency from those of the original simply supported strip.
The levels first begin to decrease with increasing frequency
and then increase until the coincidence frequency (f c

'2300 Hz), after which the levels are decreasing. The
boundary independent term, described in Eq.~67!, appears to
form a lower bound of the transmitted power, contributing
most at the lower frequencies. Since the control scheme af-
fects only the boundary dependent terms, it is relatively in-

effective at the lower frequencies. Past the point where the
boundary independent component stops contributing sub-
stantially, the peak closest to the coincidence frequency is
the highest, as one would expect. Note that the greatest trans-
mitted sound power reduction is obtained at 2230 Hz that
corresponds to the strip natural frequency that is closest to
the coincidence frequency.

It is also very easy to look at the far-field pressure ra-
diation and it is interesting to see how the far-field pressure
varies with this sort of control/boundary condition. Figure 11
shows the directivity pattern for the strip with and without
control calculated via~48!. Calculations are performed at a
range of 30 m and a driving frequency of 2230 Hz withm
'33 m21 s. According to~48!, the radiated pressure that is
independent of the boundary conditions is

p̂t8~r ,u,v!'r0vkL
e2 i ~kr2p/4!

A2pkr

•

sin@kL~cosu1cosu i !/2#

kL~cosu1cosu i !/2
,

0,u,p, kr@1, and r @L. ~69!

Figure 11 indicates a change in the directivity pattern from
the uncontrolled to the controlled case, with the character of
the controlled case reflecting some of the significant charac-
teristics associated with the boundary independent compo-
nent of the response. Most apparent is the peak in pressure
directivity of the controlled case at 135°, corresponding to
that for the boundary independent component of the re-
sponse. Theoretically, an infinite plate with this loading will
be transparent at 135°.

VI. CONCLUDING REMARKS

The solutions presented in this paper allow for a rela-
tively flexible, quick, and easy way of performing numerical
experiments to study the effect of changing various param-
eters and modeling assumptions of the strip on the radiated
sound power. It is especially easy to examine the effect of
changing the boundary conditions of the strip since the most

FIG. 10. The radiated power of the controlled case~solid line! compared
with the original passive system~dashed line! at frequency intervals of 2–3
kHz; dash-dot line is the radiated power independent of boundary condition
from ~67!.

FIG. 8. The radiated power of the controlled case~solid line! compared with
the original passive system~dashed line! at frequency intervals of 0–1 kHz;
dash-dot line is the radiated power independent of boundary condition from
~67!.

FIG. 9. The radiated power of the controlled case~solid line! compared with
the original passive system~dashed line! at frequency intervals of 1–2 kHz;
dash-dot line is the radiated power independent of boundary condition from
~67!.
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time consuming portion of computing the solution is inde-
pendent of the boundary conditions. Hence, this portion of
the solution need only be computed once and the total solu-
tion is then obtained by calculating the simple expressions
dependent on the boundary conditions and then multiplying
this expression by the other component of the solution to get
the full solution.

It is very easy to incorporate active control at a bound-
ary using this method as illustrated in the last section. Solu-
tions for other specific excitations may also be acquired by
using the method outlined in this paper, and taking advan-
tage of the solution to the functionI mn that enabled the
closed form expressions for the radiated power to be ob-
tained.

The solutions presented in this paper are based on the
fact that the normal displacement of the strip can be ex-
pressed as a linear combination of exponential functions of
x with a finite number of terms.4 Some of these exponential
functions may have arguments that have large real parts.
This is illustrated quite clearly when the eigenvalues of theF
matrix corresponding to a thin plate were calculated in
closed form in the last section. In~60!, some of the eigen-
values of theF matrix are predominantly real numbers.
These values will increase in magnitude with increasing fre-
quency. Looking at the general expressions given in Eqs.~6!
and ~9!, avoiding significant numerical round off requires
that

max~ uRe~lm!u!•L,4.6•n, ~70!

where lm is an eigenvalue of theF matrix and n is the
floating point precision available. It was found that for some
structures, such as a constrained layer system composed of
elastic plates and a particular viscoelastic material, some of
the resulting eigenvalues of theF matrix were so large that
this condition was exceeded even at low frequencies.

APPENDIX A: EVALUATION OF Imn (d0)

This Appendix is to derive the closed form solution~23!
of the functionI mn(d0) defined as

I mn~d0!5E
2k

1k eikxd0

~lm* 2 ikx!~ln1 ikx!Ak22kx
2

dkx . ~A1!

The first step is to make the following change of variable

kx5k sin u, Ak22kx
251k cosu, 2

p

2
<u<

p

2
.

~A2!

Substitution of Eq.~A2! into ~A1! gives

I mn~d0!5E
2p/2

1p/2 eikd0 sin u

~lm* 2 ik sin u!~ln1 ik sin u!
du.

~A3!

Alternatively, the following change of variable

kx5k sin u, Ak22kx
252k cosu,

p

2
<~2u!<

3p

2
~A4!

gives

I mn~d0!5E
p/2

3p/2 eikd0 sin u

~lm* 2 ik sin u!~ln1 ik sin u!
du. ~A5!

Therefore, the addition of Eqs.~A3! and ~A5! implies that

I mn~d0!5
1

2 E
0

2p eikd0 sin u

~lm* 2 ik sin u!~ln1 ik sin u!
du. ~A6!

The limits of integration in Eq.~A6! are a total cycle. This
form will allow the integral to eventually be cast into a con-
tour on the complex plane that will be very easy to evaluate.

The termeikd0 sinu in Eq. ~A6! can be expanded as a
Neumann series9

eikd0 sin u5 (
n51

1`

J2n~kd0!•e2 inu1 (
n50

1`

Jn~kd0!•einu.

~A7!

Substitution of Eq.~A7! into Eq. ~A6! gives

I mn~d0!5I mn
~1!~d0!1I mn

~2!~d0!, ~A8!

where

I mn
~1!~d0!5

1

2 E
0

2p (n51
1` J2n~kd0!•e2 inu

~lm* 2 ik sin u!~ln1 ik sin u!
du ~A9!

and

I mn
~2!~d0!5

1

2 E
0

2p (n50
1` Jn~kd0!•einu

~lm* 2 ik sin u!~ln1 ik sin u!
du. ~A10!

To find a closed form expression for Eq.~A9!, define the
following change of variable along the unit circle

z52e2 iu ~A11!

and apply

J2n~kd0!5~21!nJn~kd0! ~A12!

to ~A9!, resulting in

FIG. 11. Far-field pressure at range of 30 m and a driving frequency of 2230
Hz with m'33 m21 s; original passive system~dash line!, controlled system
~solid line!, and the boundary independent term from~69! ~dash-dot line!.
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I mn
~1!~d0!

5
2i

k2 R
uzu51

z•(n51
` Jn~kd0!•zn

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!
dz,

~A13!

where the contour integration is along the unit circle in a
counterclockwise sense andPm

(1) , Pm
(2) , Pn

(1) , and Pn
(2) are

poles defined in~24! and~25!. Similarly, the change of vari-
able

z5eiu ~A14!

will transform ~A10! into

I mn
~2!~d0!

5
2i

k2 R
uzu51

z•(n50
` Jn~kd0!•zn

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!
dz.

~A15!

Substitution of~A13! and ~A15! into ~A8! gives

I mn~d0!

5
2i

k2 R
uzu51

z•@J0~kd0!12•(n51
` Jn~kd0!•zn#

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!
dz.

~A16!

This form of I mn(d0), a contour integral, is evaluated as
2p i times the sum of the residues of Eq.~A16! given the
poles~Pm

(1,2) , andPn
(1,2)! that lie within the regionuzu51 on

the complex plane.10 A sufficient condition to prevent the
poles from being on the unit circle is not to have purely
imaginarylm andln .

Finally, it is also easy to verify that

I mn~0!

5
2i

k2 R
uzu51

z dz

~z2Pm
~1!!~z2Pm

~2!!~z2Pn
~1!!~z2Pn

~2!!

~A17!

and

I mn~2d0!5I nm* ~d0!. ~A18!

APPENDIX B: ASYMPTOTIC STABILITY OF THE
STRIP STRUCTURE

This Appendix is to apply Lyapuvonv’s direct method11

to prove that the strip structure is asymptotically stable under
the control law given in ~55!. Consider the following
Lyapunov functional;

F~x,t !5E
2L/2

1L/2FDS ]2w

]x2 D 2

1rshsS ]w

]t D 2Gdx. ~B1!

The time derivative of~B1! can be reduced solely in terms of
the boundary conditions8

dF

dt
5

]2w

]x2

]2w

]x ]tU
x52L/2

x51L/2

2
]3w

]x3

]w

]t U
x52L/2

x51L/2

. ~B2!

Substitution of the boundary conditions~54! and~55! to ~B2!
results in

dF

dt
52mH ]2w

]x ]tU
x52L/2

x51L/2J 2

,0 ~B3!

for all time t andm.0. The asymptotic stability is guaran-
teed in the Lyapunov sense becausedF/dt,0.
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methods to evaluate transient radiation from axisymmetric
planar radiators
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The modal impulse response method and the wave vector–time domain method are two of the
existing methods to evaluate the transient acoustic field from an axisymmetric planar radiator. Both
methods are investigated here and the wave vector–time domain method is used to derive the modal
impulse response for the normal velocity distribution of an arbitrary axisymmetric source.
Representations of the transient acoustic field in the space–time domain and the wave vector–time
domain are linked through the Fourier–Hankel transform. A piston is first addressed as a result of
its simplicity which serves as a benchmark case; a Bessel shaded aperture is then addressed as a
result of its importance. Clearly, the piston case is a special case of the spatial Bessel shading cases.
Numerical results are presented for both cases to illustrate the procedures in using the modal
impulse response and the wave vector–time domain methods. ©1997 Acoustical Society of
America.@S0001-4966~97!01308-8#

PACS numbers: 43.40.Rj@CBB#

INTRODUCTION

Enormous effort has been put into evaluating the acous-
tic transient field from an axisymmetric planar radiator.
Starting from a spatially uniform piston-type radiator,1–5 it is
now more interesting to study a spatially varying radiator or
aperture which is typical of a multielement annular array. If
the space and time variables of a source are separable, the
impulse response approach can be used to investigate the
space–time pressure field.

For a general space–time nonseparable planar source,
two of the existing methods to project the acoustic field are
the modal impulse response method1,6 and the wave vector–
time domain method~also called the angular spectrum
method!.7–10 The relationship between the two methods has
been investigated by Stepanishenet al.11 In particular, the
modal impulse response method provides a bridge, which
makes it possible to represent a space–time nonseparable
source in terms of space–time separable sources, through the
use of a modal series expansion,6 so that a modal impulse
response can be defined for each modal term in the series
expansion.

In the present paper, the wave vector–time domain
method will be used to explicitly derive the modal impulse
response which has already been formulated by
Stepanishen.6 The wave vector–time domain representation
of the modal impulse response will also be derived. Follow-
ing Stepanishen,1,6 the results for the cases of a piston and a
Bessel shaded aperture will be presented. The space–time
domain and the wave vector–time domain are linked through
the Fourier–Hankel transforms. The relationship between the
two methods, including the relationship between the opera-
tions in the different domains, will be explicitly established.

I. THEORY

Consider an axisymmetric planar source that is in con-
tact with a fluid as shown in Fig. 1. Normalized space, time
coordinates (r,w,Z,t) are used in the following develop-
ment where the characteristic length is the radius of the
source radiator and the characteristic time is the acoustic
travel time across the radius. The basic problem of interest is
to evaluate the acoustic transient pressure field in the upper
half-spaceZ>0 due to a specified normal velocity at the
source.

In the cylindrical coordinate shown in the Fig. 1, the
source is centered at the origin and in theZ50 plane. The
position of a source element is denoted as (rs ,ws,0), while
the position of an acoustic field point is denoted as
(r,w,Z), the relative azimuth angle between the source ele-
ment and the acoustic field point isu5ws2w. As a result of
the axial symmetry of the source, the acoustic field is also
axisymmetric, sow can be set to be zero, thusu5ws .

A. Space–time domain

The acoustic wave equation for the velocity potential
f(r,Z,t) can be expressed as

¹2f~r,Z,t!5
]2f~r,Z,t!

]2t
, ~1!

and the acoustic pressurep(r,Z,t) can be expressed as

p~r,Z,t!5
]f~r,Z,t!

]t
. ~2!

The linearized momentum equation can then be used to re-
late the normal velocityu(r,0,t) of the planar source to the
velocity potential via the following Neumann boundary con-
dition

a!Currently at Department of Geological Sciences, Lincoln Field Building,
Box 1846, Brown University, Providence, RI 02912.
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u~r,0,t!52
]f~r,Z,t!

]Z U
Z50

. ~3!

The solution to the boundary value problem of interest is
well-known and can be expressed in a number of different
forms. Perhaps the simplest form for the acoustic pressure is
the following Rayleigh surface integral:

p~r,Z,t!5E
S0

1

2pR

]u~rs,0,ts!

]ts
U

ts5t2R

dS0 , ~4!

which follows from the Green’s function solution of the
boundary value problem whereS0 denotes the source area,
andR5Ar21rs

222rrs cosu1Z2.6,12,13 It is implied in Eq.
~4! that a spatial convolution and a temporal convolution
have to be evaluated in order to determine the acoustic pres-
sure field from the normal velocity distribution of the source.

B. Transform domains

For normalized timet and its associated normalized an-
gular frequencykt , the Fourier transform pair is defined as

F~kt!5E
2`

`

f ~t!e2 jktt dt,

~5!

f ~t!5
1

2p E
2`

`

F~kt!e
jktt dkt .

For normalized spatial coordinateX andY and their associ-
ated normalized angular wave numberkX andkY , the Fou-
rier transform pair is defined as

F~kX ,kY!5E
2`

` E
2`

`

f ~X,Y!e2 j ~kXX1kYY! dX dY,

f ~X,Y!5
1

~2p!2 E
2`

` E
2`

`

F~kX ,kY!ej ~kXX1kYY! dkX dkY .

~6!

Assuming axial symmetry, and definingr25X21Y2 and
kr

25kX
21kY

2, the Hankel transform pair can be derived di-
rectly following Eq.~6! as

F~kr!52pE
0

`

f ~r!J0~krr!r dt,

~7!

f ~t!5
1

2p E
0

`

F~kr!J0~krr!kr dkr .

So the transform pair connecting the space–time domain and
the wave number–frequency domain is

F̂~kr ,Z,kt!52pE
2`

` E
0

`

r f ~r,Z,t!J0~rkr!

3e2 jktt dr dt,

f ~r,Z,t!5
1

~2p!3 E
2`

` E
0

`

krF̂~kr ,Z,kt!

3J0~rkr!ejktt dkr dkt . ~8!

The Fourier–Hankel transform of Eqs.~1!–~3! leads to
the following expressions in the wave vector–frequency do-
main

d2F̂~kr ,Z,kt!

dZ2 1~kt
22kr

2!F̂~kr ,Z,kt!50, ~9!

P̂~kr ,Z,kt!5 jktF̂~kr ,Z,kt!, ~10!

Û~kr ,kt!52
]F̂~kr ,Z,kt!

]Z
U

Z50

. ~11!

After solving Eq.~9! subject to the radiation condition and
the boundary condition in Eq.~11!, the transform of the ve-
locity potential can be expressed as

F̂~kr ,Z,kt!5
Û~kr ,kt!

jAkt
22kr

2
e2 jAkt

2
2kr

2Z, ~12!

and the transform of the acoustic pressure can be expressed
as

P̂~kr ,Z,kt!5Û~kr ,kt!
kte

2 jAkt
2
2kr

2Z

Akt
22kr

2
. ~13!

A projection operator can thus be defined in the wave
vector–frequency domain

Ĝ~kr ,Z,kt!5
e2 jAkt

2
2kr

2Z

jAkt
22kr

2
. ~14!

The convolution property of the Fourier transform can
now be employed to express the acoustic pressure in the
wave vector–time domain, by taking the inverse Fourier
transform of Eq.~13! with respect tokt , i.e.,

P~kr ,Z,t!5H ]U~kr ,t!
]t

^
t

G~kr ,Z,t!

U~kr ,t! ^
t

]G~kr ,Z,t!
]t

,
~15!

where^
t

denotes a convolution with respect tot, the projec-
tion operator in the wave vector–time domain is

G~kr ,Z,t!5J0~krAt22Z2!, ~16!

FIG. 1. The geometry of interest.
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and its time derivative is

]G~kr ,Z,t!

]t
5

]J0~krAt22Z2!

]t

5d~t2Z!2kr
2t

J1~krAt22Z2!

krAt22Z2
. ~17!

The acoustic pressurep(r,Z,t) can then be determined from
an inverse Hankel transform ofP(kr ,Z,t) with respect to
kr .

II. MODAL IMPULSE RESPONSE

Following Stepanishen,6 consider a modal series expan-
sion of an arbitrary space–time normal velocity distribution,
of which each term can be regarded as a space–time sepa-
rable normal velocity distribution, i.e.,

u~r,0,t!5(
n

un~r,0,t!5(
n

cn~r!un~t!, ~18!

wherecn(r) represents a complete set of orthonormal func-
tions andun(t) is the corresponding velocity coefficient for
each mode. Consider now only one term in the series expan-
sion which is a space–time separable normal velocity distri-
bution, i.e.,

u~r,0,t!5c~r!u~t! ~19!

whose corresponding Hankel transform is

U~kr,0,t!5C~kr!u~t!, ~20!

and the subscriptn is dropped for simplicity. After substitut-
ing Eq. ~20! into Eq. ~15! and regrouping, the Hankel trans-
form of the impulse response can be defined as

H~kr ,Z,t!5C~kr!G~kr ,Z,t!, ~21!

so that Eq.~15! becomes

P~kr ,Z,t!5H ]u~t!
]t

^
t

H~kr ,Z,t!

u~t! ^
t

]
]t

H~kr ,Z,t!.
~22!

By taking the inverse Hankel transform of both
P(kr ,Z,t) andH(kr ,Z,t), and using the convolution prop-
erty of the Hankel transform,14 an impulse response
h(r,Z,t) can be defined as such that

p~r,Z,t!5 ]
]t

@u~t! ^
t

h~r,Z,t!#,

where

h~r,Z,t!5c~r! ^

r,u
g~r,Z,t!

5H E
0

`E
0

2p

c~Rs!g~rs ,Z,t!rs drs du

E
0

`E
0

2p

c~rs!g~Rs ,Z,t!rs drs du,
~23!

where Rs5Ar21rs
222rrs cosu, and ^

r,u
denotes a two-

dimensional spatial convolution with respect tor and u in
the cylindrical coordinate.

It is well-known from a Hankel transform table14 that

g~r,Z,t!5
1

2p

d~r2At22Z2!

At22Z2
, ~24!

which is the projection operator in the space–time domain.
After substituting Eq.~24! into the upper expression of Eq.
~23! and using the shifting property of the delta function, the
impulse response can then be written in the form

h~r,Z,t!5
1

2p E
0

2p

c~R0!du, ~25!

where

R05~t22Z21r222At22Z2r cosu!1/2. ~26!

Consider now a spatial shading function of the normal
velocity source distribution

c~r!, 0<r<1, ~27!

i.e.,c~r! is zero forr.1. It is thus apparent that in Eq.~25!,
R0 has to satisfy

0<R0<1 ~28!

and it then follows from Eqs.~26! and ~28! that

0<~At22Z22r!2<t22Z21r222At22Z2r cosu

<~At22Z21r!2<1. ~29!

Upon examining Eq.~29!, it is obvious that

t>Z ~30!

and ther>1 andr<1 cases have to be handled separately.
For r>1, (At22Z21r)2 is always greater than or

equal to 1. So (At22Z22r)2<1 is first considered, which
leads to

A~Z21~12r!2<t<A~Z21~11r!2. ~31!

It is equally obvious fromt22Z21r222At22Z2r cosu
<1 that the following inequality holds

2arccosS t22Z21r221

2At22Z2r
D

<u<arccosS t22Z21r221

2At22Z2r
D . ~32!

For r<1, if (At22Z21r)2<1, i.e.,

t<A~Z21~12r!2, ~33!

there is no limitation onu, so

2p<u<p, ~34!

and if (At22Z21r)2>1, i.e.,

t>A~Z21~12r!2, ~35!

then (At22Z22r)2<1 and t22Z21r222At22Z2r
cosu < 1,which also yields Eq.~31! and~32!.

Combining Eqs.~31!–~35!, these limits are exactly the
same as presented by Stepanishen.6 Thus Eq.~25! leads to
the same expression for the impulse response as previously
derived:6
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h~r,Z,t!5
1

p E
0

ue~R!

c„rs~R,u!…U
R5t

du,

Rmin,t<Rmax ~36!

whereR5Ar21rs
222rrs cosu1Z2, and

for r>1,

rs~R,u!5@r21R22Z222r~R22Z2!1/2 cosu#1/2,

ue~R!5arccosS R22Z21r221

2rAR22Z2 D , Rmin,t<Rmax,

Rmin5AZ21~r21!2, Rmax5AZ21~r11!2, ~37!

for r,1,

rs~R,u!5@r21R22Z222r~R22Z2!1/2 cosu#1/2,

ue~R!5H p, Z,t<Rmin

arccosS R22Z21r221

2rAR22Z2 D , Rmin,t<Rmax,

Rmin5AZ21~12r!2, Rmax5AZ21~11r!2. ~38!

III. SPECIAL CASES

A. A piston

Consider a piston where the spatial shading function can
be expressed as

c~r!51, 0<r<1. ~39!

This case can be regarded as a special case of the spatial
Bessel shading cases wherekas50. The impulse responses
for the piston1 can easily be obtained, which are recited here
as a benchmark for completeness.

For r.1,

h~r,Z,t!

5H 0, t<Rmin ,

1

p
arccosS t22Z21r221

2At22Z2r
D , Rmin,t<Rmax,

0, Rmax<t

~40!

and forr<1,

h~r,Z,t!

55
0, t<Z,
1, Z,t<Rmin ,

1

p
arccosS t22Z21r221

2At22Z2r
D , Rmin,t<Rmax,

0, Rmax<t.

~41!

The Hankel transform ofc~r! can simply be obtained

C~kr!5
2pJ1~kr!

kr
5p„J0~kr!1J2~kr!…. ~42!

Although it is very difficult to derive the Hankel transform
for the impulse response from Eqs.~40! and~41!, its Hankel
transform can easily be obtained in an analytical form using
the wave vector–time domain method, by combining Eqs.
~16! and ~42! to obtain

H~kr ,Z,t!52pJ0~krAt22Z2!
J1~kr!

kr

5pJ0~krAt22Z2!„J0~kr!1J2~kr!…. ~43!

B. A Bessel shaded aperture

Consider a Bessel shaded aperture where the spatial
shading functionc~r! can be expressed as

c~r!5J0~kasr!, 0<r<1. ~44!

It is noted that ultrasonic transducers with such a spatial
shading have received considerable interest as a result of
their near-field properties.

From Stepanishen,6 the impulse response for this special
case can be written as
for r>1

h~r,Z,t!5
ce~t!

p (
m50

`

emJm~kasr!Jm@kas~t22Z2!1/2#

3S sin mce~t!

mce~t! D , Rmin,t,Rmax, ~45!

and forr,1

h~r,Z,t!

5H J0~kasr!J0@kas~t22Z2!1/2#, Z,t<Rmax,

ce~t!

p (
m50

`

emJm~kasr!Jm@kas~t22Z2!1/2#

3S sin mce~t!

mce~t! D , Rmin,t<Rmax, ~46!

where

ce~t!5H p

arccosS t22Z21r221

2At22Z2r
D .

~47!

The Hankel transform ofc~r! can simply be obtained15

C~kr!

5H 2p

kr
22kas

2 „krJ0~kas!J1~kr!2kasJ0~kr!J1~kas!…,,

p„~J1~kas!…
21~J0~kas!!2

…, kas5kr .
kasÞkp .

~48!

Although it is very difficult to derive the Hankel transform
for the impulse response from Eqs.~45! and~46!, its Hankel
transform can also easily be obtained in an analytical form
using the wave vector–time domain method, by combining
Eqs.~16! and ~48! to obtain
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H~kr ,Z,t!

5J0~krAt22Z2!

3H 2p

kr
22kas

2 „krJ0~kas!J1~kr!2kasJ0~kr!J1~kas!…,

p„„J1~kas!…
21„J0~kas!…

2
…, kas5kr .

kasÞkp ,

~49!

IV. NUMERICAL RESULTS

Numerical results for a piston and a Bessel shaded ap-
erture are now presented. The spatial shading with the struc-
tural wave numberskas50.0 andkas510.17 are shown in
Fig. 2, while their on-axis peak pressures for the harmonic
case are shown in Fig. 3. Forkas50.0, the typical piston-
type near- to far-field features are seen. Forkas510.17, a
typical near-field oscillation of the on-axis peak pressure is
first seen and then a much steeper decay of the on-axis peak
pressure is observed. The steeper decay is of course the re-
sult of the zero volumetric velocity which produces a far-
field null associated with the fact that the pressure decays as
Z2n wheren.1. It is also noted that the near- to far-field
transition distance of the piston is a factor of 10 greater than
that of the Bessel shaded aperture.

Consider now a pulsed excitation where the velocity
function used in the present study is a four cycle sine wave:

u~t!5H 0, t<0,
sin~kat!, 0,t<8p/ka
0, t.8p/ka.

~50!

The normal velocity distribution for both cases are shown in
Figs. 4 and 5, respectively.

The acoustic field at many different parallel planes has
been numerically evaluated from the specified normal veloc-
ity distribution at Z50, using both the modal impulse re-
sponse and the wave vector–time domain methods. How-
ever, as examples, only the numerical results at two parallel
planes, i.e.,Z50.0 and 4.0 are presented. For modal impulse
response method, the upper expression of Eq.~22! was used,
namely, the temporal derivative was performed on the time-
dependent velocity function rather than on the impulse re-
sponse. Similarly, for the wave vector–time domain method,
the upper expression of Eq.~15! was used, namely, the tem-
poral derivative was performed on the time-dependent veloc-
ity function rather than on the projection operator.

Consider first the piston case wherekas50.0. Figures 6
and 7 show two impulse responses at two differentZ’s, with
Figs. 8 and 9 showing their corresponding acoustic pressure
field evaluated through the modal impulse response method.
Figures 10 and 11 show the same acoustic pressure field but
evaluated through the wave vector–time domain method.

The same computations are then repeated for the Bessel
shading case wherekas510.17. Figures 12 and 13 show two
impulse responses at two differentZ’s, with Figs. 14 and 15
showing their corresponding acoustic pressure field evalu-

ated through the modal impulse response method. Figures 16
and 17 show the same acoustic pressure field but evaluated
through the wave vector–time domain method.

By examining the impulse responses, it is observed that
for a fixed Z, the impulse response for the piston where
kas50.0 can be regarded as the envelope of the impulse
response forkas.0.0, i.e., an impulse response forkas

.0.0 is a modulation of the envelope with a Bessel function.
This fact has been partially observed by Satyapal16,17 in
terms of the temporal pulse width of the impulse response. In
order to compute the field forZ@1 andr!1, it is noted that
the temporal pulse width of the impulse response becomes
very short, i.e., 1/2Z. Very fine temporal resolution is thus
needed, particularly whenkas gets large. In order to mini-
mize numerical errors, undersampling of the Bessel function
has to be avoided.

By examining the acoustic field evaluated through the
two different methods, it is clear that they agree with each
other reasonably well. In the piston case, the spatial sharp
edges, which are visible in the acoustic pressure field ob-
tained through the modal impulse response method, have
been rounded off in the acoustic field obtained through the
wave vector–time domain method, due to the truncation of
the wave-number spectrum.

In general, the wave vector–time domain method is very
demanding in terms of resolution in both time and wave
number. Fine temporal resolution is needed in order to mini-
mize the numerical errors caused by the temporal convolu-
tion, while fine resolution is needed in wave number, in or-
der to avoid undersampling of the Bessel function. At a
projection plane that is far from the source and/or with a high
wave number, the argument of the Bessel function will be

FIG. 2. Two spatial Bessel shading cases:~a! a piston:kas50.0, ~b! a
Bessel shaded aperture:kas510.17.
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large, which causes a very rapid oscillation in the Bessel
function. A trade-off thus has to be made between the rea-
sonable length of a data array and enough samples for the
Bessel function.

V. CONCLUSIONS

The modal impulse response and the wave vector–time
domain methods have been presented to evaluate the acous-
tic transient pressure field from an axisymmetric planar ra-
diator with a normal velocity distribution. The wave vector–
time domain method has been investigated in such a way to
shed more light on the definition of the modal impulse re-

FIG. 3. The on-axis peak acoustic pressure square versus propagation dis-
tanceZ for two spatial Bessel shading cases:~a! a piston:kas50.0, ~b! a
Bessel shaded aperture:kas510.17.

FIG. 4. The normal velocity distribution in space–time, whenkas50.0.

FIG. 5. The normal velocity distribution in space–time, whenkas510.17.

FIG. 6. The impulse response atZ50.0 for a piston wherekas50.0.
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sponse, i.e., the wave vector–time domain method has been
presented as an alternative approach to derive the modal im-
pulse response for an axisymmetric planar vibrator. The con-
volution property of the Hankel transform is used to connect
the operations in the wave vector–time domain and the
space–time domain, which provide more physical insight,

e.g., ~1! the commutative property for the two-dimensional
convolution is equivalent to the coordinate transformation
presented by Stepanishen,6 and ~2! for a finite aperture, one
can analytically determine the upper and the lower bounds of

FIG. 7. The impulse response atZ54.0 for a piston wherekas50.0.

FIG. 8. Acoustic pressure field atZ50.0, evaluated by using the modal
impulse response method for a piston (kas50.0).

FIG. 9. Acoustic pressure field atZ54.0, evaluated by using the modal
impulse response method for a piston (kas50.0).

FIG. 10. Acoustic pressure field atZ50.0, evaluated by using the wave
vector–time domain method for a piston (kas50.0).
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both timet and azimuth angleu by using the wave vector–
time domain method, without reference to the actual geom-
etry.

In order to illustrate the underlying relationship between
the wave vector–time domain and the modal impulse re-
sponse methods, the impulse response of a piston is first

derived using the wave vector–time domain method, which
is a special case of the Bessel beams, and also serves as the
benchmark case. Then the impulse response of a circular
radiator that has a spatial Bessel shading is derived using the
wave vector–time domain approach. The Hankel transforms
for both impulse responses have also been presented.

FIG. 11. Acoustic pressure field atZ54.0, evaluated by using the wave
vector–time domain method for a piston (kas50.0).

FIG. 12. The impulse response atZ50.0 for a Bessel shaded aperture where
kas510.17.

FIG. 13. The impulse response atZ54.0 for a Bessel shaded aperturekas

510.17.

FIG. 14. Acoustic pressure field atZ50.0, evaluated by using the modal
impulse response method for a Bessel shaded aperture (kas510.17).
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Numerical results for a piston and a Bessel beam are
presented to show that the acoustic field evaluated through
the two different methods agree with each other reasonably
well. A numerical quasifast Hankel transform has been de-
veloped. A close look at the numerical process suggests that
the size of a resolution cell has to be very small in order to
achieve certain acceptable numerical errors.

The wave vector–time domain method is capable of pro-
jecting a space–time nonseparable source, while an impulse
response can only be defined for a space–time separable
source. The modal impulse response method provides a
bridge, which makes it possible to represent a space–time
nonseparable source in terms of space–time separable
sources. Through the use of a modal series expansion, an
impulse response can be defined for each modal term in the
series expansion.
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Robust feedback control of flow-induced structural
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A significant amount of the interior noise of aircraft and automobiles is a result of turbulent
boundary layer excitation of the vehicular structure. In this investigation, the feasibility of active
robust feedback control of the noise due to this type of excitation is studied. The structural sound
radiation system investigated is comprised of a simply supported panel excited by turbulent flow.
An analytical model of this system is developed to evaluate the robust feedback control system
design strategy. The model consists of a modal description of the excitation of the plate by a
turbulent boundary layer, a modal representation of the plate vibrations, and an acoustic model of
the sound radiated from the plate. Parametric uncertainties of 1% variation in the natural frequencies
and 5% variation in the damping ratio are considered. A frequency domain controller design
approach is utilized to develop a robust controller. Performance objectives are specified which
include output performance of the sound radiated by the plate and control effort constraints on the
force applied to the plate by the controller. Plate acceleration feedback is used in an effort to reduce
the sound-pressure level. Approximately 16 and 8 dB of sound-pressure level reduction were
achieved at the first and third resonances, respectively. ©1997 Acoustical Society of America.
@S0001-4966~97!03607-2#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

The structural radiation of sound resulting from a turbu-
lent boundary layer is a major consideration in a variety of
engineering applications. This phenomenon has been inves-
tigated by sonar, aircraft, and automobile designers. The tur-
bulent flow pressure fluctuations from the propulsion of
ships excite the sonar dome and induce a structural radiation
of sound which interferes with the sonar receiver. As a result,
the background noise is increased which limits sonar perfor-
mance. Sound radiated into an aircraft interior is generated
by skin panel vibration which is excited by such sources as
the unsteady boundary layer flow over the fuselage, jet and
propeller noise, compressor whine, and thrust reversal noise.
The skin acts as a transducer and radiates sound into the
interior. With the reduction of engine, turbine, and propeller
noise and an increase of the speed of commercial aircraft,
turbulent boundary layer noise has become a significant con-
tributor to the interior sound field. Similarly, automotive en-
gineers are increasingly concerned with the environment for
passengers. Major advances have reduced the sound trans-
mitted to the interior from the engine, transmission, and tires.
As a result, the reduction of aeroacoustic noise has become a
priority. This paper reports the results of an investigation of
robust feedback control of turbulent flow-induced sound ra-
diation. The case investigated is comprised of a simply sup-
ported rectangular flexible panel with turbulent flow excita-
tion on one side.

Recently many adaptive feedforward control schemes
have been utilized to actively control noise problems. How-

ever, these methods require either a deterministic excitation
or a reference transducer which provides causal and coherent
disturbance information. For turbulence driven panels, the
turbulent boundary layer excitation is broadband and random
in nature and therefore neither a deterministic source nor a
highly coherent reference is available. Thus adaptive feed-
forward control is not a viable solution for this problem.

Relatively few studies have utilized robust feedback
control for acoustic problems. For the case where the acous-
tic delay is small, Yanget al.1,2 have used anH` approach
with sound-pressure level feedback to reduce sound inside a
small reverberent enclosure. Robust control of structure-
borne noise has been considered by Fluder and Kashani.3 In
their work,H` andm synthesis controllers were designed to
reduce the amount of sound radiated from a plate. The exci-
tation was from a point force and was broadband in nature. A
model of the radiation of sound from the plate was not used
for the controller design because the additional states re-
quired to model the sound radiation would substantially in-
crease the controller order. Fluder and Kashani reported dif-
ficulty in obtaining a controller which satisfied both robust
performance and robust stability. This is a consequence of
the fact that theH` andm synthesis controller methodologies
do not utilize beneficial plant dynamics. As a result, large
control effort is required to achieve the performance objec-
tives.

A feedback control study of the turbulence induced
structural radiation of sound was presented by Thomas and
Nelson.4 In their study they developed a useful model for the
turbulent flow excitation and utilized optimal control~linear
quadratic regulator! as the feedback control technology.
However, the authors point out that the use of this controllera!Corresponding author.
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is not practical since it requires full state information. It is
unlikely that the state information associated with the turbu-
lent boundary layer or the sound radiation can be obtained
through measurement or an accurate model. Furthermore, an
optimal controller does not allow for uncertainty such as
unmodeled modes and plant variations.

In this investigation a frequency domain robust control-
ler design approach is used. The control approach is applied
to a model of the turbulence induced structural sound radia-
tion problem similar to that developed by Thomas and Nel-
son. Using this approach, the closed loop system is designed
to be stable and achieve prespecified sound-pressure level
reductions without saturating the control actuator for given
system uncertainty.

I. ANALYTICAL MODEL

The analytical model for this investigation is used to
predict the sound pressure resulting from the structural re-
sponse of a simply supported panel due to a turbulent bound-
ary layer excitation. The model is composed of three sets of
modal transfer functions as shown in Fig. 1. The first set
@GD(s)# is the generalized forces which capture the modal
excitation of the plate due to the turbulent boundary layer.
For a disturbance due to a point force excitation, these trans-
fer functions are constants. However, for the turbulent
boundary layer excitation they are shaping filters that give
the appropriate modal force for an assumed white noise in-
put. The second transfer function set@GU(s)# is used to
represent the modal response of the plate. The third transfer
function set@GR(s)# is used to model the relationship be-
tween the modal amplitudes of the plate and the sound-
pressure level at a specified location. The complete analytical
model uses 50 modes.

A. Turbulent flow model

Currently accurate models of turbulent flow fields do not
exist. Despite years of research and a large body of literature
devoted to the fluid dynamics of turbulent flow, this phenom-
enon remains an area of fundamental research. The most
commonly used models of a turbulent flow field are statisti-
cal.

Statistical models of the turbulent wall pressure levels
have been utilized since the early 1960s and are based on
empirically obtained data. Pioneering work by Corcus led to
statistical modeling of the wall pressure field. By assuming
the flow field to be stationary and homogeneous, Corcos sug-

gested that the wall pressure cross correlation is a function
only of the spatial and temporal separation, not absolute po-
sition. This hypothesis assumes the turbulent boundary layer
thickness is uniform and the mean pressure gradient is
small.5 With this assumption, Corcos postulated that the
cross-spectral density of the wall pressure can be represented
as

Sf f~v,j,h!5Spp~w!A~vj/Uc!B~vh/Uc!

3exp~2 j vj/Uc!, ~1!

whereUc is the convective speed,j is the longitudinal sepa-
ration,h is the lateral separation, andSpp(w) is the ordinary
power spectrum of the pressure field.6 Various investigators
have identified theA and B functions based on empirical
data. Although the Corcos model is simplistic, it is widely
used in aeroacoustic models.

Strawderman developed theA andB functions for a zero
pressure gradient flow with the exponential decays

A~vj/Uc!5e2g1uvj/Ucu,
~2!

B~vh/Uc!5e2g3uvh/Ucu,

where g150.115 and g350.7. The convective velocity
(Uc) was assumed to be a constant given byUc50.65U`

whereU` is the free stream velocity.7

A crude model for the ordinary power spectrum of the
wall pressure was suggested by Skudrzyk and Haddle.8 At
the low normalized frequencies of concern, the ordinary
power spectrum of the pressure field is approximately

Spp50.7531025a2r2U`
3 d* , ~3!

wherea53 for air,r is the density of the fluid, andd* is the
boundary layer displacement thickness.

By utilizing the Corcus model, the empirically deter-
mined exponential decays suggested by Strawderman, and
the power spectra given by Skudrzyk and Haddle, the cross-
spectral density of the wall pressure spectra was calculated.
Using the cross-spectral density of the wall pressure spectra,
the spectral density of the generalized force can be calcu-
lated. For this investigation, the cross terms of the spectral
density of the generalized force are neglected. As discussed
by Thomas and Nelson these cross terms are negligible when
the main concern is the response at resonance for a system
with low modal densities.4 As shown by Thomas and Nelson
the generalized force spectral density for thenth mode re-
sulting from the turbulent flow field can be calculated as

Sqqn
~v!5

1

m2 E
S2

E
S1

Cpq~x1 ,y1!Cpq~x2 ,y2!

3Sf f~v,x22x1 ,y22y1!dS1 dS2 , ~4!

where Cpq are the orthonormal mode shapes of the plate,
m is the mass per unit area of the plate, andS is the surface
area of the plate. For a simply supported plate, the orthonor-
mal mode shapes are

Cpq~x,y!5
2

~ab!1/2 sinS ppx

a D sinS qpy

b D . ~5!

Integrating Eq.~4! gives

FIG. 1. Block diagram of an analytical model.

990 990J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 C. M. Heatwole et al.: Robust feedback control



Sqqn
5

4

abm2 A~B11B21B31B4!, ~6!

where

A5
g3vb/Uc

@~g3v/Uc!
21~qp/b!2#

1
2~qp/b!2

„12cos~qp!exp~2g3vb/Uc!…

@~g3v/Uc!
21~qp/b!2#2 ,

B15
va~g11 i !/2Uc

„v~g11 i !/Uc…
21~pp/a!2 ,

B25
va~g12 i !/2Uc

„v~g12 i !/Uc…
21~pp/a!2 ,

B35
~pp/a!2@12cos~pp!exp„2va~g11 i !/Uc…#

@„v~g11 i !/Uc…
21~pp/a!2#2 ,

and

B45
~pp/a!2@12cos~pp!exp„2va~g12 i !/Uc…#

@„v~g12 i !/Uc…
21~pp/a!2#2 .

To determine a state representation of the turbulent flow
excitation, transfer functions between a white-noise input
and the generalized forces must be found from the power
spectra of the generalized forces developed using Eq.~6!.
This is accomplished using spectral factorization of the
power spectra~Thomas and Nelson4!. A transfer function
having 20 numerator and denominator coefficients is used to
represent the frequency information of the power spectra.
Since the power spectra is real and positive, the odd ordered
terms of the transfer function are zero. Furthermore, the
transfer function is symmetric about thej v axis. Thus the
modal excitation filter is uniquely defined by the left half
plane poles and zeros of the transfer function. In this way, a
transfer function whose maximum size is tenth order is suf-
ficient to model each generalized force. Finally, the modal
excitation filter is converted from a transfer function repre-
sentation to an observable canonical state space representa-
tion. A total of 296 states were used to describe the 50 modal
excitation filters.

The power spectra calculated for the first mode@Eq. ~4!#
is shown in Fig. 2 as a solid line. The power spectra given by
the spectral decomposition is shown as the dashed line. The
difference between these two power spectra is less than 1 dB
over the frequency range of interest. Each of the spectra for
the 50 modes were fit within 10 dB across the frequency
band from 10 to 10 000 Hz.

B. Structural response model

The structural response of the plate is obtained from the
classical equation of motion for a thin damped flexible struc-
ture

D¹4u1c
]u

]t
1m

]2u

]t2 5F~x,y,t !, ~7!

where u is the normal displacement of the plate,D is the
flexural rigidity, c is the viscous damping coefficient,m is

the mass per unit area of the plate, andF(x,y,t)
5 f (x,y)s(t) is the excitation pressure of the plate. Using the
modal analysis method and assuming simply supported
boundary conditions, Eq.~7! can be decoupled. The assumed
solution is given by

u5(
pq

hpqCpq~x,y!, ~8!

where hpq are the modal displacements andCpq are the
eigenfunctions. The modal equation can be written as

ḧpq12zvpqḣpq1vpq
2 hpq5qpq , ~9!

where z is the damping ratio andqpq is the generalized
modal force given by

qpq5
1

m E
S
Cpq~x,y! f ~x,y!dS. ~10!

For a point force excitation of the plate, the generalized
modal forces are

qpq5
f

m
sinS ppx0

a D sinS qpy0

b D , ~11!

wherex0 , y0 are the coordinates of the excitation. For the
turbulent boundary layer excitation, the output of the spectral
factorization shaping filters are the generalized modal forces.

C. Sound-pressure model

The third part of the analytical model is used to predict
the sound-pressure level at a specified location resulting
from the panel excitation. This is accomplished using the
Rayleigh integral

p~R,t !5
j vr0

2p
ej vtE

S

vn~r s!e
jk~ uR2rsu!

~ uR2r su!
dS, ~12!

wherer0 is the density of air,k is the acoustic wave number,
r s is the position vector to the surface element, andR is the
position vector to the control point. For a simply supported

FIG. 2. Spectral decomposition for first mode.
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plate, the normal velocity due to thepq mode can be written
in terms of the modal acceleration as

vnpq
5

ḧpq

j v

2

~ab!1/2 sinS ppx0

a D sinS qpy0

b D . ~13!

The frequency response functionsHpq(v) for the component
of the Rayleigh integral associated with each modal accel-
eration is

Hpq~v!5
r0~ab!1/2e2 jkR

p3pq F ~21!qej b21

~b/qp!221 G
3F ~21!pej a21

~a/pp!221 Ge2 j b/2e2 j a/2, ~14!

where

a5ka sin u cosf, b5kb sin u sin f,

and R(R,u,f) specifies the location of the control point in
spherical coordinates. The overall sound-pressure level at the
control point is calculated using a modal summation of
Hpq(v)ḧpq(v).

II. SYSTEM CONFIGURATION

The system to be controlled is a simply supported rect-
angular plate with a turbulent boundary layer excitation on
one side. It is assumed that the plate radiates sound into an
anechoic environment and the fluid loading of the air is neg-
ligible. The plate and fluid parameters are shown in Table I.
A pictorial representation of the system is shown in Fig. 3.

The controller was configured for practical experimental
implementation. A single-input single-output controller with
a point force actuator is used. The feedback sensor is an
accelerometer colocated with the control actuator in the cen-

ter of the plate. The location of the sensor and actuator allow
coupling only with the odd–odd plate modes. This is desir-
able since the odd–odd modes are the most efficient radiators
of noise.9

The feedback structure is shown in Fig. 4.GD(s) repre-
sents the modal excitation due to the turbulent boundary
layer given by the spectral factorization of Eq.~6!,
GU(a,s) represents the dynamics of the plate,GR(s) repre-
sents the sound radiation to the control point due to the
modal excitation given by Eq.~14!, andGC(s) is the feed-
back controller.H andF are the modal participation coeffi-
cients associated with the sensor and actuator locations, re-
spectively. The heavy lines indicate modal representations
while the thin lines indicate measurable signals.

The system is subject to parametric uncertainty associ-
ated with variation in the natural frequencies and the damp-
ing ratio. The degree of parametric uncertainty for this inves-
tigation was chosen to be 1% variation in the natural
frequencies and 5% variation in the damping ratio.

The performance goal is to reduce the sound pressure at
a specified location to less than the desired sound-pressure
level, Pdes, subject to a control effort limitation,k. However,
the sound-pressure level is not used as feedback since for
most applications it would be impractical to locate micro-
phones at the locations where sound-pressure level reduction
is desired. Furthermore, using the sound-pressure level as the
feedback signal would restrict the controller bandwidth,
which in turn, would limit closed-loop performance. This is a
direct result of the phase lag associated with the delay of the
sound propagation between the panel and the sensor location.
As the distance between the sound-pressure feedback sensor
and the radiating surface increases, so does the amount of
delay.

Although the sound-pressure level is not used for feed-
back, it can be controlled indirectly when plate acceleration
is used as feedback. Minimization of the plate acceleration
does not guarantee that the sound-pressure level will be
minimized. To effectively reduce sound radiation, the indi-
vidual modal acceleration coefficients are weighted based on
their sound-pressure level contribution at the output location.
Radiating modes are heavily weighted and nonradiating
modes are lightly weighted. In this way, the structural re-
sponse of the plate is controlled such that the residual plate
vibration occurs in modes which do not efficiently radiate
sound and control effort is focused only on efficiently radi-
ating modes.

TABLE I. System parameters.

Plate material Aluminum
Plate dimensions (a,b,h) ~0.4, 0.2, 0.001! m
Modal damping ratio 0.01
Actuator location (a/2,b/2)
Sensor locations (a/2,b/2)
Controlled location ~2 m, 45°, 45°!
Fluid Air
Air velocity U` 38 m/s~85 mile/h!
Convected velocityUc 0.65U`

g1 0.115
g3 0.7

FIG. 3. Pictorial representation of the system.

FIG. 4. Block diagram of the system.
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III. FREQUENCY DOMAIN CONTROLLER DESIGN

For the frequency domain design methodology used in
this investigation, the open-loop transfer function of the con-
troller and system is shaped on a Nichols chart using classi-
cal frequency domain design tools. Frequency domain am-
plitude and phase bounds for disturbance rejection, stability,
and control effort are generated on the Nichols chart and
used to develop acceptable design regions for the design pro-
cess. Loop shaping on the Nichols chart requires the designer
to be involved in the controller design process. Because the
disturbance rejection, control effort, and uncertainty bounds
are plotted individually on the Nichols chart, the degree to
which each bound influences the design is discernible and
design sensitivity is apparent.

A. Developing frequency domain performance
bounds

The sound-pressure level output performance bounds are
developed on a mode by mode basis. Individual modal con-
tributions to the sound-pressure level at the controlled posi-
tion are restricted to be less than the desired sound-pressure
level Pdes. Thus bounds are generated based upon a system
model associated with each individual mode. A block dia-
gram of the system model for thenth mode is shown in Fig.
5. The modal accelerationYn(s) for the nth mode can be
written as

Yn~a, j v!5
GU

n ~a, j v!GD
n ~ j v!

11GU
n ~a, j v!FnGC~ j v!Hn

D~ j v!. ~15!

Thus the sound pressure associated with thenth mode
@Rn(s)# can be written as

Rn~a, j v!5
GR

n~ j v!GU
n ~a, j v!GD

n ~ j v!

11GU
n ~a, j v!FnGC~ j v!Hn

D~ j v!. ~16!

The performance criteria is

(
n51

50

uRn~ j v!u<uPdes~ j v!u. ~17!

Using the nominal open-loop transfer function given by

L0~a0 , j v!5GU~a0 , j v!FGC~ j v!H ~18!

and substituting Eq.~16! into Eq. ~17! gives the inequality

U 1

11L0~a0 , j v!P n~a,s!
U

<
Pdes~ j v!

uGR
n~ j v!GU

n ~a, j v!GD
n ~ j v!u

, ~19!

where

P n~a, j v!5
GU

n ~a, j v!FnHn

GU~a0 , j v!FH
. ~20!

Equating both sides of Eq.~19! gives an invertedM circle
bound for eachv on the loop transfer function

Ln~a, j v!5GU
n ~a, j v!FnGC~ j v!Hn . ~21!

For loop-shaping purposes, the bound is shifted in magnitude
and phase byP n(a, j v) so that it becomes an amplitude
bound on the nominal open-loop transfer function
L0(a0 , j v). The shifted invertedM circle bound is plotted
on the Nichols chart to define the design region. To satisfy
inequality Eq.~19!, the magnitude of the nominal open-loop
transfer function atv for moden and uncertaintya must be
greater than the shifted invertedM circle.

The bounds developed using Eq.~19! are useful for the
selection of the location for the control actuator and feedback
sensor. Inappropriate sensor and actuator locations result in
unachievable disturbance rejection bounds. For example, if

uPdes~ j v!u<uGR
n~ j v!Gu

n~a, j v!GD
n ~ j v!u ~22!

and either the sensor or the actuator is located on a node line,
the disturbance rejection bound will have an infinite lower
amplitude condition on the nominal open-loop transfer func-
tion.

Stability bounds are also shown on the Nichols chart.
Stability is ensured by restricting the resonant peak of the
closed-loop transfer function as

U L0~a0 , j v!P ~a,s!

11L0~a0 , j v!P ~a,s!
U<A, ~23!

where

P ~a, j v!5
GU~a, j v!

GU~a0 , j v!
~24!

andA is a constant. Equation~23! is an amplitude bound on
the closed-loop transfer function which corresponds to an
M circle bound on the open-loop transfer function. ThisM
circle bound is shifted in magnitude and phase such that the
amplitude bound corresponds to the nominal open-loop
transfer functionL0(a0 , j v). A satisfactoryL0(a0 , j v) has
magnitude and phase characteristics that are outside theM
circle bound.

Finally, control effort bounds are developed and shown
on the Nichols chart. These amplitude bounds are used to
ensure that the controller does not saturate the actuator. The
actuator constraint is

uu~ t !u<k, ~25!

where u(t) is the control effort. The closed-loop transfer
function relating the disturbanceD(s) to the control effort
U(s) is

FIG. 5. Modal block diagram of the system.
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U~a, j v!

D~ j v!
5

2GC~ j v!HGU~a, j v!GD~ j v!

11GU~a, j v!FGC~ j v!H
~26!

5S 2GD~ j v!

F D S L0~a0 , j v!P ~a,s!

11L0~a0 , j v!P ~a,s! D .

~27!

For the turbulent flow, the disturbance input to the shaping
filters is broadband,D( j v)51. Franchek10 and Jayasuriya11

have shown that a time-domain control effort response can
be directly limited by a frequency domain bound. Such a
frequency domain bound for control effort is developed from
Eq. ~27! and is given by

U L0~a0 , j v!P ~a,s!

11L0~a0 , j v!P ~a,s!
U<U kF

GD~ j v!
U. ~28!

Equation~28! represents anM circle bound on the open-loop
transfer function. The frequency characteristics of the open-
loop transfer function must be outside theM circle.

B. Bound generation

Using Eq. ~19!, performance bounds were generated
from each of the first 50 plate modes with the desired pres-
sure chosen asPdes556 dB. Stability bounds were generated
using Eq.~23! with an M circle of 6 dB. This provides a
minimum gain margin of 3.5 dB and phase margin of 30°.
Using Eq.~28!, control effort bounds usingk514mN were
generated. All three performance bound types were gener-
ated using a gridding of the parametric uncertainty of 1%
natural frequency variation and 5% damping ratio variation.

The disturbance rejection, stability, and control effort
bounds were combined to form the acceptable design region
for various individual frequencies. An example set of bounds
developed at the natural frequency of the third mode (v
51258 rad/s) is shown in Fig. 6. The nominal open-loop
transfer function atv51258 rad/s must be within the shaded
design region to satisfy inequalities Eqs.~19!, ~23!, and~28!.
The frequencies for which the design region was most re-
strictive were used in the loop shaping process.

C. Loop shaping the controller

The performance bounds developed from the frequency
domain amplitude inequalities impose amplitude and phase
conditions on the open-loop transfer function to be designed.
These bounds are transformed into bounds confining the
nominal open-loop transfer function using the inverse nor-
malized plant templateP n

21(a, j v). For this design, the per-
formance bounds requiring low gain on the sensitivity trans-
fer function occur at the natural frequencies of the odd-odd
modes of the plate. This was anticipated since the odd–odd
modes are the most efficient sound radiating modes.

From the stability requirements based on the Nyquist
stability criterion, the phase lag due to the plate dynamics
requires the gain of the open-loop transfer function to be
below unity for phases at and near odd multiples of
2180°. The frequency domain bounds for control effort im-
pose a low gain condition on the complementary sensitivity
transfer function which was most restrictive at the off-
resonance frequencies. For a lightly damped structure, the
higher-order modes contribute much more significantly to
the frequency response at off-resonant frequencies than at
resonant frequencies. Therefore, the fact that these modes are
unmodeled contributes significantly to the uncertainty at the
off-resonant frequencies. This causes the control effort and
stability bounds to be more restrictive at off-resonant fre-
quencies.

The controller is designed by augmenting the open-loop
transfer function with additional poles and zeros such that
the amplitude and phase characteristics satisfy the frequency
domain bounds. Shown in Fig. 7 is the open-loop transfer
function and a few key frequency domain bounds on an ex-
tended Nichols chart. The open-loop transfer function is
shown as a heavy solid line. The frequencies associated with
each bound and the corresponding frequency on the open-
loop transfer function are labeled. Lower bounds are solid
and upper bounds are dashed. Due to the multiple modes of
the plate, the phase lag associated with the plant dynamics is
less than2180°.

The performance bounds require the gain of the open-
loop transfer function to be greater than unity for phases less
than 2180° lag. To achieve this performance requirement,

FIG. 6. Composite bound forv51258 rad/s.

FIG. 7. Performance bounds for frequency domain controller design.
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the controller could be used to add phase lead to compensate
for the excessive phase lag due to the plant dynamics. How-
ever, this type of feedback controller would be susceptible to
sensor noise. Alternatively, the feedback controller could be
used to add additional phase lag such that the performance
requirements are satisfied while also meeting the Nyquist
stability criterion. In this investigation, nonminimum phase
zeros are utilized for this purpose. It is important to note that
the natural dynamics of the system~Fig. 8! produces the
amplitude characteristics required by the performance
bounds. With robust frequency domain controller design it is
possible to utilize these natural dynamics in the controller
design thereby reducing the required controller gain and
bandwidth.

The controller design begins as a negative gain. This
shifts the phase by2180°. Next, a complex pole atv
580 rad/s, z50.4, and a nonminimum phase zero atv
5150 rad/s are used to add phase lag so that the first and
third natural frequencies~v5483 and 1258 rad/s! are cen-
tered between the stability points at2180° and2540°. The
amplitude roll-up associated with the nonminimum phase
zero is attenuated by the amplitude roll-off of the complex

poles. Therefore, the desired phase characteristic is achieved
without decreasing the natural plant gain at the modal reso-
nances. The upper bounds atv5272 and 1356 rad/s are met
by limiting the controller gain. The lower bounds atv
5483 and 1258 rad/s are easily achieved. A nonminimum
phase complex conjugate pair of zeros atv51900 rad/s,z
50.03 was then used to add phase lag to place the resonance
peak corresponding to the eighth mode (v52808 rad/s) be-
tween the stability points at2540° and2900°. These zeros
also add enough gain near this frequency to push the ampli-
tude atv52808 rad/s to the upper bound limit. Since the
performance bounds for higher frequencies~i.e., v
510 000 rad/s! are small invertedM circles, these bounds
are easy to satisfy. Therefore, the controller can be used to
roll-off the open-loop gain without violating the stability,
performance, or control effort bounds. To roll-off the gain of
the controller at high frequencies, complex poles were added
at v52200 rad/s withz50.5. These poles also add phase
lag to help space the eighth modal resonance. An additional
pole atv59000 rad/s is used to increase this amplitude roll-
off. The resulting controller is a fifth-order controller with a
dc gain of230 dB,

G~s!5
20.03@2s/15011#@s2/1900222~0.03!s/190011#

@s2/80212~0.4!s/8011#@s2/2200212~0.5!s/220011#@s/900011#
. ~29!

By utilizing the natural dynamics of the plate, the controller
order and gain were minimized. The bode plot of the con-
troller is shown in Fig. 9.

IV. CONTROLLER PERFORMANCE

Using the controller designed in the previous section, the
sound-pressure level of the control point is calculated for the
flow noise disturbance model. The analytical model was used
to evaluate the performance. The uncontrolled and controlled

sound-pressure level responses are both shown. Additionally,
the time history of the control effort and the uncontrolled and
controlled sensor acceleration are given for the turbulent
flow disturbance.

The uncontrolled and controlled sound-pressure level re-
sponses are shown in Fig. 10. The sound-pressure level re-
sponse for the flow disturbance input is reduced by approxi-
mately 16 and 8 dB at the first and third resonances,
respectively. Additional reductions are achieved at higher
odd–odd resonance frequencies. The desired performance

FIG. 8. Bode plot of the nominal plant@FGu(a0 ,s)H#. FIG. 9. Bode plot ofGC(s).
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(Pdes556 dB) was achieved at all frequencies. In fact sub-
stantially lower sound-pressure levels were achieved at fre-
quencies where the nominal open loop transfer function
greatly exceeded the minimum performance bounds.

The time history of the acceleration at the sensor loca-
tion is shown in Fig. 11. The rms value for the controlled
case is 3.831023 m/s2 while that of the uncontrolled case is
6.131023 m/s2. The control effort is limited to less than 10
mN and is shown in Fig. 12. This is less than the control limit
bound of 14mN. Despite the low controller order, dc gain,
and control effort, the performance of the controller is sig-
nificant. Furthermore, controller implementation is feasible
unlike previous active controllers for the flow-induced sound
radiation problem.

V. CONCLUSION

This work has shown that a practical feedback controller
implementation for the flow induced structural radiation of
sound problem is possible. A robust control methodology
was successfully used in the controller design. The controller

design incorporated uncertainty to ensure robust perfor-
mance. Significant sound-pressure level reductions were ob-
tained at the odd–odd resonances.

The superiority of a frequency domain controller ap-
proach for this problem has been demonstrated. The perfor-
mance goals for this technique have been formulated to en-
sure that a specific modal sound-pressure level is achieved
for a turbulent flow disturbance. By representing the perfor-
mance, stability, and control effort criteria as bounds on the
Nichols chart, their impact on the controller design can eas-
ily be visualized. Furthermore, the method achieved good
performance using a small controller dc gain and order. This
result is obtained as a direct consequence of the use of non-
minimum phase zeros to add controller lag such that the
beneficial plant characteristics are utilized.

Subsequent work will extend the controller design meth-
odology to multiple-input multiple-output controllers. In this
way control of the even modes can be achieved. An experi-
mental implementation of control of turbulent induced struc-
tural sound radiation will also be undertaken.
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Effects of high-sided vehicles on the performance of noise
barriers
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The attenuation produced by a given barrier can be maximized by placing it as close to the noise
source or receiver as possible. This fact and the availability of land often means that barriers are
situated close to the edge of the road. In this position the performance of the barrier can be degraded
by the effects of multiple reflections of sound between the sides of the vehicles and the barrier. This
paper reports the results of calculations, carried out using a two-dimensional boundary element
model, of the attenuation produced by various configurations of barrier adjacent to a traffic stream.
Spectra of insertion loss and the mean broadband insertion loss in the shadow region are considered.
The effects of the height of the vehicle, the distribution of absorbing material on the traffic-facing
side of the barrier, and the slope of this face are considered quantitatively in terms of the peak noise
level. It is concluded that serious degradation of the performance of the barrier can occur for some
situations, especially when the side of the vehicle protrudes above the barrier. The results indicate
the extent to which the problem can be overcome by the use of absorbing barriers or by sloping
barriers of suitable design. ©1997 Acoustical Society of America.@S0001-4966~97!04907-2#

PACS numbers: 43.50.Gf, 43.50.Lj@GAD#

INTRODUCTION

Accurate prediction of the noise from vehicles is impor-
tant as a tool in the design and planning of transport schemes
and in assessments for compensation. Such prediction
schemes exist in most countries. In considering the effects of
noise barriers the attenuation produced is usually calculated
by a path difference approach, as in Ref. 1. In this case the
difference between the length of the direct path from source
to receiver and the path via the top of the barrier is related to
the attenuation. The attenuation increases with the height of
the barrier. The method also predicts that the attenuation is
optimized by placing the barrier as close to the source as is
practicable. This consideration and also the scarcity of land
in many urban situations has sometimes resulted in the siting
of noise barriers very close to roads or railways. In these
conditions it is possible that strong reflections of the sound
between the sides of the vehicles and the barrier may reduce
the efficiency of the barrier from that predicted by a simple
path difference approach. This effect has been discussed by
several authors~e.g., Ref. 2! but there is no clear agreement
of the extent of the effect, and little quantitative information
is available. One method of modeling this phenomenon is to
extend the path difference model using multiple images of
the source, but in the basic model the phase relationships
between the contributions from the source and each image
are not considered and the reflection and diffraction mecha-
nisms are simplified. A second approach is to develop a nu-
merical wave solution for the sound field. In this paper re-
sults are reported for two-dimensional numerical modeling
of these conditions using a boundary integral equation
method. The effects of the proximity and the height of the
vehicle on the performance of a plane wall barrier are re-
ported~see also Refs. 3 and 4!. The use of acoustically ab-
sorbing surfaces and sloping sections on the traffic-facing

side of the screens to overcome the problem is considered.
Although these treatments have been used in practical cases,
published results accurately quantifying the efficiency of
these measures are scarce.

I. NUMERICAL MODEL

The numerical model is applied to the system shown in
Fig. 1. The body of the vehicle is represented as a rectangle
elevated above the flat ground surface with the source offset
0.03 m horizontally from the lower corner nearest the barrier.
The three-dimensional representation is equivalent to an in-
finite coherent line source with an infinitely long barrier and
vehicle parallel to the source and of uniform cross section
and surface covering along their length.

In general terms letp(r ,r0) represent the acoustic pres-
sure atr 5 (x,y) with the source atr0 5 (x0 ,y0). Thex axis
lies in the ground plane and they axis is perpendicular to this
plane, into the propagating medium. Letg define the surfaces
above the ground plane and it is assumed that these are lo-
cally reacting with normalized surface admittanceb(r s),
wherer s is the position vector of a point ong. A reformula-
tion of the Helmholtz equation as a boundary integral equa-
tion in which the integral is taken over the surfaces of the
barrier and vehicle is solved at a single frequency by a
boundary element approach.5,6 To carry this out the surfaces
of the vehicle and the barrier,g, are divided into a number of
straight line elementsg1 ,g2 ,gn ,•••,gN . The acoustic pres-
sure,p(rn ,r0) is assumed constant over each element and is
calculated at the mid-point.rn is the position vector of the
mid-point of thenth element. As a result of this approxima-
tion the integral equation reduces to (e2 ivt time dependence!
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whereds(r s) denotes the length of an element ofg at r s ,
]/]n(r s) denotes the partial derivative in the direction of the
normal tog at r s directed out of the propagating medium,
andk is the wave number. The integral is evaluated using a
product mid-point rule approximation described in Ref. 7.
Here,«(r ) has a value of unity whenr lies anywhere in the
propagating medium except ong; «(r ) 5 1/2 if r is a point on
g which is not a corner point. Ifr is a corner point then
«(r ) 5 V/(2p), whereV is the angle in the medium sub-
tended by the two tangents to the boundary atr . bc is the
normalized surface admittance of the ground plane which is
assumed to be constant, andGbc

(r ,r0) denotes the acoustic
pressure atr due to the source atr0 in the presence of the
ground plane only.Gbc

(r ,r0) can be written as8
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where r08 5 (x0 , 2 y0) is the image of the source in the
ground plane,H0

(1) is the Hankel function of the first kind of
order zero, and
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with Re@(12s2)1/2#,Im@(12s2)1/2#>0. Efficient and
accurate methods of calculatingPbc

and ]Pbc
/]n when

Re bc.0 are detailed in Ref. 8. The boundary element
method then follows two steps. By settingr equal torm for
m51,2,...,N in Eq. ~1! a set ofN linear equations in the
unknowns p(r1 ,r0),p(r2 ,r0),...,p(rn ,r0),...,p(rN ,r0) is
obtained. After solving these equations, defining the pressure
at the mid-point of each element, Eq.~1! can be used as a
formula to calculate the pressure at a receiver point in the
propagating medium.

Virtually any shape of barrier cross section and distribu-
tion of surface acoustic properties over the section can be
considered using this method. The rigid section of road sur-
face is introduced by defining a section ofg in the uniform,

finite admittance ground plane. The standard barrier used
throughout is 0.2 m in width and 2.0 m in height. Barriers of
this height are used in many countries and the height was
selected so that the effects of the vehicle body extending
above the barrier could be investigated. The source position
is approximately representative of noise from tires, engine,
power train, and a low-mounted muffler. It would be neces-
sary to introduce a separate source to represent a high-
mounted muffler and this has not been considered. For the
barrier height used a source in this elevated position would
be directly visible at all the receiver points. Consider the case
where the barrier is sufficiently high to shield the whole ve-
hicle. A muffler protruding above the top of the vehicle is
outside the region defined by the parallel surfaces of the
barrier and the side of the vehicle. In these conditions mul-
tiple reflections between these surfaces will be of little sig-
nificance.

The accuracy of the model has been investigated in Ref.
6 by direct comparison with an exact analytical solution of
an extended barrier problem. At frequencies below 2500 Hz
the differences were always less than 0.5 dB. For the results
from 2500 to 3150 Hz larger discrepancies were observed, of
the order of 5 dB.

The surface admittance of the absorbent surfaces is cal-
culated according to the equations of Delany and Bazley9 for
fibrous materials. The flat ground on the side of the barrier
away from the road is assumed to be grassland, having a
flow resistivity of 200 000 N s m24 and a layer depth of 0.1
m. Where the use of absorbing material is specified on a
barrier, a flow resistivity of 20 000 N s m24 and a layer depth
of 0.1 m is used. This results in a surface impedance similar
to that of a layer of mineral wool or a similar strong absorber
and a spectrum of the normal incidence sound absorption
coefficient calculated using these parameters is shown in Fig.
2.

The acoustic pressure is calculated at 1/9 octave center
frequencies between 58 and 3415 Hz for nine receiver posi-
tions at heights of 0, 1.5, and 3.0 m above the ground and at
distances of 20, 50, and 100 m from the center line of the

FIG. 1. Configuration of the two-dimensional model.

FIG. 2. Normal incidence sound absorption coefficient calculated using the
Delany and Bazley model for admittance of a fibrous absorbing material
with flow resistivity of 20 000 N s m24 and a layer depth of 0.1 m.
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barrier. It is important to carry out the calculations at these
relatively small frequency intervals in order to resolve the
rapid changes in the spectrum associated with interference
effects arising from the multiple reflections between the ve-
hicle and the barrier. The insertion loss at each frequency is
calculated as

IL520 log10uPg /Pbu dB, ~4!

wherePg is the sound pressure at the receiver when source,
vehicle, and ground are present, andPb is the sound pressure
at the receiver for the same conditions with the barrier in-
cluded.

In order to calculate the broadband insertion loss details
of the source spectrum shape are required. The spectrum
used is characteristic of roadside A-weighted road traffic
noise and is shown in Fig. 3. It is based on a 1/3 octave
spectrum given in Ref. 10, which is derived from measure-
ments in various European countries and reviewed within the
noise barrier standards committee CEN/TC226/WG6/TG1.
The results for the acoustic pressure at the 1/9 octave center
frequencies calculated using the boundary element method
were weighted using the traffic noise spectrum and then
combined. The broadband insertion loss is then defined in
the same way as in Eq.~4!. Although a variation in the ab-
solute values of insertion loss was observed at the different
receiver positions, thechangesobserved as the vehicle and
barrier conditions were altered were similar for each receiver
position. The arithmetic mean of the broadband insertion loss
values over the six receiver positions above the ground can
thus be considered as a general measure of the relative effi-
ciency of the barrier systems in the shadow region and this
figure is defined as themean insertion loss. The use of this
indicator is discussed further in Ref. 6.

The computing resources necessary to carry out the cal-
culations primarily depend on the length ofg and the fre-
quency. The results reported here were calculated on a net-
worked workstation system and the CPU time for each
configuration modeled was between approximately 100 and
600 s. It would be desirable to improve the simulation by the
use of a three-dimensional boundary element model. With
severe truncation of such a model in the third dimension

~along the roadway! and assuming only rigid boundary con-
ditions, it is possible to calculate a solution for very low
frequencies. For more complex site conditions and higher
frequencies the computing resources required are prohibitive.

II. RESULTS

A. Effect of vehicle height

In Fig. 4 the broadband insertion loss at a receiver po-
sition 20 m behind the barrier and 1.5 m above the ground is
plotted as a function of the height of the vehicle. The barrier
has rigid surfaces. The distance from the barrier to the side of
the vehicle is 5.5 m and this distance is used as a standard
throughout, except in Sec. II B. From this receiver position
the vehicle becomes visible over the barrier at a height of
2.14 m. There is a reduction in insertion loss as the vehicle
height increases from 1.5 to 2.5 m. The insertion loss re-
mains approximately constant when vehicle height is greater
than 2.5 m.

The mean insertion loss over six receiver positions is
plotted as a function of vehicle height in Fig. 5. The solid
line is for a barrier with rigid surfaces. Whenh50.5 m the
side of the vehicle is not present. The mean insertion loss
reduces as the height of the vehicle is increased. A value of
h51.5 m corresponds approximately to the dimension of an
automobile. The vehicle becomes visible at the different re-
ceiver positions at heights of between 1.7 and 2.2 m. When
the height of the vehicle is greater than that of the barrier,
there is a 5-dB reduction in efficiency compared with the
result when the body is not included in the calculation.

Spectra of insertion loss at a receiver position of 50 m
behind the barrier and in the ground surface are shown in
Fig. 6. The solid line is for the source at 5.47 m from the
barrier in the absence of the vehicle body. The oscillations in
the spectrum result from interference between the direct rays
and the ground reflected rays on the source and receiver sides
of the barrier. The dashed line is for similar conditions but
with a vehicle height of 4.0 m. The overall trend of the curve

FIG. 3. 1/9th-octave relative sound-pressure level spectrum characteristic of
A-weighted roadside traffic noise.

FIG. 4. Broadband insertion loss at a receiver position 20 m behind the
barrier and 1.5 m above the ground as a function of vehicle height. The
barrier has vertical rigid sides and is 2.0 m high. The vehicle is 5.5 m from
the barrier.
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obtained without the vehicle body can still be observed but
in addition there are rapid oscillations in this spectrum due to
the path differences introduced by strong multiple reflections
between the side of the vehicle and the rigid barrier.

B. Effect of the separation of vehicle and barrier

A series of predictions were calculated in which the dis-
tance (d) between the side of the vehicle and the barrier was
changed. The height of the vehicle remained constant at 4.0
m. For d 5 2.0, 5.5, 18.5, and 22.0 m the mean insertion
losses were 4.6, 4.6, 4.2, and 4.0 dB, respectively. These
results are quite similar and do not show the expected trend
of increasing insertion loss with the separation of the vehicle
and the barrier. This may be a consequence of the geometri-
cal accuracy of the model. In practice the sides of the ve-

hicles and the barrier would not be exactly parallel and the
vehicles would be of finite length. This would be likely to
reduce the multiple reflection effects at the greater distances.

C. Effect of an absorbing surface

In order to reduce the effects of multiple reflections be-
tween the side of the vehicle and the barrier various distri-
butions of absorbing material were placed on the traffic-
facing side of the barrier. Details of the assumed
characteristics of the material are given in Sec. I. Results for
the mean insertion loss in conditions where the absorber cov-
ers the upper 0.5 m, the upper 1.0 m, and the whole barrier
surface facing the traffic are shown in Fig. 5 as a function of
vehicle height. When the top 0.5 m is absorbing an increase
of between 1 and 2 dB in the mean insertion loss is observed
over the results for the rigid surface in the region where the
vehicle is visible over the barrier. When the absorbing strip
is extended a further increase is observed. The results when
the whole surface is treated are similar to that for a rigid
barrier with an automobile present~height 1.5 m! for all the
vehicle heights. This value is approximately 1 dB lower than
the mean insertion loss in the absence of a vehicle body;
corresponding to the result for a height of 0.5 m in Fig. 5.
These results are for a system in which the sound source is
assumed to be close to the ground. If sources also exist near
the top of the vehicle~e.g., vertical exhaust muffler systems!
the results would be significantly modified.

In Fig. 6 the effect on the insertion loss spectrum when
the whole of the traffic-facing side of the barrier is absorbing
can be observed. The oscillations in the spectrum resulting
from the multiple reflections between the rigid surfaces are
reduced, particularly at the higher frequencies.

D. Effect of sloping surfaces

A method which has been proposed to reduce the effects
of multiple reflections in outdoor sound propagation is to
slope the reflecting surfaces from the vertical. The sound
energy is thus directed upward either directly, if the barrier
slopes away from the source, or after an intermediate reflec-
tion at the ground if the surface slopes toward the source.
The argument assumes that the barrier surface acts as a
specular reflector of the sound. This will be the dominant
process for wavelengths less than the dimensions of the sur-
face. For longer wavelengths a scattering effect will occur.
With periodic sloping structures diffraction grating effects
are also possible.

Figure 7 shows three cross sections which were consid-
ered. The barrier comprises one, two, or four panels with
rigid surfaces and an outward sloping face at an angle ofu
from the vertical. It has been suggested thatu510° is a suit-
able angle to adopt for parallel barriers in many situations to
reduce reflected sound to an insignificant level at typical
source and receiver positions.11,12 In Fig. 8 the mean inser-
tion loss of these designs foru510° is plotted as a function
of the height of the vehicle and compared with results for the
vertical rigid screen of the same height. The sloping faces
produce some marginal improvement in the performance of
the barrier for high sided vehicles, of the order of 1 dB. For
low vehicles the sloping surface degrades the performance

FIG. 5. Mean insertion loss as a function of vehicle height for various
absorbing surface treatments of the road-facing side of the barrier. The
barrier has vertical sides and is 2.0 m high. The vehicle is 5.5 m from the
barrier.

FIG. 6. The 1/9-octave spectra of insertion loss at a receiver position 50.0 m
from the barrier, in the ground surface;~a! in the absence of the vehicle
body, with the source 5.47 m from the barrier which has a rigid surface,~b!
for a vehicle of height 4.0 m at 5.5 m from a barrier with a rigid surface, and
~c! for a vehicle of height 4.0 m at 5.5 m from a barrier with an absorbing
surface.
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from that of the vertical face. The two-panel design appears
to be the most effective, but the detail of the results will be
sensitive to the site conditions, the source spectrum, and the
source and receiver positions used.

A constant vehicle height of 4.0 m is assumed in Fig. 9
and the mean insertion loss is plotted as a function of the
slope angle,u, for the different designs in Fig. 7. As the
value ofu increases from 0° to 20° there is a general increase
in mean insertion loss. At angles greater than this the mean
insertion loss remains constant; with an increase of approxi-
mately 0.5 dB between the four- and two-panel designs and a
further 0.5 dB between the two- and one-panel designs. The
maximum mean insertion loss achieved by the one-panel de-
sign is similar to that observed for a vertical screen with the
traffic-facing side absorbing in Fig. 5.

In considering the basic geometry in Fig. 10 it is clear
that for a sloping barrier to be efficient the rays from the
source which are reflected in the face of the barrier should
pass over the top of the vehicle. The limiting rays A and B
are shown. For the ray A, via the top edge of the barrier to
graze the top of a 4-m-high vehicle the required slope angle
is approximately 2°. For ray B, via the lower edge of the
barrier to graze the top of the vehicle the slope angle must be
approximately 20°. As the slope angle increases from 2° to
20°, an increasing proportion of the reflected rays pass over

the vehicle. At 20° all the rays reflected first by the barrier
pass over the vehicle. First reflections from the ground sur-
face or vehicle side are not considered here, but this simple
argument is sufficient to explain the trends observed in Fig. 9
using the sophisticated wave model.

III. CONCLUSION

A two-dimensional boundary element model has been
used in this investigation. This can be interpreted in three
dimensions as being equivalent to an infinite line source of
sound with an infinite parallel barrier and vehicle of uniform
cross section. In terms of road vehicles this is not realistic
and the results obtained probably represent a worst case con-
dition. The model is more realistic for the case of railway
trains with a barrier near the track and the results could be
related to these conditions.

The results show that multiple reflections from the sides
of vehicles can significantly degrade the performance of a
rigid barrier, particularly when the vehicle is higher than the
barrier, by a typical value of 5 dB. The reduction in effi-
ciency did not appear to be sensitive to the separation of the
vehicle and barrier up to 22 m. For every configuration con-
sidered the insertion loss of the barrier remained positive.
This is contrary to the results obtained using a dynamic im-
age source model reported in Ref. 13. Here, when the vehicle

FIG. 7. Cross sections of three types of sloping barriers.

FIG. 8. Mean insertion loss as a function of vehicle height for a 2.0-m rigid
barrier with vertical sides and also the forms shown in Fig. 7.

FIG. 9. Mean insertion loss as a function of the slope angle of a 2.0-m rigid
barrier with the forms shown in Fig. 7. The vehicle height is constant at
4.0 m.

FIG. 10. Limiting reflected rays for a vehicle near a barrier.
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is in closest proximity to the receiver the barrier insertion
loss reaches a negative value in many cases.

The degradation in performance due to multiple reflec-
tions can be reduced by the application of absorbing material
on the side of the barrier facing the source. The simulations
indicate that the effect depends on the area of the absorbing
surface. Provided that the source is in the position used in the
model ~i.e., well below the upper edge of the barrier! when
the whole surface is treated with absorber the effects of mul-
tiple reflections can be almost completely removed even
when the vehicle side projects above the barrier.

The effects of multiple reflections can be overcome by
sloping a rigid barrier. Using a sophisticated wave model it
has been confirmed that the minimum slope angle for this to
be achieved can be determined approximately by consider-
ation of the limiting ray from the source which is reflected
from the lower edge of the barrier grazes the top of the
vehicle. When the separation of vehicle and barrier is 5.5 m
the minimum angle is approximately 20°. The efficiency of
the design increases slightly with the area of the individual
sloping panels.

The model assumes that the atmosphere is still and ho-
mogeneous. Atmospheric refraction and scattering due to air
turbulence could be significant in specific site conditions.
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This study attempts to explore the acoustic feedback problem that is frequently encountered in
feedforward active noise control~ANC! structure from the standpoint of control theories. The
analysis is carried out on the basis of the Youla’s parametrization and thel 1-norm andl 2-norm
vector space optimization. The ANC problem is formulated as a model matching procedure and is
solved via linear programming in the dual vector space. These methods alleviate the problems
caused by the nonminimum phase~NMP! zeros of the cancellation path. The ANC algorithms are
implemented by using a digital signal processor. Various types of noises were chosen for validating
the developed algorithms. The proposed methods are also compared with the well-known filtered-u
least-mean square~FULMS! method. The experimental results show that the acoustic feedback
problem significantly degrades the performance and stability of the ANC system regardless which
method is used. Insights into the difficulties due to acoustic feedback are addressed along the line
of control theories. ©1997 Acoustical Society of America.@S0001-4966~97!03008-7#

PACS numbers: 43.50.Ki@GAD#

INTRODUCTION

The active noise control~ANC! technique has attracted
much academic as well as industrial attention since it pro-
vides numerous advantages over traditional passive methods
in attenuating low-frequency noises.1,2 However, the opti-
mistic view somewhat masks the complexity of many theo-
retical and technical problems that remain to be solved prior
to full commercialization of the technique. Among the diffi-
culties, the acoustic feedback problem of the feedforward
structure has been the plaguing issue that seriously impedes
successful application of the ANC technique. This problem
usually arises in a feedforward ANC structure that is gener-
ally the only practical approach for suppressing broadband
random noises, where in many practical situations only the
upstream acoustical reference is available. In this configura-
tion, a positive feedback loop will exist between the cancel-
ing loudspeaker and the feedforward microphone, which
tends to destabilize the ANC system. Consider the ANC sys-
tem for a duct shown in Fig. 1. Suppose that only the noise
below the cutoff frequency of the duct is of interest so that
the control problem can be treated as a one-dimensional
problem. The secondary loudspeaker generates a canceling
sound to interact destructively with the primary noise field. It
is desired that the noise will be attenuated as much as pos-
sible at the error microphone position. It is further assumed
that only the acoustical reference at the upstream of the can-
celing source is available, as usually is the case in practical
applications. Unfortunately, the canceling loudspeaker on a
duct wall will generate plane waves propagating both up-
stream and downstream. Therefore, the antisound output to
the loudspeaker not only cancels noise downstream by mini-
mizing the error signals measured by the error microphone
but also radiates upstream to the reference microphone, re-
sulting in a corrupted reference signal. The coupling of the

acoustic wave from the canceling loudspeaker to the refer-
ence microphone is calledacoustic feedback.3 Similar effects
take place in the active vibration control system due to feed-
back from the control actuator to the reference sensor. Be-
cause the upstream feedforward microphone will detect both
the noise from the primary source and the noise produced by
the canceling loudspeaker, the positive acoustic feedback
problem can no longer be ignored. It is this positive feedback
problem that seriously complicates the active control design.

The fact that acoustic feedback introduces poles to the
system and thus a stability problem if the loop gain becomes
too large has been illustrated by Eghtesadi and Leventhall.1,4

Another good review concerning acoustic feedback can be
found in Chapter 3 of the book by Kuo and Morgan.3 The
solutions to the problem of acoustic feedback cited in the
book included directional microphones and loudspeakers,
motional feedback loudspeakers, neutralization filter, dual-
microphone reference sensing, the filter-u least-mean square
~FULMS! method, nonacoustic sensors, and so forth.

This paper adopts a new approach to explore the acous-
tic feedback problem in the ANC application domain from
the standpoint of control theories. The analysis is carried out
on the basis of the Youla’s parametrization5 and the
l 1-norm andl 2-norm vector space optimization.6 The perfor-
mance of the developed methods is compared with the well-
known FULMS algorithm that has long been recognized as
one of the elegant solutions to the acoustic feedback
problem.3,7 The simplicity of the proposed methods stems
from the fact that the ANC problem is formulated as a model
matching procedure and is solved via linear programming
~LP! in the dual vector space. These methods optimally
tackle the problem of unstable inverse resulting from the
inherent nonminimum phase~NMP! property of the cancel-
lation path~which frequently occurs to structural systems or
acoustical systems!.
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The l 1 andl 2 ANC algorithms are implemented by using
a floating-point digital signal processor. Various types of
noises including white noise, engine exhaust noise, and
sweep sine were chosen for validating the developed algo-
rithms. It will be seen from the experimental results that the
acoustic feedback problem indeed significantly degrades the
performance and stability of the ANC system regardless of
which ANC method is used. Additional insights into the dif-
ficulties due to acoustic feedback are also addressed in this
paper within a general framework of control theories.

I. THE l 1 AND l 2 ANC ALGORITHMS

The l 1 control theory emerged in the 1980s. Dahleh and
Pearson proposed anl 1 compensator to track persistent
bounded signals.8 The same authors also applied thel 1 con-
trol theory to reject bounded persistent disturbances by solv-
ing a semi-infinite LP problem.9 Deodhare and Vidyasagar
performed an in-depth analysis of the condition of when a
stabilizing controller isl 1 optimal.10 An excellent review of
the l 1 control theory can be found in the text by Dahleh and
Diaz-Bobillo.6 In the sequel, thel 1 control theory is only
presented in the context of the ANC problem.

As mentioned previously, the acoustic feedback problem
is very detrimental in terms of performance and stability of
the ANC system. In what follows, the analysis of acoustic
feedback problem in the ANC application domain is carried
out from the standpoint of control theories. To begin with,
the ANC problem is formulated as a model matching
problem,11 as shown in the block diagram of Fig. 2. The
sampled signald(k) is the input disturbance noise and
y(k) is the residual field detected at the error microphone
position. The primary path,P̂(z), is the transfer function
formed by the primary acoustic path, the power amplifier, the
upstream sensor, and the error microphone, wherez denotes
the z transform variable.Ŝ(z) is the transfer function of the
cancellation path formed by the canceling loudspeaker, the
power amplifier, the secondary acoustic path, and the error
microphone.F̂(z) is the transfer function of the acoustic
feedback path formed by the canceling loudspeaker, the
power amplifier, the acoustic path, and the upstream sensor.
The transfer functionĈ(z) represents the controller to be
designed. In particular,T̂(z) is a transfer function describing
the source dynamics formed by the primary source, a power

amplifier, an acoustical path, and the upstream microphone.
Hence, the feedforward ANC problem in the presence of
acoustical feedback amounts to finding the controllerĈ(z)
such that the residual fieldy(k) can be minimized. This is a
generic model matching problem. That is,

min
C~z!

IT~z!FP~z!1S~z!
C~z!

12F~z!C~z!G I , ~1!

where i~.!i is the notation of function norm. Note that the
transfer function,T̂(z), can be regarded as a weighting func-
tion for the terms inside the parenthesis. In practice,T̂(z)
may not be measurable so that either analytical modeling or
heuristic guess is needed.

By Youla’s parametrization, the controllerĈ(z) that
guarantees the internal stability of the closed loop system can
be expressed as12

Ĉ~z!5
M̂ ~z!Q̂~z!1Ŷ~z!

N̂~z!Q̂~z!1X̂~z!
, ~2!

where Q̂(z) is a stable, proper, and real-rational function
@denoted as Q̂(z)PRH`#,12 F̂(z)5N̂(z)/M̂ (z) is the
coprime factorization ofF̂(z), and X̂(z)PRH` and Ŷ(z)
PRH` satisfy the Bezout identity12

M̂ ~z!X̂~z!2N̂~z!Ŷ~z!51. ~3!

If the plant is proper and stable, as it is in our case, one may
simply let12 M̂ (z)51, N̂(z)5F̂(z), X̂(z)51, andŶ(z)50.
Then the controller in Eq.~2! turns out to be

Ĉ~z!5
Q̂~z!

F̂~z!Q̂~z!11
. ~4!

Substituting Eq.~4! into Eq. ~1! leads to

min
Q~z!PRH`

iT~z!@P~z!1S~z!Q~z!#i . ~5!

It is noteworthy that the model matching problem in Eq.~5!
is exactly of the same form as that of the purely feedforward
ANC system~in the absence of acoustic feedback! by replac-
ing the designed controllerĈ by a parameterQ̂ that is indi-
cated by the dashed line in Fig. 2. SinceŜ(z) is usually

FIG. 1. Schematic diagram of the feedforward ANC structure for a duct in
the presence of acoustic feedback. FIG. 2. System block diagram of the feedforward ANC structure in the

presence of acoustical feedback.P̂(z), Ŝ(z), F̂(z), and Ĉ(z) are the dis-
crete time transfer functions of the primary path, the cancellation path, the
acoustic feedback path, and the controller, respectively.
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NMP, it is desirable to develop an algorithm that would ef-
fectively match the primary path and the cancellation path
with respect to some optimal criterion, especially when the
NMP behavior is present. Elegant solutions to this problem
are available in the robust control theory. Two model match-
ing algorithms capable of dealing with NMP problems in
ANC applications are presented in this paper. The optimal
solution of Eq.~5!, Q̂opt(z), can be found by eitherl 1 or l 2

optimization procedure.

min
QP l 1

iP1S* Qi15 min
HP l 1

iG1Hi1

or ~6!

min
QP l 2

iP1S* Qi25 min
HP l 2

iG1Hi2 ,

whereP andS are pulse response sequences of the primary
path and the cancellation path, respectively, ‘‘* ’’ represents
convolution,G5P, H5S* Q, ‘‘ i•i1,2’’ denotes the 1-norm
or 2-norm, andl 1 denotes the normed linear space of all
bounded sequences with bounded 1-norm.13

The following derivation contains a fair amount of
mathematical definitions and results. However, thel 1 theo-
ries are quite standard in functional analysis14 and vector
space optimization,13 and we present only the key ones
needed in the development of thel 1-ANC algorithm. The
rest are mentioned without proof.

The minimum distance problem in the primal space
posed in Eqs.~6! can be recast into a maximum problem in
its dual space. LetX be a normed linear space;f is said to be
a bounded linear functional onX if f is a continuous linear
operator fromX to R. A dual space ofX, denoted byX* , is
the collection of all bounded linear functionals onX,
equipped with the natural induced norm. Wheneverf is rep-
resented by some elementx* PX* , we use the notation
^x,x* & to represent the valuef (x). Then, a vector is said to
be aligned with its normed dual if the following relation is
satisfied13

^x,x* &5ix* iixi . ~7!

Given a sequenceh5@h(1) h(2) h(3) •••#8 in l 1 , where
the prime denotes matrix transpose, we also need the defini-
tion of l transform ofh to facilitate the following derivations
of l 1 algorithm.

Ĥ~l!5 (
k50

`

h~k!lk. ~8!

Unlike theZ transform, it should be noted that thel trans-
form is defined in terms of an infinite series of positive pow-
ers. It is obvious thatĤ(l) is BIBO ~bounded-input–
bounded-output, i.e., both the input and the output arel `

sequences! stable if and only ifh is an l 1 sequence.8 In
addition, the spacec0 is defined as the space of all infinite
sequences inl ` of real numbers converging to zero.

With the aforementioned definitions, we are in a position
to find the optimal solution of the model matching problem

in Eqs.~6!. Assume thatŜ(l) has no zeros on the unit circle.
Then the so-called interpolation constraints must be
satisfied.8 Let Ŝ(l) have N NMP zeros denoted byai , i
51,2,••• ,N, and uai u,1, each of multiplicityg i , then

Ĥ ~k!~ai !50, i 51,2,...,N; k50,1,...,g i21, ~9!

where the superscript (k) denotes thekth derivative of a
complex function. The key of the solution to the optimiza-
tion problem in Eqs.~6! is based on the followingduality
theorem.15

Theorem: Given the system ofm consistent linear equa-
tions in n unknownsAx5y, then

min
Ax5y

ixip5 max
iA8uiq<1

~y8u!, ~10!

where 1/p11/q51, 1,p, q,`. Furthermore, optimalx
and A8u are aligned. According to the theorem, the primal
problem~which is a minimization problem! can be converted
to a maximization problem in its dual space. By the duality
theorem, it can be shown that thel 1 optimization problem in
Eq. ~6! becomes6

dopt5ifopti15 min
V8̀ f5G

iG1Hi15 max
iV`xi`<1

~G8x!, ~11!

where dopt is the minimal distance, f5G1H
5@a1 a2 a3•••#8 is the error vector,fopt is the optimalf,

G5@Ĝ~a1!Ĝ~1!~a1!•••Ĝ~g1!~a1!Ĝ~a2!

3Ĝ~1!~a2!•••Ĝ~g2!~a2!•••Ĝ~gN!~aN!#8, xPRm,

and

V`5F Re~a1
0! ... Re~aN

0 ! Im~a1
0! ... Im~aN

0 !

Re~a1
1! ... Re~aN

1 ! Im~a1
1! ... Im~aN

1 !

A A A A
G .

In the matrixV`, Re.~•! and Im~•! denote the real part and
the imaginary part, respectively. Note also that the interpo-
lation constraints in Eq.~9! has been rewritten asV8̀ f5G.
Hence the infinite-dimensional optimization problem has be-
come a finite-dimensional one. The only pitfall is that the LP
problem in Eq.~11! has infinitely many constraints. How-
ever, becauseuai u,1, it can be shown that only a finite num-
ber of these constraints are really necessary.6 More precisely,
we can compute an integer,L, such that anya i satisfies the
first L constraints also satisfies the remaining ones. Define a
real Vandermonde matrix of orderL

VL5F Re~a1
0! ... Re~aN

0 ! Im~a1
0! ... Im~aN

0 !

Re~a1
1! ... Re~aN

1 ! Im~a1
1! ... Im~aN

1 !

A A A A

Re~a1
L! ... Re~aN

L ! Im~a1
L! ... Im~aN

L !

G .

~12!

Hence, the matrixV` in Eq. ~11! can everywhere be replaced
by VL . If ai is real, then the column of zeros corresponding
to the imaginary part is dropped. Ifai is complex, eitherai or
its complex conjugateāi is considered. Note that the matrix
VL has full column rank for allL>2N. An upper bound on
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the number of the constraints,L(>2N), can be computeda
priori :6

max
i

uai uL~LuVL
2 l u1!,1, i 51,2,...,N, ~13!

whereVL
2 l is the left inverse ofVL .

The beauty of the abovel 1 approach lies in the fact the
infinite-dimensional model matching problem in Eq.~11! has
been converted to a standard LP problem described by

dopt5 max
iVLxi<1

~G8x!, ~14!

which can be conveniently solved in the dual space by using
an LP routine. Then the corresponding optimal solution is
recovered in the primal space via the alignment conditions.
Define

fL,opt5@a1 a2 ••• aL#8P l 1

and

b5@b1 b2 ••• bL#85VLxoptPC 0 .

The l 1 version of the alignment conditions are stated as:6,15

~a! a i50 if ub i u,1; ~b! a ib i>0 if ub i u51. However, only
part ~a! of the alignment conditions in conjunction with the
interpolation constraints,VL8f5G, are needed for determin-
ing the components offL,opt. After fL,opt has been solved,
the finite-impulse response functionf̂L,opt(z) can be ex-
pressed~by using the factl5z21! as

f̂L,opt~z!5a11a2z211•••1aLz2~L21!. ~15!

By the same token, the feedforward ANC problem can
be formulated as anl 2 model matching problem. The mini-
mization problem in the primal space can be converted to a
maximization problem in the dual space by the duality theo-
rem:

dopt5ifL,opti25 min
V

L*
8 F5G

iG2Hi25 max
iVL* xi2<1

@G8x#,

~16!

G5@Ĝ~a1!Ĝ~1!~a1!•••Ĝ~g1!~a1!Ĝ~a2!

3Ĝ~1!~a2!•••Ĝ~g2!~a2!•••Ĝ~gN!~aN!#8,

where the notations are the same as those defined in Eq.~11!.
It can be shown that the alignment condition leads directly to
the optimal solution5,14

fL,opt5VL~VL8VL!21G ~17!

with the corresponding minimum distance

dopt5@G8~VL8VL!21G#1/2. ~18!

Note that the inverse of (VL8VL) is guaranteed sinceVL is of
full column rank. The only difference between thel 2 optimi-
zation and thel 1 optimization is that the former does not
require explicit solution of the dual problem.

Next, both thel 1 and l 2 optimal parameters,Q̂opt(z),
can be obtained by backsubstitutingf̂L,opt(z) into Eq. ~11!
or Eq. ~16! as follows:

Q̂opt~z!5@f̂L,opt~z!2 P̂~z!#/Ŝ~z!. ~19!

It should be noted that, because the interpolation constraints
have been satisfied, the NMP zeros ofŜ(z) will always be
canceled byf̂L,opt(z)2 P̂(z) to ensure the stability of the
parameterQ̂opt(z). After Q̂opt(z) is obtained, the optimal
controller Ĉopt(z) can be recovered by the following for-
mula:

Ĉopt~z!5
Q̂opt~z!

F̂~z!Q̂opt~z!11
. ~20!

A note regarding the implementation of the abovel 1

controller andl 2 controller is in order. In some cases, it may
occur that these methods result in controllers with excessive
gains in the high-frequency range. This is due to the fact that
the control algorithms attempt to compensate for the NMP
zeros in high frequencies that may be only artificially created
from discretization.16 To alleviate the problem, remedies
may be sought by incorporating a small constante into
Ŝ(z), i.e.,

S~z!→@S~z!1e# ~21!

so that the plant is not excessively rolled off.
In some cases, the resulting controllerĈopt(z) can be

unstable, even though the parameterQ̂opt(z) is guaranteed to
be proper and stable. This fact has been illustrated in an
acoustic analysis in frequency domain of a simplified
infinite-length duct model detailed in the paper by Eghtesadi
and Leventhall.4 An alternative argument from the viewpoint
of control theory will lead to similar observation as follows.
Let the transfer function between the disturbanced(k) and
the residual outputy(k) be P̂1(z). Recall thatd(k) is as-
sumed to be inaccessible and onlyP̂(z)5 P̂1(z)T̂21(z) is
subject to some sort of experimental system identification
procedure. However, it happens more often than never that
the system,T̂(z), is NMP such thatT̂(z) has no stable in-
verse. Direct identification of the plantP̂(z) generally results
in unstable or nearly unstable systems, even though both
P̂1(z) and T̂(z) are stable. Hence, it is likely that the iden-
tified P̂1(z) involves large modeling error and the best one
can get is only an approximation of the inherently unstable
T̂21(z). This approximation further degrades the perfor-
mance of active control in comparison with the purely feed-
forward structure. Nevertheless, this modeling difficulty can
be alleviated somewhat by appropriate introduction of pas-
sive damping. The importance of passive damping treatment
that has often been overlooked in active design lies in not
only high-frequency attenuation but also the robustness of
active control with respect to plant uncertainties.17 Another
benefit of using passive damping is that lower order of plant
models can usually be obtained than the lightly damped
plants so that numerical error is reduced.

II. EXPERIMENTAL RESULTS

Experiments were conducted to validate the adaptivel 1

andl 2 ANC algorithms. A rectangular duct of length 1 m and
cross section0.25 m30.25 m waschosen for this test.
The duct is lined with fiberglass sound-absorbing material to
create sufficient acoustical damping that is crucial to the ro-
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bustness of the ANC system, as has been mentioned previ-
ously. The corresponding cutoff frequency of the duct is 690
Hz and thus only plane waves are of interest. The controller
was implemented by using a floating-point TMS320C31
digital signal processor. The sampling frequency was chosen
to be 2 kHz. Fourth-order Butterworth filters with cutoff fre-
quency 600 Hz were used as the anti-aliasing filter and the
smoothing filter. The experimental setup including the duct,
the upstream sensor, the error microphone, the actuator, the
controller, and signal conditioning circuits has been shown in
Fig. 1. The ARX system identification procedure18 was used
for establishing the mathematical models of the primary
path, the cancellation path, and acoustic feedback path
whose poles and zeros are listed in Table I. The frequency
response functions of the primary path, the cancellation path,
and the acoustic feedback path are shown in Figs. 3–5. The
frequency response function of the chosen weighting func-
tion in Eq. ~5! is shown in Fig. 6. The frequency response

FIG. 3. The frequency response function of the primary pathP̂(z). Mea-
sured data: ———; model data: -----.

TABLE I. The poles and zeros of the primary pathP̂(z), the cancellation pathŜ(z), and the acoustic feedback
path F̂(z).

P̂(z) Ŝ(z) F̂(z)

Zeros Poles Zeros Poles Zeros Poles

9.9496 20.90286 0 0.96036 0 20.75216
21.7015 0.1998i 0 0.1314i 0 0.4749i
20.9043 20.9801 0 0.78226 0 20.81196
20.90676 20.8536 213.9155 0.4891i 2.04846 0.2015i

0.1871i 20.78816 1.0253 0.46606 1.8137i 20.47636
20.79566 0.3770i 0.9604 0.7756i 21.08376 0.7045i

0.3710i 20.71286 0.67636 0.58216 2.0421i 20.32626
20.71016 0.5819i 0.6445i 0.5469i 1.0389 0.7085i

0.5863i 20.59566 0.38386 0.11326 0.9233 20.09836
20.58526 0.6923i 0.7692i 0.8661i 0.63276 0.8864i

0.7100i 20.44396 0.13326 20.9756 0.6693i 0.32236
20.44146 0.7825i 0.8898i 20.24176 0.31436 0.8489i

0.7944i 20.39996 20.22286 0.8059i 0.7870i 0.22376
20.31016 0.7295i 0.7830i 20.73676 21.0706 0.7123i

0.8503i 20.29926 20.74196 0.3400i 20.84016 0.65906
20.15856 0.8666i 0.2637i 20.57246 0.3254i 0.6588i

0.9111i 20.14976 0.52606 0.5447i 20.05326 20.78006
0.06666 0.9207i 0.4643i 20.35826 0.7865i 0.4911i
0.9405i 0.07046 0.4790 0.6160i 20.49946 0.85016
0.27576 0.9221i 20.5067 0.6335 0.4428i 0.2237i
0.8730i 0.9975 20.23406 0.95796
0.50876 0.88806 0.6325i 0.1476i
0.8030i 0.2575i 20.7250
0.62326 0.88136
0.7250i 0.3695i
1.0075 0.79966
0.89026 0.4107i
0.2599i
0.75596 0.74636
0.5024i 0.5074i
0.80516 0.67926
0.4125i 0.6363i
0.56306 0.26536
0.1642i 0.8560i

0.50366
0.7872i
0.41526
0.6802i

delay53, gain520.0247 delay50, gain50.0720 delay51, gain50.0064
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functions of the optimal controllers designed by the afore-
mentionedl 1 and l 2 procedure are then shown in Fig. 7.

To compare the performance of the ANC techniques,
three types of noises including a white noise, a sweep sine,
an engine exhaust noise were employed as the primary
noises. The experimental cases and the associated noise
types and control algorithms are summarized in Table II.

Case 1 is a reference case of purely feedforwardl 1 con-
trol, where the source voltage signal is used as the feedfor-
ward reference so that acoustic feedback can be neglected. It
can be seen from the result of Fig. 8 that significant attenu-
ation ~approximately 5–20 dB! is obtained in the frequency
range 60–330 Hz. In cases 2–4, the signal detected by an
upstream microphone is used as the feedforward reference so
that the effect of acoustic feedback is present. In these cases,
the widely used FULMS algorithm, thel 1 algorithm, and the
l 2 algorithm are employed for attenuating the white noise.
The power spectra of the residual fields at the error micro-
phone position with and without active control are shown in
Figs. 9, 10, and 11 for cases 2, 3, and 4, respectively. At-
tenuation~approximately 3–20 dB! was obtained from the
FULMS method in the frequency range 50–200 Hz. The
result was obtained 1 min after the active control was acti-
vated. However, in Fig. 9, a strong peak was found at 235 Hz
in the spectrum with the FULMS algorithm. On the other
hand, attenuation~approximately 2–30 dB! was obtained
from the l 1 and l 2 method in the frequency range 50–220
Hz. Total attenuation within the dominant band 0–400 Hz is
found to be 1.96 dB, 2.31 dB, and 2.93 dB for the FULMS
method, thel 1 method, and thel 2 method, respectively. Al-
though the total attenuation appears to be comparable, these
three control algorithms give different emphasis for different
frequency ranges. The FULMS method produced most at-
tenuation~approximately 20 dB! around 100 Hz, whereas the
l 1 andl 2 methods produced most attenuation~approximately
30 dB! around 200 Hz. The FULMS method is prone to have
a stability problem, as compared with thel 1 method, and the

FIG. 4. The frequency response function of the cancellation pathŜ(z).
Measured data: ———; model data: -----.

FIG. 5. The frequency response function of the acoustic feedback path plant
F̂(z). Measured data: ———; model data: -----.

FIG. 6. The frequency response function of the chosen weighting function
T̂(z) in Eq. ~5!.

FIG. 7. The frequency response functions of thel 1 and l 2 controllers in the
experimental cases of Table II.l 1 controller: ———; l 2 controller: -----.
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FIG. 8. The residual sound-pressure spectra of case 1 for the white noise in
the absence of acoustic feedback before and after ANC is activated by using
the purely feedforwardl 1 controller. Control off: ———; control on: -----.

FIG. 9. The residual sound-pressure spectra of case 2 for the white noise in
the presence of acoustic feedback before and after ANC is activated by
using the FULMS and FXLMS controllers. The step sizes in FULMS and
FXLMS are both 0.0001. The filter length in FULMS and FXLMS are 30
and 128, respectively. Control off: ———; FULMS: ---; FXLMS: –•–•.

FIG. 10. The residual sound-pressure spectra of case 3 for the white noise in
the presence of acoustic feedback before and after ANC is activated by
using thel 1 controller. Control off: ———; control on: -----.

FIG. 11. The residual sound-pressure spectra of case 4 for the white noise in
the presence of acoustic feedback before and after ANC is activated by
using thel 2 controller. Control off: ———; control on: -----.

TABLE II. Experimental case design.

Case Noise type Algorithm Tap/stepa Figure

1b white noise l 1 ••• 8

2 white noise FULMS 30/0.0001 9

3 white noise l 1 ••• 10

4 white noise l 2 ••• 11

5 sweep sine FULMS 30/0.0001 12

6 sweep sine l 1 ••• 13

7 engine exhaust noise FULMS 30/0.0001 14

8 engine exhaust noise l 1 ••• 15

a‘‘Tap/step’’ denotes the tap length and the step size used in the FULMS algorithm.
bCase 1 is a reference case of purely feedforward control.
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control drifts away slowly so that the system may become
unstable. This is probably because the performance index of
the FULMS algorithm is not quadratic and the computation
is easily trapped in local minima. In any rate, the detrimental
effect of acoustic feedback is evidenced from these results.
Regardless of which method is used, the performance of
noise attenuation is significantly degraded in comparison
with the purely feedforward control in case 1. For the sake of
comparison, the filtered-x least-mean square~FXLMS!
method that is known to be effective for the purely ANC
problems without acoustic feedback is also employed to
tackle the same case. The result of Fig. 9 shows virtually no
cancellation for the method. This is not totally unexpected
since the optimal solution of the adaptive filter is generally
an IIR function with poles and zeros when acoustic feedback
is present.3 This rational function can only be approximated
by an FIR function of infinitely long order. In practice, finite
order of the FIR filter has to be used in conjunction with a
very small step size for stability reasons. This results in ex-

tremely slow convergence in real applications. In the follow-
ing cases, the results of FXLMS is thus omitted for brevity.

In contrast to cases 2–4 that deal mainly with stationary
noises, a sweeping sinusoidal noise is chosen in cases 5 and
6 to compare the effectiveness of the FULMS method and
the l 1 method in suppressing a nonstationary noise. The
time-domain results of Figs. 12 and 13 show that thel 1

method gives better performance than the FULMS method.
This result is expected since thel 1 controller is essentially a
fixed controller that does not require adaptation time like the
FULMS controller.

In cases 7 and 8, a practical noise, the engine exhaust
noise, is employed as the primary noise for comparing the
FULMS method and thel 1 method. The power spectra of the
residual fields at the error microphone position with and
without active control are shown in Figs. 14 and 15. The
result of the FULMS method was obtained 1 min after the
active control was activated. Total attenuation within the
dominant band 0–500 Hz is found to be 6.65 dB and 2.73 dB

FIG. 12. The time-domain response of case 5 for the sweep sine in the
presence of acoustic feedback before and after ANC is activated by using
the FULMS controller. The step size in FULMS is 0.0001. The filter length
is 30. Control off: ———; control on: -----.

FIG. 13. The time-domain response of case 6 for the sweep sine in the
presence of acoustic feedback before and after ANC is activated by using
the l 1 controller. Control off: ———; control on: -----.

FIG. 14. The residual sound-pressure spectra of case 7 for the engine ex-
haust noise in the presence of acoustic feedback before and after ANC is
activated by using the FULMS controller. The step size in FULMS is
0.0001. The filter length is 30. Control off: ———; control on: -----.

FIG. 15. The residual sound-pressure spectra of case 8 for the engine ex-
haust noise in the presence of acoustic feedback before and after ANC is
activated by using thel 1 controller. Control off: ———; control on: -----.
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for the FULMS method and the fixedl 1 method, respec-
tively. Although cases 5–8 contain only the results of the
FULMS method and the fixedl 1 method, thel 2 method
yields similar performance as thel 1 method and the corre-
sponding results are omitted for brevity.

III. CONCLUSION

Acoustic feedback problem of the feedforward ANC
structure is explored from the standpoint of control theories.
Feedforward ANC systems based onl 1 and l 2 model match-
ing algorithms have been implemented by using a digital
signal processor with acoustical feedback taken into account.
The ANC algorithms are derived by using the Youla’s pa-
rametrization and thel 1-norm andl 2-norm vector space op-
timization. These methods alleviate the problems caused by
the nonminimum phase~NMP! zeros of the cancellation
path. Passive damping treatment was introduced to improve
the robustness of the control design. It is found from the
theoretical and experimental investigations that the acoustic
feedback significantly complicates the control design and de-
grades the performance and stability of the active control
system because of the modeling error involved in approxi-
mating the inverse source dynamics.

The performance of thel 1 and l 2 techniques was com-
pared experimentally with the well-known FULMS method
in the presence of acoustic feedback for three kinds of noise.
Although in some cases the total attenuation appears to be
comparable, these active control algorithms provide different
emphasis for different frequency ranges. The experimental
investigations indicate the proposed methods have potential
in suppressing not only stationary noises but also transient
noises, where in the latter case the FULMS algorithm is gen-
erally ineffective. This is not to mention the problem of sta-
bility and local minima with the FULMS algorithm. That
makes the proposed ANC systems attractive alternative for
dealing with acoustic feedback problem in industrial appli-
cations.

Despite the preliminary success, the performance of the
ANC system is seriously limited by the undesirable acoustic
feedback regardless of which method is used. In addition, the
proposed controller is fixed in nature whose practicality will
be limited in the face of system perturbations. Possibilities of
different acoustic arrangements, different ANC structures

with more number of transducers that are unaffected by
acoustic feedback, and an adaptive version of thel 1 / l 2 con-
troller will be explored in the future study.

ACKNOWLEDGMENTS

This paper was written in memory of late Professor
Anna M. Pate, Iowa State University. Special thanks also go
to Professor J. S. Hu for the helpful discussions on thel 1

model matching principle. The work was supported by the
National Science Council in Taiwan, Republic of China, un-
der the Project No. NSC 83-0401-E-009-024.

1P. A. Nelson and S. J. Elliott,Active Control of Sound~Academic, New
York, 1992!.

2C. R. Fuller and A. H. von Flotow, ‘‘Active control of sound and vibra-
tion,’’ IEEE Control Systems Magazine, 9–19~December 1995!.

3S. M. Kuo and D. R. Morgan,Active Noise Control Systems: Algorithms
and DSP Implementations~Wiley, New York, 1995!.

4K. H. Eghtesadi and H. G. Leventhall, ‘‘Active attenuation of noise. The
monopole system,’’ J. Acoust. Soc. Am.71, 608–611~1982!.

5D. C. Youla, H. A. Jabr, and J. J. Bongiorno, Jr., ‘‘Modern Wiener–Hopf
design of optimal controllers, Part II: The multivariable case,’’ IEEE
Trans. Autom. ControlAC-21, 319–338~1976!.

6M. A. Dahleh and J. Diaz-Bobillo,Control of Uncertain Systems
~Prentice-Hall, Englewood Cliffs, NJ, 1995!.

7L. J. Eriksson, ‘‘Development of the filtered-u algorithm for active noise
control,’’ J. Acoust. Soc. Am.89, 257–265~1990!.

8M. A. Dahleh and J. B. Pearson, ‘‘l 1-optimal feedback controllers for
MIMO discrete-time systems,’’ IEEE Trans. Autom. ControlAC-32,
314–322~1987!.

9M. A. Dahleh and J. B. Pearson, ‘‘Optimal rejection of persistent distur-
bances, robust stability, and mixed sensitivity minimization,’’ IEEE Trans.
Autom. Control33, 722–731~1988!.

10G. Deodhare and M. Vidyasagar, ‘‘l 1-optimality of feedback control sys-
tems: The SISO discrete-time case,’’ IEEE Trans. Autom. Control35,
1082–1085~1990!.

11T. C. Tsao, ‘‘Optimal feedforward digital tracking controller design,’’
ASME J. Dynam. Syst. Measurement Control116, 583–592~1994!.

12J. C. Doyle, B. A. Francis, and A. R. Tannenbaum,Feedback Control
Theory~Maxwell Macmillan, New York, 1992!.

13D. G. Luenberger,Optimization by Vector Space Methods~Wiley, New
York, 1969!.

14W. Rudin,Functional Analysis~McGraw-Hill, New York, 1973!.
15J. A. Cadzow, ‘‘Functional analysis and the optimal control of linear

discrete systems,’’ Int. J. Control17, 481–495~1973!.
16K. J. Astrom, P. Hagander, and J. Sternby, ‘‘Zeros of sampled systems,’’

Automatica20, 31–38~1984!.
17R. Gueler, A. H. von Flotow, and D. W. Vos, ‘‘Passive damping for

robust feedback control of flexible structure,’’ AIAA J. Guid. Control
Dynam.16, 662–667~1993!.

18L. Ljung, System Identification: Theory for the User~Prentice-Hall, Engle-
wood Cliffs, NJ, 1987!.

1012 1012J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 M. R. Bai and T. Wu: Feedback in active noise control



Ground effect for A-weighted noise in the presence
of turbulence and refraction
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Closed-form approximations, of ground effect for continuous A-weighted noise from a point source
near to finite impedance ground, obtained by Liet al. @J. Acoust. Soc. Am.88, 1170–1172~1990!#
and Makarewicz@J. Acoust. Soc. Am.82, 1706–1711~1987!; 88, 1172–1175~1990!#, are extended
to take account of more general models for ground impedance including revised variable-porosity,
thin-layer, and rough porous ground where the roughness is small compared with incident
wavelengths. The influences of both turbulence and weak atmospheric refraction within the
illuminated zone are included. Approximate relationships between optimum ground effect for
A-weighted noise, ground parameters, source spectrum, source height, and receiver height are
predicted and explored. For low source heights and noise sources with A-weighted spectra with low
peak frequencies, it is possible to indicate ground surface parameters that will give significantly
higher excess attenuation than those typical of grass-covered ground. It is predicted that, in the
illuminated zone, the optimum ground effect parameters are fairly robust to weak refraction effects.
© 1997 Acoustical Society of America.@S0001-4966~97!02608-8#

PACS numbers: 43.50.Vt, 43.28.Fp@GAD#

INTRODUCTION

Although the phenomenon of ground effect is taken into
account in many prediction schemes for sound propagating
from continuous broadband sources in open areas near to the
ground, there have been few attempts to exploit current
knowledge and understanding of the phenomenon for passive
noise control. A notable exception is the design and deploy-
ment of porous road surfaces which act to reduce road/tire
noise at the source and during subsequent propagation.1

In the absence of meteorological effects, ground effect
may be predicted as a function of frequency by means of the
classical theory for the propagation of sound from a point
source over finite impedance ground together with either
measured impedance or an impedance model.2 Rasmussen3

has derived an empirical approximate formula for ground
effect as a function of frequency and has found it to be reli-
able for short-range propagation.

Most community noise problems require information
about the attenuation of A-weighted noise. There are empiri-
cal schemes for predicting such attenuation for specific noise
sources such as highways and railways. However, these em-
pirical methods are not well suited for exploring ground ef-
fect optimization. In particular, empirical schemes for pre-
dicting attenuation of A-weighted noise assume that all
porous ground surfaces give identical excess attenuation
within the accuracy of the scheme. In fact, ground surfaces
display a wide range of porosities and flow resistivities that
vary over nearly three orders of magnitude. Consequently,
they can give rise to a wide range of ground effects.

Although it would be possible to carry out extensive
sensitivity analyses based on existing approximations for
ground effect as a function of frequency and to use these as
the basis for optimizing ground effect for various source
spectra, the associated computation would be cumbersome

and tedious and the optimization for the attenuation of
A-weighted noise would have to be repeated for each given
source spectrum and source–receiver geometry. On the other
hand, if it were possible to devise analytical approximations
for the attenuation of A-weighted sound, in which the depen-
dencies on source spectrum, source–receiver geometry, at-
mospheric conditions, and ground parameters are explicit,
then the optimization should be simpler and less computa-
tionally demanding.

By using exponential functions to represent A-weighting
and air absorption and the Delany–Bazley single parameter
model of ground impedance,4 Makarewicz5 derived an ap-
proximation for ground effect at relatively long range which
could be used to calculate the effective flow resistivity that
maximizes ground effect for a given point source–receiver
geometry. Liet al.6 pointed out sign errors in this work, used
a two-parameter impedance model,7 and deduced alternative
closed-form results for ground effect and optimum param-
eters. Makarewicz8 subsequently extended this model to take
account of different source spectra and atmospheric turbu-
lence.

In this paper, we extend this latest work to allow for a
more general range of ground impedance and the effects of
small scale roughness on the coherent sound field. For a
given source–receiver geometry, this enables prediction of
ground types that will achieve maximum excess attenuation
and estimation of the magnitudes of the optimized excess
attenuation. We make use of an approximation for the field
in the illuminated zone under a linear sound velocity gradient
to explore the extent to which the optimized ground effect at
short range is affected by weak atmospheric refraction.

In Sec. I, we review the general basis for the approxi-
mations with regard to source spectra and ground effect in a
homogeneous atmosphere. In Sec. II we review various

1013 1013J. Acoust. Soc. Am. 102 (2), Pt. 1, August 1997 0001-4966/97/102(2)/1013/10/$10.00 © 1997 Acoustical Society of America



ground impedance models and introduce a new approxima-
tion for the effective impedance of rough finite impedance
ground. In Sec. III, an approximate ray-based method for
including weak refraction effects is outlined and justified.
Subsequently we derive expressions for excess attenuation
and optimum ground parameters in Sec. IV and make nu-
merical explorations of their sensitivities to source–receiver
geometry and refraction in Sec. V. Finally we offer some
conclusions based on these predictions.

I. INTEGRAL EXPRESSIONS

The basis for this and previous work is the classical
analytic approximation, sometimes called the Weyl–van der
Pol formula, for the sound field due to a point source above
an impedance plane.2 After further approximation for near-
grazing incidence, inclusion of exponential factors to allow
for A-weighting, source spectrum, air absorption, and turbu-
lence, and integration over frequency (f ), an expression for
the A-weighted mean-square sound pressure may be
deduced.5,8

Hence

pA
25~r0c0/4pd2!@PA1PA11PA2#, ~1!

where

PA5E
0

`

W0P~0!~ f / f 0!m exp„2mAf d22a~ f !d…d f ,

~2a!

PA15E
0

`

W0P~0!~ f / f 0!m~Q1
21Q2

2!exp„2mAd f

22a~ f !d…d f , ~2b!

PA252E
0

`

W0P~0!~ f / f 0!mT$Q1 cos~k0Dr !

1Q2 sin~k0Dr !%exp„2mAd f22a~ f !d…d f , ~2c!

W051.467631026; f 051 Hz; mA5d1m Hz21 ~or s!; d is
an A-weighting parameter (56.141331024 s); m, m, and
P(0) relate to the source power spectrum such that the total
A-weighted power of the source is (P(0)/mA)@G(m
11)/(mAf 0)m#W ~G is the gamma function!; and the
A-weighted power spectrum peaks atf m5m/mA Hz. The air
absorption parametera( f )5a1f 1a2f 2, where a1 and a2

are constants (a2!a1) that depend on temperature and hu-
midity, T5exp(2gt f2d), where g t5«(4p5/2/c0

2)^n2&L0(1
2r) is a turbulence parameter depending on mean-square
refractive index̂ n2&, L0 ~m! is the largest turbulence scale,
r is the transverse correlation, and« is a constant~5 1

2 or 1!.
HereDr ~m! is the path length difference between direct and
ground reflected rays,d ~m! is the range, andk0 (m21) is the
wave number for sound in air. In the presence of a linear
sound-speed profile, and subject to certain constraints, Eqs.
~2! remain valid as long asDr in ~2c! and the angle of
specular reflectionu at the ground are calculated for curved
ray paths~see Sec. III!.

HereQ1 andQ2 are the real and imaginary parts of the
spherical wave reflection coefficient. Assuming that

A-weighting reduces any contributions from frequencies less
than 250 Hz to insignificance, thatd>10, thatZ cosu!1,
whereZ5R2 iX, is the relative normal surface impedance
of the ground, thatu is the angle of specular reflection, and
using harmonic time dependence exp(ivt), wherev52p f ,
the spherical wave reflection coefficient may be approxi-
mated considerably. Hence

Q1'2112R cosu2
2c0

pd f
RX22~R22X2!cos2 u,

~3a!

Q2'22X cosu14RX cos2 u2
c0

pd f
~R22X2!, ~3b!

and

Q1
21Q2

2'124R cosu1
4c0

pd f
RX18R2 cos2 u. ~3c!

Note that Eqs.~3a!–~3c! correct sign errors in the corre-
sponding equations in Refs. 5 and 8 and misprints in Ref. 6.

It is interesting to observe that whenX.R, the terms in
(R22X2) serve to increaseQ1 andQ2 , and hence the inte-
grands in Eqs.~2b! and ~2c!.

An example simulation of an A-weighted source power
spectrum is illustrated in Fig. 1. The crosses corresponds to
m52.55, P(0)5108 W s, andmA54.0331023 s, giving a
peak sound power level at 633 Hz, and the open boxes rep-
resent A-weighted octave band power levels deduced from
the measured sound level spectrum at 152.4 m from a fixed
Avon engine at a disused airfield during low wind and low
turbulence conditions by correcting for spherical spreading,
ground effect, air absorption, and turbulence.9,10 In principle
it should be possible to fitm, P(0), and mA , analytically,
given f m , the peak A-weighted sound power level, and
PA . However, in this instance, the values are the result of
trial-and-error best-fitting.

FIG. 1. Example simulation of an A-weighted octave band power spectrum
~3! compared with that deduced from measurements~h! obtained at 1.2-m
height with a fixed Rolls Royce Avon jet engine mounted at 2.16-m height
over grassland. The simulation usesm52.55, P(0)5108 W s, and mA

54.0331023 s.
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II. APPROXIMATE MODELS FOR GROUND
IMPEDANCE

Recently a rigorous derivation of the approximate sur-
face impedance of a high-flow-resistivity rigid porous me-
dium in which the porosity decreases exponentially with
depth has been given.11 Hence

Z5
12 i

Apgr0

Ase

f
2

ic0ae

8pg f
, ~4a!

wherese5sp
2s/V andae5(n812)a/V; s, V, a, sp , and

n8 are the flow resistivity and porosity at the surface, the rate
of change of porosity, the pore shape and grain shape factors,
respectively. Liet al.6 used a similar but less rigorously de-
rived model based partly on numerical simulation of the im-
pedance of a porous material with porosity that is exponen-
tially decreasing with depth.7 When its flow resistivity is
high, pore shape has relatively little effect on the acoustical
properties of a rigid porous medium.12 Moreover, to be con-
sistent with the expected low-frequency limit,sp should be
set equal to 0.5 without loss of generality. An approximation
for the surface impedance of a high-flow-resistivity porous
medium with the porosityincreasing exponentially with
depth is given by~4a! with negativeae . If ae is negative,
then ~4a! predicts a resistance that exceeds the reactance at
all frequencies. The surface impedance of a hard-backed thin
high-flow-resistivity layer may be approximated by7

Z5
12 i

Apgr0

Ase

f
2

ic0

2pgdef
, ~4b!

wherede5Vd andd is the layer thickness.
In general impedances of these types, both of which im-

ply X.R ~as long asae is positive!, may be written

Z5a~12 i !Ase

f
2

ibae

f
, ~4c!

where a51/Apr0g and b5c0/8pg. In the latter case,ae

54/de .
The effective normalized surface admittance of a rigid-

porous boundary roughened by three-dimensional~3-D! or
two-dimensional ~2-D! identical bosses, the heights and
spacing of which are small compared with an incident wave-
length, may be approximated by13

b3D5bs1 i
2p f sV

c0
S 3s3D

2n3D
211bs

c0

cs
D , ~5a!

or

b2D5bs1 i
2p f sV

c0
S 2s2D

n2D
211bs

c0

cs
D , ~5b!

for 3-D and 2-D bosses, respectively, wherebs is the nor-
malized surface impedance of the rigid-porous material sur-
face if it were a plane,s and n are shape and close-
interaction factors,sV is the volume of bosses above the
base-plane per unit area of surface, andcs is the complex
speed of sound within the rigid-porous material. For a high-
flow-resistivity semi-infinite rigid-porous material,bs'

1
2(1

1 i )Apr0g f /se and 2p f bs /cs'gV. Hence the rough sur-

face effective admittance may be approximated by

b r'A~11 i !Af 1 i ~C1D f !, ~5c!

where A5 1
2Apr0g/se, C5svgV, and D5(2psv /c0)

3(3s3D/2n3D21) or D5(2psv /c0)(2s2D /n2D21). With
C!AAf and DAf !A, the effective normalized impedance
of the rough porous surface is approximated by

Zr'
1

2AAf
~12 i !2

1

2A2 ~C f1D !. ~5d!

Figure 2 shows example predictions of Eqs.~5a! and~5d! for
the special case of close-packed hemi-spherical bosses of
radius r for which C5pgVr /6 and D5(2pr /3c0)@(1
2p2/16)/(11p2/32)#. For close-packed identical semi-
cylinders of radius r , D5(pr 2/2c0)@(12p2/12)/(1
1p2/12)#. This figure demonstrates also that a valid ap-
proximation for the effective impedance of a rough porous
surface of high flow resistivity is given by the relatively
simple expression

Zr'
1

2AAf
~12 i !2

D

A2 , ~5e!

c0D/2p may be treated as an effective roughness volume per
unit area.

III. EFFECTS OF WEAK REFRACTION

Apart from turbulence, meteorological effects were ig-
nored in the Makarewicz5,8 derivation of a closed-form ex-
pression for an A-weighted mean-square sound pressure.

FIG. 2. Comparison of predictions of Eqs.~5a!—solid line, ~5d!—dotted
line, and~5e!—dashed line, for the effective impedance of a rough porous
surface withse5200 kPa s m22 and close-packed hemispherical bosses of
radius 0.01 m. Note that~5d! and ~5e! give identical predictions for the
reactance.
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However, it has been identified14 that variations in tempera-
ture and wind with height cause the speed of sound to vary
with height and lead to refraction effects. Without inclusion
of refraction the applicability of the model is limited. In the
past 10 years, there has been considerable progress in the
prediction of sound propagation outdoors. Numerical mod-
els, such as the fast field program~FFP!, the parabolic equa-
tion method~PE!, etc., have been developed to compute the
sound field in a complex outdoor environment. These recent
developments have been summarized in Ref. 15.

In the present context, these numerical methods are not
appropriate because the direct and reflected sound waves are
not separated out explicitly and the evaluation of A-weighted
mean-square pressure by these numerical methods demands
considerable computational resources. For engineering appli-
cations and at short range, it is far more convenient to use the
ray-trace approach. In the past, the ray-trace approach has
been included in a heuristic modification of the Weyl–Van
der Pol formula.16,17 It has been shown recently that the re-
sulting formulation represents the first term of an asymptotic
solution of the full wave equation.18,19 In addition, it has
been demonstrated numerically that the ray-trace solution
agrees reasonably well with other numerical schemes both at
short ranges16 and at long ranges20 as long as the receiver is
in the illuminated zone. In the following analysis, we shall
use the ray-trace approach in deriving the expression for the
A-weighted mean-square sound pressure.

It is assumed that the atmosphere is vertically stratified
and that the effective sound-speed gradient can be used to
replace wind and temperature gradients.14 In order to present
an analytically tractable solution, the effective sound speed,
c, is assumed to vary linearly with height,

c~z!5c0~11zz!, ~6!

wherez is the normalized sound velocity gradient andz is
the height above ground. There is a distinct advantage for
this choice because the use of a linear profile leads to a
circular ray path.14 It is relatively easy to trace the direct and
reflected waves. Furthermore, the experimental data obtained
by Li et al.17 agree tolerably well with the theoretical predic-
tions based a linear sound-speed profile.

To simplify our subsequent analysis, the normalized
sound pressure is approximated by

p5$exp ~ ik0j1!1@Q11 iQ2# exp ~ ik0j2!%/4pd, ~7a!

whereQ1 and Q2 are given by Eqs.~3a! and ~3b!, respec-
tively. Here, in Eq.~7a!, d is the horizontal separation be-
tween the source and receiver, andj1 and j2 are, respec-
tively, the acoustical path lengths of the direct and reflected
waves. The acoustical path lengths can be determined by14,19

j15E
f,

f. df

z sin f
5z21 loge@ tan~f./2!/tan~f,/2!#.

~7b!

and

j25E
u,

u. du

z sin u

5z21 loge@ tan~u./2!tan2~u0/2!/tan~u,/2!#, ~7c!

wheref(z) and u(z) are the polar angles~measured from
the positivez axis! of the direct and reflected waves. The
subscripts. and , denote the corresponding parameters
evaluated atz. and z, , respectively;z.[max(hs,hr) and
z,[min(hs,hr). We remark that Hidakaet al.21,22 have used
the travel time of the curve ray to characterize the acoustical
path length. It is straightforward to show that Eqs.~7b! and
~7c! can be reduced to their equations. Additionally, it is
possible to show, in the limit ofz→0 ~i.e., a homogeneous
medium!, the acoustical path lengths can be reduced to

j15A~z.2z,!21d2

and

j25A~z.1z,!21d2,

which are the corresponding geometrical path lengths of the
direct and reflected waves.

To allow for the computation off(z) andu(z), we need
to find the corresponding polar angles~f0 andu0! at z50.
Formulas for findingf0 and u0 in terms of sound velocity
gradient are given elsewhere.17,21 Once the polar angles are
determined atz50, f(z) and u(z) at other heights can be
found by using Snell’s law:

sin q5~11zz!sin q0 ,

whereq5f or u. Substituting these angles into Eqs.~7b!
and ~7c! and, in turn, into Eq.~7a!, we can calculate the
sound field in the presence of a linear sound velocity gradi-
ent. In particular, the path length difference,Dr , is given by

Dr 5j22j1 . ~7d!

If we confine predictions to a horizontal separation of
about 1 km and weak refraction so that the receiver is in the
illuminated zone, it is reasonable to restrict the ray-trace
model to a single bounce. L’Esperanceet al.16 point out, for
downward refraction, that the additional rays will cause a
discontinuity in the predicted sound level because of the in-
herent approximation used in the ray-trace model. It is pos-
sible to determine the critical range,r c , where there are two
additional rays in the ray-trace solution. It is tedious but
straightforward to show that the critical range, forz.0, is
given by

r c5
$@A~zz.!212zz.1A~zz,!212zz,#2/31@A~zz.!212zz.2A~zz,!212zz,#2/3%3/2

z
. ~8a!
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On the other hand, the ray-trace solution for upward
refracting conditions is incorrect when the receiver is located
in shadow and penumbra zones. The shadow boundary can
be determined from geometrical considerations. For a given
source and receiver heights, the critical range,r c8 , is deter-
mined as

r c85
A~z8z.!212z8z.1Az82z,~2z.2z,!12z8z,

z8
,

~8b!

where

z85
uzu

12uzuz.
.

Using Eqs.~7a!–~7c! and following the methods de-
tailed in Ref. 5, we can derive the A-weighted mean-square
sound pressure in the presence of weak effective sound-
speed gradients. The expression will be given in the next
section where all other factors are included in the analysis.

IV. APPROXIMATIONS FOR EXCESS ATTENUATION

Substitution of Eqs.~4d! and ~3! into ~2! leads to inte-
grals of the form

G1~q!5E
0

`

xqe2~gx1hx2! cos~ lx !dx

and

G2~q!5E
0

`

xqe2~gx1hx2! sin~ lx !dx,

where g5mA12a1d, h5(2a21g t)d, and l 50 or
2pDr /c0 . These may be evaluated in closed form by means
of products of gamma and parabolic cylinder functions.5,23 If
d is sufficiently large anda2 and g t are sufficiently small,
theng21 l 2@6h and l /g!1, so that5

for l 50,

G1~q!→C~q!'G~q11!/~mA12a1d!2~q11!, ~9a!

for lÞ0,

G1~q!'C~q!2 1
2C~q11!l 22~2a21g t!dC~q12!,

~9b!

and

G2~q!'C~q11!l 2~2a21g t!dC~q13!l . ~9c!

Finally, use of these and further approximations leads to

pA
25~PA/4pd2!@S~se ,ae ,g,m,g t ,l ,u0 ,d!#, ~10a!

where

S5B0d1B1l 22B2l cosu01B3 cos2 u01B4l , ~10b!

B05
2~2a21g t!

g2

G~m13!

G~m11!
, ~10c!

B15
1

g2

G~m13!

G~m11!
, ~10d!

B254F G~m1 3
2!

G~m11!

aAse

Ag
1baeG , ~10e!

B35
4g

G~m11!
@2G~m!a2se12AgG~m2 1

2!abAseae

1gG~m21!b2ae
2#, ~10f!

B45
2c0g

pdG~m11!
@2G~m2 1

2!abaeAseg

1gG~m21!b2ae
2#. ~10g!

The ground parameters that minimizeS and hence give
maximum excess attenuation, for a given geometry, are
given by

Asem5
A2A422A1A5

A4
224A3A5

~11a!

and

aem5
A1A422A2A3

A4
224A3A5

, ~11b!

where

A15
4a

Ag

G~m1 3
2!

G~m11!
l cosu0 , ~11c!

A254bl cosu0 , ~11d!

A358a2g
G~m!

G~m11!
cos2 u0 , ~11e!

A458abg3/2
G~m2 1

2!

G~m11! S cos2 u01
c0l

2pdD , ~11f!

and

A454b2g2
G~m21!

G~m11! S cos2 u01
c0l

2pdD . ~11g!

A similar procedure starting with the approximate rough
porous surface impedance given by Eq.~5e! yields Eqs.
~7a!–~7d! together with

B254F G~m1 3
2!

G~m11!

aAse

Ag
G , ~12a!

B358a2seFg
G~m!

G~m11!
22aDAseg

G~m1 1
2!

G~m11!

12a2seD
2G , ~12b!

B4528a3seDFaseD2Aseg
G~m1 1

2!

G~m11!
G . ~12c!

The rough ground parameters that minimizeS are given by

Asem5A2Y 2S A31
A4

2

4A5
D ~13a!
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and

Dm5
A4

2A5Asem

, ~13b!

where

A25
4a

Ag

G~m1 3
2!

G~m11!
l cosu0 , ~13c!

A358a2g
G~m!

G~m11!
cos2 u0 , ~13d!

A45216a3Ag
G~m1 1

2!

G~m11! S cos2 u02
c0l

2pdD , ~13e!

and

A4528a4S cos2 u02
c0l

2pdD . ~13f!

If the atmosphere is homogeneous, thenl'4phrhs /c0d,
cosu0'(hs1hr)/d,

Asem5
2p

ac0g3/2

3
G~m1 3

2!~hrhs!~hr1hs!

2G~m!~hr1hs!
22„G~m1 1

2!…
2G~m11!~hr

21hs
2!

,

~13g!

and

Dm5
c0g2

2p

3
2G~m!~hr1hs!

22„G~m1 1
2!…

2G~m11!~hr
21hs

2!

~2m11!G~m1 3
2!~hrhs!~hr1hs!

.

~13h!

For completeness, the optimum effective flow resistivity
for a semi-infinite smooth rigid-porous high-flow-resistivity
surface, such thatZ5a(12 i )Ase / f , under homogeneous
atmosphere, is given by

sem5
p2

a2c0
2g3 S G~m1 3

2!

G~m!
D 2

hr
2hs

2

~hr1hs!
2 . ~13i!

HereS may be calculated from Eq.~10b! together with
Eqs. ~10c!–~10g!, or ~10c!–~10d!, and ~12!. Hence the ex-
cess attenuation may be calculated for optimum or other pa-
rameter values from3,4

EA510 log~ uSu!. ~14!

V. NUMERICAL EXAMPLES AND DISCUSSION

A. Comparison with data: Homogeneous atmosphere
and Avon jet engine source

With mA54.0331023 s, P(0)5108 W s, and m
52.55, the exponentially modeled A-weighted source spec-
trum peaks at 633 Hz and simulates Avon jet engine noise.

The A-weighted sound levels predicted by the approximate
theory over a variable porosity ground characterized byse

530 kPa s m22 and ae516 m21 are compared with mea-
surements obtained under zero wind, low turbulence
conditions9 in Fig. 3. Other parameter values used in the

FIG. 4. Predicted variation of excess attenuation at 500 m with variable
porosity ground parameters for a source at 2.16-m height, receiver at 1.2-m
height, an A-weighted spectrum simulated bym52.55 and mA54.03
31023 s, air absorption given bya15531027 and a252310212, turbu-
lence represented bŷn2&51028, L051 m, r50, and no refraction.

FIG. 3. Comparison of predicted~solid line! and measured sound levels~3
and s! as a function of range from a fixed Avon jet engine~hs52.16 m,
hr51.2 m! under zero wind and low turbulence conditions~atmosphere
characterized bŷn2&51028, L051 m, r50, «50.5, a15531027, and
a252310212!. The data correspond to averages over two consecutive 26-s
samples.
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predictions arê n2&51028, L051 m, r50, e50.5, a155
31027, anda252310212.

B. Sensitivity to spectrum, source height, and
distance

Adopting the variable porosity ground model, a range of
500 m, and the air absorption, turbulence, and spectrum pa-
rameter values used for Figs. 2 and 3, the optimum param-
eters are predicted to besem558.8 kPa s m22 and aem

57.74 m21. However, for the given A-weighted spectrum
and source height, Fig. 4 shows that the predicted excess
attenuation is rather insensitive to variation in either of the
ground parameters below certain values~say sem

,103 kPa s m22 andaem,400 m21!. Two decades of varia-
tion in flow resistivity or large variations inae below these
values produce only 1-dB change in predicted excess attenu-
ation. An airport grassland9,10 with an effective flow resistiv-
ity of approximately 30 kPa s m22 andae of approximately
15 m21 is predicted to give a ground effect fairly near to the
optimum. Such a surface is predicted to give a distinctly
greater excess attenuation than acoustically harder surfaces;
specifically the excess attenuation is predicted to be approxi-
mately 19 dB different from that predicted for an acousti-
cally hard surface (13 dB).

Similar results are predicted, if the approximate rough
porous surface impedance model is adopted. For example,

the optimum rough ground parameters, for the source–
receiver geometry and spectrum used for Fig. 4, are pre-
dicted to be an effective flow resistivity of 107 kPa s m22

and a roughness volume per unit area of 0.0077 m. This
represents soil with roughness equivalent to close-packed
hemispherical bosses of radius 0.08 m. Again, as shown in
Fig. 5, the excess attenuation is predicted to be insensitive to
effective flow resistivity below a value of 100 kPa s m22.
However, increasing roughness beyond the optimum is pre-
dicted to have a significantly detrimental effect on
A-weighted excess attenuation.

The optimum parameters are predicted to be very sensi-
tive to source height and spectrum. This is illustrated in Figs.
6 and 7 for an Avon engine spectrum.

The corresponding optimum excess attenuations are pre-
dicted to be very sensitive to turbulence. This is demon-
strated in Figs. 8 and 9. The predictions for both ground
types are similar.

Clearly the most useful optimizations of the excess at-
tenuation of A-weighted noise due to ground effect are pre-
dicted to occur for low source heights and low peak frequen-
cies in the A-weighted source spectrum. It should be noted
that the predictions for low flow resistivities will be some-
what suspect since high flow resistivity impedance models
have been assumed.

Considerable increase in predicted excess attenuation
over that for typical grassland is predicted to be possible for

FIG. 5. Sensitivity of excess attenuation spectrum to ground parameters
@rough porous ground impedance approximation, Eq.~5e!# for source with
A-weighted spectrum peak frequency of 633 Hz at 2.16-m height, receiver
at 1.2-m height and range 500 m, and atmospheric parameters as for Fig. 4.
Variation ~a! with effective flow resistivity assuming optimum roughness
parameter value of 1.4131024 and ~b! with roughness, assuming optimum
effective flow resistivity of 107 kPa s m22.

FIG. 6. Variation of predicted optimum variable porosity or thin layer pa-
rameters with source height forhr51.2 m,d5500 m, and other parameters
as for Fig. 4.

1019 1019J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 K. Attenborough and K. M. Li: Ground effect for noise



low source heights if the flow resistivity is low and either the
porosity is near constant with depth or the roughness is fairly
large. This suggests potential noise reduction from plowing
or disking ground since either reduces flow resistivity while
increasing roughness. The effect of ground treatment on flow
resistivity may be temporary as a consequence of weather-
ing.

C. Variation with distance

The optimum ground parameters are predicted to depend
on distance from the source. Figure 10, for weak turbulenceFIG. 7. Variation of predicted optimum variable porosity or thin layer pa-

rameters with A-weighted spectrum peak frequency:hs52.16 m,
hr51.2 m, and other parameters as for Fig. 4.

FIG. 8. Variation of predicted optimum excess attenuation with source
height for variable porosity or thin layer ground with source height:hr

51.2 m, d5500 m, and other parameters as for Fig. 4. Dotted and solid
lines represents predictions with strong and weak turbulence~^n2&51026

and 1028, respectively!.

FIG. 9. Predicted variation of optimum excess attenuation with A-weighted
spectrum peak frequency forhs52.16 m, hr51.2 m, d5500 m, other pa-
rameters as for Fig. 4, and for two values of turbulence:^n2&51028 ~solid!
and ~^n2&51026 ~broken!.

FIG. 10. Predicted optimum ground parameters as a function of distance for
an A-weighted spectrum characterized bym51.5, mA5231023 s, atmo-
spheric parameters as for Fig. 4, source height 0.1 m, and receiver height 1.2
m.
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and a 0.1-m-high source characterized by an A-weighted
spectrum peaking at 750 Hz, illustrates the prediction that
the optimum parameters change towards acoustically softer
values as distance from source increases. However, the de-
pendence is relatively slight and the predicted excess attenu-
ation over ground with constant parameters average within
the optimum range is similar to the optimized excess attenu-
ation. This is illustrated in Fig. 11.

D. Effects of refraction

Figures 12–15, for weak turbulence, low source height,
and low-frequency spectrum peak~300 Hz!, show that the
predicted optimum ground parameters represent increasingly
hard ground under increasing downward refraction condi-
tions and increasingly soft ground under increasing upward

refraction conditions. The predicted optimum excess attenu-
ations decrease as downward refraction increases and in-
crease as upward refraction increases. Nevertheless, the de-
pendence is relatively slight for the given conditions, so that
the predicted optimum ground effect is fairly robust to weak
refraction.

VI. CONCLUDING REMARKS

By means of approximations of the classical theory for a
point source above an impedance surface and approximate
effective impedance models it is possible to derive closed-
form relationships between ground effect related excess at-
tenuation, parameters relating to the A-weighted source
power spectrum and the ground and source and receiver

FIG. 11. Predicted optimized ground effect~solid line! for source charac-
terized by m52, mA5231023 Hz21, source height 0.1 m and receiver
height 1.2 m, compared with ground effect predicted over optimized ground
type ~se53 kPa s m22, ae53 m21, dotted but indistinguishable from solid
line on graph! and over an airfield ground~se530 kPa s m22, ae

516 m21, dashed line!. Air absorption is represented bya150.531026 and
a252310212, turbulence bŷ n2&51028 andL051 m.

FIG. 12. Variation of optimum variable porosity ground parameters with
downward refracting sound velocity gradient form51.5, mA55
31023 Hz21; Source height 0.1 m, receiver height 1.2 m, range 200 m,
atmospheric parameters as for Fig. 11.

FIG. 13. Variation of optimum excess attenuation with downward refracting
sound velocity gradient for source spectrum, absorption, turbulence, and
geometry specified for Fig. 12.

FIG. 14. Predicted effect of upward refraction on optimum variable porosity
ground parameters. Geometry, spectrum, absorption, and turbulence param-
eters have the values used for Figs. 12 and 13.
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heights. Although the resulting predictions are approximate
they suggest practical possibilities for optimizing excess at-
tenuation by means of controlling the ground characteristics.
The greatest opportunities for such optimization are pre-
dicted for sources with low-frequency A-weighted spectral
peaks and at ranges of less than 200 m under weak turbu-
lence conditions and require rather acoustically soft ground.
This conclusion is consistent with the known effects of ap-
preciable snow cover. The influence of atmospheric refrac-
tion has been included by means of a ray-based approxima-
tion valid at short range in the illuminated zone. The
suggested optimizations are fairly robust to weak atmo-
spheric refraction.

The optimum attenuations are predicted to be much
higher for sources close to the ground. Since it may not be
practicable to lower source heights for many noise sources,
an alternative strategy for exploiting ground effect is to raise
the ground, perhaps through landscaping. This possibility
will be the subject of future work.
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For many reasons, the three-dimensional~3-D! arrival structure of the undersea ambient noise field
is of interest to the research and development community. One reason is that the arrival structure can
be used to estimate the beam noise of an array, which may be required to estimate the performance
of the array as an operational Navy asset or a scientific measurement tool. Another reason is that
there are clues inherent in the vertical arrival structure that relate to the nature of the acoustic
propagation along the azimuths of the noise sources. Similarly, there are also clues in the horizontal
arrival structure of the undersea ambient noise field that relate to the azimuthal distribution of the
noise sources. Both of these classes of clues are important in the verification and validation of
undersea ambient noise models. The ideal measurement tool to measure the 3-D arrival structure of
the noise field is a high-resolution volumetric array sonar system. Unfortunately, such a system is
not generally available. However, towed horizontal line arrays are available and can be used, even
though they are far from ideal. The beam patterns of a line array are conically symmetric about the
axis of the array. When the axis of a horizontal line array is tilted slightly from an elevation angle
of 0°, the vertical character of the beam cones can be used to discriminate between various vertical
arrival angles. Combined with measurements made on several different towed array headings, an
estimate of the 3-D directionality of the noise field can be obtained. An algorithm that uses such a
technique on single-line towed array data to generate an estimate of the 3-D directionality of the
noise field is described herein. Some results using measured data from a recent noise measurement
exercise are presented and discussed.@S0001-4966~97!03508-X#

PACS numbers: 43.60.Gk, 43.60.Pt, 43.30.Nb, 43.30.Wi@JLK#

INTRODUCTION

In order to design sonar systems which operate with
maximum effectiveness, it is necessary to understand as
much as possible about the undersea ambient noise. Two
characteristics of the noise that have been of particular con-
cern in the past are its vertical and horizontal directionalities.
Urick1 gives an excellent summary of undersea ambient
noise directionality measurements, and Etter2 describes com-
puter models that predict the directional characteristics of the
noise for various environmental and noise source input pa-
rameters. Unfortunately, those noise models are limited by
our ability to accurately calculate the acoustic environment,
to specify the radiation characteristics of the noise sources,
and to predict their spatial distributions. Our capabilities in
some of these areas have improved considerably in the past
few years, but our capabilities in other areas have not ad-
vanced as much. For example, the development of the para-
bolic equation~PE! solution to the wave equation has greatly
increased our ability to accurately calculate propagation in
complex acoustic environments.3 This, in turn, improves our
ability to model the ambient noise in those environments. On
the other hand, the complete radiation characteristics of ships
are still not well understood. For example, the radiation di-
rectivity patterns of the noise caused by the cavitating screws
are known to vary with elevation and azimuth angle and with
screw depth, but a quantitative description for general classes
of ships is not presently available. Hence, there are still
enough uncertainties in various aspects of the prediction pro-
cess, that the development of noise models will continue to

be an ongoing process. As the noise models improve, the
requirements on measured results to verify and validate the
models will be more specific, and the nature of the process-
ing of the noise measurement data to satisfy those specific
needs will be much more demanding.

In the past, conventional two-dimensional~2-D! results
from vertical arrays, which integrate over azimuth, and from
towed horizontal line arrays, which integrate over vertical
arrival angle, have been adequate for noise model validation.
This was because the greatest need has been predicting the
performance of single-line array sonar systems. However,
multiple-line array sonar systems and even large multidimen-
sion array sonar systems are being considered and tested.4,5

Predicting the performance of these complex sonar systems
and other equally complex systems of the future requires as
much knowledge about the 3-D arrival structure of the am-
bient noise as possible. This knowledge must be acquired by
using data measured with the sonar systems that are in com-
mon use at the present. The bulk of those measurements will,
of necessity, be made with line arrays, including single-line
towed arrays.

The horizontal single-line towed array is considered an
excellent tool for measuring the 2-D horizontal directionality
of the ambient noise field. A common method of measure-
ment is to tow the array on several different courses and use
the beam noise measurements thus acquired to resolve the
left–right ambiguities in the beam noise response patterns.
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The data thus acquired usually are processed by an algorithm
that ignores the vertical dimension and confines itself en-
tirely to the horizontal plane or azimuth dimension. Such an
algorithm yields an estimate of the vertically integrated~or
collapsed on the horizontal plane! horizontal directionality of
the ambient noise. Several techniques have been devised for
resolving the left–right ambiguities and producing 2-D esti-
mates of the noise field horizontal directionality. A few ex-
amples are presented and discussed in Refs. 6–11. All of the
techniques known to the authors, except the one in Ref. 11,
ignore the vertical arrival structure of the noise. Furthermore,
the technique in Ref. 11 only uses the vertical arrival struc-
ture to obtain a better estimate of the 2-D horizontal structure
of the noise field. None of the previous techniques known to
the authors treat the horizontal and vertical dimensions as
independent regimes.

The noise field 3-D estimation technique discussed
herein can be considered similar in concept to the two 2-D
techniques discussed in Refs. 10 and 11. It differs in imple-
mentation from the two 2-D techniques in two critical ways.
First, it keeps the elevation~vertical! and azimuth~horizon-
tal! dimensions independent. Second, it utilizes the entire
3-D beam noise response patterns of the line array. This
means that, with as little as a one-degree vertical tilt on the
towed array, the measured vertical ambiguities can be re-
solved. A tilted towed array condition is easily met, since it
is seldom that the towed array is exactly horizontal during
measurements. Thus by maintaining the vertical and horizon-
tal independence, the technique discussed herein can produce
an estimate of the complete 3-D directionality of the ambient
noise field.

The next section provides a brief background discussion.
The section that follows describes the 3-D noise field direc-
tionality estimation technique. That section is followed by a
discussion of some results, and then observations and con-
clusions are given.

I. BACKGROUND

Knowledge of the 3-D structure of the undersea ambient
noise is of value for a number of reasons. From a scientific
perspective, the vertical arrival structure of a signal mea-
sured by a vertical array tells something about the average
acoustic propagation conditions along the propagation path
~or azimuth! of the signal. Analogously, the azimuthal arrival
structure measured by a horizontal array tells something
about the azimuthal distribution of the noise sources. Even
when the results of these two types of arrays are used to-
gether~incoherently! there will be blind spots in the noise
sphere~or 3-D space! that cannot be estimated with a 2-D
analysis. Such blind spots could, in fact, be measured by a
2-D or 3-D array. Hence, a technique that can estimate the
3-D structure of the noise field from more readily available
and more easily acquired single-line towed array data would
provide information now to enable the sonar design engineer
to design future multidimensional~2-D or 3-D! arrays as
well as to predict their performance.

The vertical line array is well studied for measuring the
vertical directionality of the ambient noise. However, its
conical beam responses are formed about a vertical axis, and

they integrate the arrivals from all azimuth angles that are
received at a given elevation angle. Unfortunately, the beams
cannot distinguish one arrival at a given azimuth from an-
other at a different azimuth that has the same elevation angle.
The horizontal line array has a different limitation. Its coni-
cal beams are formed along a horizontal axis and have both
azimuth and elevation angle dependence. Some techniques
have been devised to utilize the beam noise measured, while
the horizontal array is on different headings, to estimate the
horizontal directionality of the ambient noise.6–11 However,
each of those techniques, except the technique in Ref. 11,
assumes that the ambient noise is concentrated in the hori-
zontal plane~i.e., an elevation angle of 0° which is equiva-
lent to no vertical arrival structure!. The technique in Ref. 11
differs substantially from the others, in that it utilizes an
estimate of the shape of the azimuthally averaged ambient
noise vertical directionality, similar to that provided by a
vertical line array, to improve the estimate of the horizontal
directionality. However, it does not produce a 3-D estimate
of the ambient noise, just a better estimate of the 2-D hori-
zontal directionality. In the process, it reduces the error
caused by ignoring the vertical arrival structure of the ambi-
ent noise. Hence, the technique in Ref. 11 is a substantial
improvement over the other techniques, but it falls short of
the desired 3-D estimate of the noise field.

Acquiring a measurement of the 3-D structure of the
noise is not a simple task. Generally, a multidimensional
array would be required, but those arrays are usually expen-
sive to construct and difficult to deploy. On the other hand,
the single-line towed array is extremely easy to deploy,
sometimes requiring less than 1 h for deployment and usu-
ally not much more than that to achieve a stable towing
condition. However, it has the limitation of conical beams
rather than the ‘‘ideal searchlight’’ beams of a volumetric
array. The technique presented in this paper overcomes, to
some degree, the conical limitation of the single-line towed
array beams and provides an estimate of the 3-D structure of
the ambient noise field. Such an estimate can be used in the
design and in the performance prediction of simple and com-
plex sonar systems, including systems that have multidimen-
sional arrays.

II. APPROACH

It is assumed that the ambient noiseN(u,f,t) can be
expressed as

N~u,f,t !5n~u,f!1z~u,f,t !1e~u,f,t !, ~1!

whereu is the spherical angle in azimuth,f is the spherical
angle in elevation,t is time,n(u,f) is the pseudo-stationary
background noise field directionality,z(u,f,t) is the time-
dependent component of the noise due to fluctuations in
acoustic propagation, noise source movement, changes in
noise source levels, etc., ande(u,f,t) is the error introduced
in the measurements by the towship noise, array nonlineari-
ties, flow noise, system faults, etc.

The pseudo-stationary background directionality term
n(u,f) is the part of Eq.~1! that the technique presented
herein is attempting to estimate. It is the term which is con-
sidered herein to be more characteristic of what most of the
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present noise models attempt to predict. With sufficient tem-
poral averaging, the influence of the fluctuating component
z(u,f,t) can be considered to be negligible. However, if the
performance of a signal processor is to be predicted~not the
case here!, the importance ofz(u,f,t) cannot be over em-
phasized. Furthermore, it is assumed that the error compo-
nent e(u,f,t) can be made acceptably small by array
grooming and appropriate error discrimination processing
techniques.

The data from whichn(u,f) is estimated~see Ref. 10!
is the set of beam-output noise intensities measured by the
i th beam while on thej th array heading. This can be repre-
sented as

r i , j5
1

TE0

T 1

2p
dtE

0

2p1

2
duE

2p/2

p/2

N~u,f,t !

3bi~u2g j ,f!cosf df, ~2!

where T is the measurement time interval,bi(u,f) is the
i th beam response pattern ofI beams, andg j is the j th array
heading ofJ array headings.

With temporal averaging, array grooming, and appropri-
ate error discrimination processing techniques, Eq.~2! re-
duces to

r i , j'
1

4pE0

2p

duE
2p/2

p

n~u,f!bi~u2g j ,f!cosf df.

~3!

Here,n(u,f) is obtained indirectly by first forming an initial
guessn̂0(u,f) ~which could simply be a constant value for
all u andf!, substitutingn̂0(u,f) in place ofn(u,f) in Eq.
~3!, and performing the integration to get an initial estimate
r̂ i , j ,0 for each beam and array heading.n̂0(u,f) and r̂ i , j ,0 are
the initial values for the more generaln̂k(u,f) and r̂ i , j ,k ,
respectively, where the iteration numberk is set to zero~i.e.,
k50).

In general, the differences for a given iteration

D i , j ,k5r i , j2r i , j ,k ~4!

are accumulated for allu andf within the response footprint
of the i th beam on thej th array heading for allI beams and
J array headings. TheD i , j ,k are divided by 2, individually
mapped to, and distributed over eachu andf. This result is
then added ton̂k(u,f) for eachu and f to create a new
estimaten̂k11(u,f) which is again used in Eq.~3!. This
iterative process is continued until theD i , j ,k are less than
some arbitrary small value.

The iterative technique just described is not limited to
towed array data, although much emphasis is placed on its
use. In fact, data from any array can be used in the 3-D noise
field estimation algorithm, so long as the corresponding 3-D
beam response pattern of the array is available. For example,
an improved estimate of the 3-D arrival structure of the noise
field could be achieved by supplementing towed array data
with data acquired concurrently from a vertical line array.
This will be demonstrated by the results presented herein.
The vertical array may have different beam patterns and a
different number of beams than the towed array, but such
differences are inherently covered by the generic nature of

Eq. ~3!. As far as the 3-D estimation algorithm is concerned,
the vertical array data is simply another data set with differ-
ent beam patterns. In the extreme, even the data from a 3-D
array could be used. In such a case, the 3-D algorithm would
still deconvolve the beam patterns from the data and produce
an improved deconvolved estimate of the 3-D noise field.

Figure 1 illustrates the 3-D response of four different
beams. The beam noise response spheres as well as the 3-D
ambient noise field are represented as planes~similar to a
‘‘flat earth’’ plot or a Mercator projection! with the elevation
anglesf plotted along the vertical axis, and the azimuth
anglesu plotted along the horizontal axis. Figure 1~a! shows
the response of a beam near aft end fire for a horizontal line
array towed on a heading of 50°. The multicolored region
gives the beam response level of the main lobe. In an attempt
to avoid excessive clutter in the plot, the complete beam
response pattern including the sidelobes has not been pre-
sented. However, the complete patterns are used in the algo-
rithm and in generating the results discussed below. Figure
1~b! shows a similar response for the broadside beam of the
same array. The beam response in Fig. 1~b! cover all azimuth
angles at690° because it contains both the ‘‘north and
south’’ poles. When the line array is tilted relative to the
horizontal plane, as in Fig. 1~c! for a vertical tilt angle of
30°, the response pattern no longer contains the north and
south poles. Instead, it forms a serpentine pattern about the
equator~0° elevation angle!, and covers a region in the ver-
tical that is approximately equal to 180° minus twice the tilt
angle. Figure 1~d! shows the beam response for a beam
steered 56° from forward end fire, when the array has a ver-
tical tilt angle of 30°. As a general rule, the beam patterns in
the rectangular display of theu-f domain are rather compli-
cated. However, they can be calculated once and stored for
use over and over again in the iterative process during the
generation of the estimaten̂k(u,f).

The set of beam response patterns is calculated in
spherical space by transforming the intersection of the coni-
cal pattern with a unit sphere by the following trans-
formation.11

b5cos21$cosu cosf cosa

1sin@cos21~cosu cosf!#

3sin a sin@ tan21~sin f/cosf sin u!#%, ~5!

whereb is the conical angle of a differential element on the
surface of a unit sphere, anda is the tilt angle of the array.
Figure 2 illustrates the geometry of Eq.~5! ~Ref. 11 gives a
more complete discussion!.

The generation of the 3-D noise field directionality esti-
mate can be summarized as follows: assume a 3-D noise field
@e.g., isotropic,n̂0(u,f)5C]; transform the spherical noise
field to the conical field of the array@e.g., use Eq.~5!#; obtain
beam noise estimatesr̂ i , j ,0 usingn̂0(u,f); compare resulting
beam noise estimatesr̂ i , j ,0 with measured beam noiser i , j ;
modify n̂0(u,f) at all cells in theu-f domain, within the
coverage footprint of the beam, according to the differences
D i , j ,05r i , j2 r̂ i , j ,0 to get a new estimaten̂1(u,f); and repeat
the above procedure until acceptable agreement is achieved
~the D i , j ,k are less than some arbitrary small value!.
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III. RESULTS

Ambient noise measurements were made by the
SACLANT Undersea Research Centre’s~SACLANTCEN!
horizontal single-line towed array at three locations in a shal-
low water area using the SACLANTCEN ship~the R/V
ALLIANCE! as the towing platform during August and Sep-
tember 1993. In addition, ambient noise measurements
were made concurrently at these locations with the

SACLANTCEN vertical line array. The results discussed
herein were obtained using data from two of the shallow
water sites designated site 7 and site 1.

Single-line towed array beam noise data were collected
at each site on at least nine different array headings~i.e., nine
legs!. The headings of the legs were at appropriate intervals
to insure a reasonable sampling in azimuth. The towed array
generally had a tilt from the horizontal~0° elevation angle!
of approximately 1° to 2°. The tilt of the towed array is used
by the algorithm to help resolve the up–down ambiguities of
the conical beams. In addition, a vertical line array was de-
ployed and data were measured at each of the sites concur-
rently with at least five of the horizontal line array legs. Data
from the vertical array were also used independently to help
determine the vertical arrival structure of the noise field for
comparison with the result from the 3-D calculation. The
measured hydrophone data from both arrays were spectrum
analyzed and 64 beams per array heading were formed by a
frequency domain beamformer12 which creates beams non-
linearly spaced in real azimuth space. Results for each array
and each leg were then assessed for acceptable data quality.13

Those data that passed the quality assessment were then pro-
cessed with the 3-D algorithm as discussed above.

Figure 3 shows the results for 100 Hz at site 7 that were
obtained from the 3-D algorithm by using only the towed
horizontal line array data. The upper left-hand plot in Fig. 3
is the 3-D representation of the spatially averaged and tem-
porally smoothed noise field. The vertical axis is a represen-

FIG. 1. Three-dimensional beam response patterns for a horizontal line array with no tilt@plates~a! and ~b!# and with 30° tilt @plates~c! and ~d!#.

FIG. 2. Coordinate system representation.
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tation of the angular range of the vertical~or elevation! angle
f. Vertically up is 90° and vertically down is290°. The
horizontal axis is a representation of azimuth angle from 0°
to 360° of the compass~north to north!. The magnitudes of
the noises that are plotted relative to the omnidirectional
level in decibels are given by the color bar at the lower
right-hand corner of Fig. 3.

The plot in the upper right-hand corner of Fig. 3 is the
estimate of the vertical directionality of the noise field rep-
resented by the noise surface plot in the upper left-hand cor-
ner. The estimates of the vertical directionality in the upper
right-hand corner are plotted relative to the omnidirectional
level in decibels. The solid black curve represents the aver-
age levels obtained by summing the noise power along all
azimuths at a given elevation in the surface plot. The curve is
an estimate of what a vertical line array would have mea-
sured if it had been at approximately the same measurement
location and depth as the towed array and with approxi-
mately the same temporal averaging. The black vertical
dashed line is an isotropic average power reference line. De-
viation of the vertical directionality curve from the isotropic
reference line illustrates the degree of anisotropy of the ver-
tical directionality curve.

The plot at the bottom of Fig. 3 gives the spatially
smoothed and temporally averaged 2-D azimuthal direction-
ality of the ambient noise field~solid black curve! plotted
relative to the omnidirectional level in dB. This curve is
obtained in a manner similar to the black curve in the vertical
directionality plot by summing the power over all vertical
angels for each azimuth angle. It is this curve that most
closely resembles the 2-D estimates of the ambient noise
field that other techniques such as those in Refs. 6–11 at-
tempt to generate. The black horizontal dashed line in this
plot is the cylindrically isotropic average power level refer-
ence curve. Deviation from that reference curve is a measure
of the anisotropy of the noise field in azimuth.

Summary information and some pertinent parameters
have bene included at the bottom right-hand corner of Fig. 3.
The levels in all of the plots are relative to the omnidirec-
tional noise level~OMNI! in dB. The frequency~FREQ! is
100.0 Hz and the standard deviation of the estimate
~STDEV! is 5.90 dB. The standard deviation is based on the
differences between the measured beam noise levels for each
leg and the corresponding beam noise levels obtained from
the estimate. A value of 5.90 dB is a relatively low standard
deviation for the estimation process and indicates that the

FIG. 3. Ambient noise 3-D directionality~top left! at site 7 with the corresponding 2-D horizontal directionality~bottom! and vertical directionality~top right!.
Only data from a towed line array were used.
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estimate of the 3-D directionality can be accepted with a
high degree of confidence.

One way of evaluating the 3-D algorithm is to compare
it with the 2-D algorithm10 which has enjoyed wide accep-
tance for many years. The comparison can be done on the
basis of the directionality that is obtained when the noise is
summed over all elevation angles of the surface plots~solid
black curve at the lower left-hand corner of Fig. 3!. This
process eliminates the vertical dimension and produces a 2-D
noise directionality curve that can be directly compared to
the corresponding curve produced by the 2-D algorithm. The
comparison is made simple if this curve is presented in a
polar plot.

Figure 4 permits the comparison of the horizontal direc-
tionalities for 100 Hz at site 7 that were obtained from the
previous 2-D algorithm10 ~thick curve! and from the 3-D
algorithm. The two omnidirectional levels that were obtained
from each directionality estimate differed no more than a
fraction of a decibel. However, there are significant differ-
ences between the two estimates along some azimuths, and
there are remarkably good agreements between the two esti-
mates along large regions of azimuth. There are four regions
of azimuth where the 3-D estimate is much lower than the
2-D estimate~i.e., near 30°, 120°, 180°, and 225°!. On the
other hand, the 2-D algorithm gave a lower estimate along
three small regions of azimuth~i.e., near 305°, 330°, and
355°!. It is not possible from these results, or from similar
results for the other sites, to quantify the magnitude of the
agreement and disagreement in a statistically significant
manner. However, an ‘‘eye ball’’ evaluation suggests that the
2-D and the 3-D algorithms are generally producing similar
2-D results. The 3-D algorithm can be expected to achieve
lower levels in some areas of azimuth because it is able to
partition the noise more realistically in three dimensions than
the 2-D algorithm can partition the noise in two dimensions.
After all, noise is a three-dimensional quantity, and the 3-D

algorithm is more closely tied to a realistic 3-D arrival struc-
ture and 3-D response pattern of the array. Hence when there
are disagreements between the two algorithms, the 3-D esti-
mate would have the higher level of confidence associated
with it. The limited number of simulations that have been
performed tend to support this contention.

The ambient noise 3-D directionality surface plot in Fig.
3 is interesting for several reasons. First, both the left–right
and up–down ambiguities have been resolved. Second, al-
though the ambient noise, for the most part, is concentrated
within about 30° of the horizontal, there are azimuths at
which the majority of the noise does not arrive at or near 0°
elevation angle, but arrives in concentrations around630°
elevation angles. There are also azimuths at which very little
noise arrives, regardless of elevation angle. Third, the algo-
rithm ~and plot! provides an estimate of the 3-D noise field
that was obtained from data acquired by a towed horizontal
line array, an asset that is common to the inventories of
many research establishments or can be rented from the pe-
troleum exploration community. Furthermore, the plot pro-
vides the results from which the performance of much more
complex and expensive multidimensional arrays can be esti-
mated. Finally, the results provide insight into the 3-D arrival
structure of the noise field that must otherwise come from
measurements by multidimensional arrays. At the present
time, measurements with multidimensional arrays are not re-
alistic expectations. Given the current projections for under-
sea research, this may not be a reasonable expectation for
many years to come.

Figure 5 show the results for 100 Hz at site 7 obtained
from the 3-D algorithm using data from both the towed hori-
zontal array and the vertical line array. Comparison of the
results in Figs. 3 and 5 show that the inclusion of the vertical
array data at this site had a tendency to concentrate the noise
more toward 0° elevation angle. In all other respects, the two
figures are very similar.

The two colored dashed curves in the horizontal direc-
tionality plot in the bottom of Fig. 5 are the azimuthal direc-
tionalities ~appropriately normalized! of slices at two differ-
ent elevation angles in the surface plot. The red curve is a
slice at 0° elevation angle and the blue curve is a slice at
130° elevation angle.

The two colored dashed curves in the vertical direction-
ality plot in the right-hand plot of Fig. 5 are vertical slices
across the noise surface plot showing the vertical direction-
ality at tow different azimuths. One slice~the light blue ver-
tical curve! is where the noise has one of the many maxima
near the horizontal, and the other~the pink vertical curve! is
where the noise has a minimum near the horizontal and
maxima near615° elevation angle. The difference between
the extremes in the vertical directionality curves is more than
30 dB. This difference could not be measured by either a
horizontal or a vertical array separately or combined without
the 3-D algorithm. Furthermore, before development of the
3-D algorithm, a directionality estimate similar to the surface
plot in Fig. 5 would have been possible only with data from
a 2-D or 3-D array.

Specific features of the noise shown in Fig. 5 can be
correlated to the noise source distribution and the environ-

FIG. 4. Ambient noise 2-D directionalities for 100 Hz at site 7 obtained
from the 3-D algorithm~thin curve! and from the 2-D algorithm from Ref.
10. Noise levels are relative to the per-horizontal-degree omnidirectional
reference curve~dashed circle!.
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ment. The noise arriving near 0° elevation angle along an
azimuth of approximately 150° comes from the major north-
ern access for coastal steamers to a nearby port. Noise gen-
erated closer to the port and at the southern access to the plot
is blocked by small islands as well as the relatively shallow
bathymetry in these areas~160°–185°!. The noise arriving
near 0° elevation angle from azimuths between approxi-
mately 185° and 245° is most likely distant shipping noise
that is propagating to the measurement area from the open
basin. Along azimuths of 245° to 330°, the noise is arriving
from a chain of nearby islands. Propagation conditions along
these azimuths are not conducive to long-range propagation
or down slope conversion of the noise to vertical arrival
angles near 0°.14 The bathymetry in this area, when com-
pared to the bathymetry along the southern side of the mea-
surement area, has a gentler slope and is not as highly reflec-
tive. Furthermore, these paths are along the slope, which
gives rise to a propagation path which curves away from site
7. Thus only nearby shipping can contribute from these azi-
muths. This may in part explain the reason for the noise
concentrations at620° elevation angles rather than at near
0° elevation angle. The noise arriving near 0° elevation angle
along azimuths between approximately 330° and 25° comes

from the direction of the routes for coastal steamers in that
area. The azimuths between 25° and 60° includes up slope
propagation paths.

Figure 6 illustrates the results for 100 Hz at site 1 which
were obtained from the 3-D algorithm using data from both
the towed horizontal array and the vertical line array. Site 1
is outside the island chain directly to the north of site 7 on a
relatively shallow continental shelf. It is evident from Fig. 6
that the noise at site 1 is concentrated between vertical ar-
rival angles of630°. Similar to site 7 in Fig. 5, there are
azimuths which have the noise concentrated near 0° eleva-
tion angle, azimuths which have noise concentrations at high
vertical angels, and azimuths which have very little noise at
any vertical arrival angle. The broad region of noise around
north ~345°–25°! is believed to be due to distant ships. The
quiet region between 25° and 45° can be attributed to ad-
verse propagation along a steep slope. As was discussed ear-
lier, this type of propagation condition can curve the noise
away from a straight-line path to the measurement site and
reduce the noise considerably along affected azimuths. The
noise arriving along azimuths between 45° and 110° is from
a region that includes shipping accesses to various ports and
routes for coastal steamers. The region of noise from azi-

FIG. 5. Ambient noise 3-D directionality plot for 100 Hz at site 7 using data from both towed line and vertical line arrays were used. Dashed curves
correspond to vertical and horizontal cuts across the surface plot.
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muths between 110° and 160° is in the direction of the sea-
ward side of an island chain. This area has a very steep
downward sloping bottom, which can convert the vertical
arrival angles of the acoustic energy into elevation angles
that are very near to 0° elevation angle.14 The noise along
azimuths from 160° to 225° is concentrated at vertical arrival
angles that are close to620°. This feature is indicative of
propagation conditions that do not encourage conversion of
energy from higher vertical arrival angles into lower eleva-
tion angles. Indeed, the bathymetry along these azimuths
rarely goes below 200 m for at least 100 nmi. In addition,
this region is dominated near site 1 by a claystone low loss
bottom. The azimuths between 225° and 315° receive noise
near 0° elevation angle, which is consistent with distant ship-
ping. Finally, it is believed that the quite area along azimuths
between 315° and 345° occurs because no distant shipping
noise is expected from these directions.

IV. OBSERVATIONS AND CONCLUSIONS

The pseudo-stationary ambient noise field 3-D arrival
structure can be significantly different and more complex
than either its vertical or horizontal directionality. Both are

significantly degraded by the spatial smoothing that results
from a 2-D horizontal or vertical analysis. However, the 3-D
nature of the method presented herein is able to resolve the
arrival structure of the noise simultaneously in the vertical
angel and the horizontal angle. In doing so, the regions of
low-level noise are well identified and separated in elevation
and azimuth angles from the regions of high-level noise. The
resulting 3-D noise field arrival structure estimate can be
used to predict the noise response of any array, whether it is
a relatively simple vertical or horizontal line array, a more
complicated tilted line array, a planar array, or any multidi-
mensional array.

The pseudo-stationary ambient noise field 3-D arrival
structure can also be correlated to the propagation environ-
ment to gain insight into the source distributions and propa-
gation mechanisms active during the measurement. This was
performed for two sites in a shallow water environment to
identify important propagation parameters and features. Site
7 was not exposed to distant shipping from most azimuths,
but did receive noise near 0° elevation angle on many azi-
muths. This was most likely due to environmental conditions
which supported down-slope conversion of the acoustic en-
ergy into vertical angles closer to 0° elevation angle. The

FIG. 6. Ambient noise 3-D directionality plot for 100 Hz at site 1 using data from both towed line and vertical line arrays were used. Dashed curves
correspond to vertical and horizontal cuts across the surface plot.
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noises at site 1 were more concentrated near 0° elevation
angle and could be associated with distant shipping. At both
sites, however, the same down-slope conversion conditions
existed to allow for noise arriving near 0° elevation angle
from directions in which distant shipping was not possible.
For both sites, there were situations in which the distant ship-
ping noise contributions did not appear in the 3-D estimate
of the noise field even though distant ships were known to be
present. These were from azimuths that were along, rather
than across, a steep slope that would cause the sound propa-
gation paths to bend away from a straight-line path to the
measurement site and cause an absence of noise near 0° el-
evation angle.
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Effects of middle ear pressure on otoacoustic emission measures
Ming Zhang and Paul J. Abbas
Department of Speech Pathology and Audiology and Department of Otolaryngology—Head and Neck
Surgery, University of Iowa, Iowa City, Iowa 52242

~Received 18 June 1996; revised 7 April 1997; accepted 8 April 1997!

An animal surgical model was established to manipulate pressure in the middle ear. The 2f 12 f 2

cochlear microphonic distortion product~CMDP! and distortion product otoacoustic emission
~DPOAE! were simultaneously measured in order to analyze the effects of middle ear pressure on
sound transmission. The frequency ratio of the two stimulus tonesf 2 / f 1 was held at 1.2 and the
level ratio L1 /L2 was 10 dB. The effect of middle ear pressure on forward transmission was
determined from the CMDP data. The effect on backward transmission was determined from the
DPOAE data after the effect on forward transmission was subtracted out. The results showed a
similar effect on forward and backward transmission. In general, negative pressure had a greater
effect than positive pressure. Positive pressures of 10 and 20-cm H2O affected transmission for
low-frequency stimuli~f 251620 and 2680 Hz! but had little effect for high-frequency stimuli
~f 256980 and 10 250 Hz!. Negative pressures of22.5 to 210-cm H2O affected transmission
across all frequencies tested. The effect at low frequencies is hypothesized to be related to tympanic
membrane stiffness. The effect of negative pressure at high frequencies may be related to changes
in the incudostapedial joint. ©1997 Acoustical Society of America.@S0001-4966~97!02008-0#

PACS numbers: 43.64.Bt, 43.64.Ha, 43.64.Jb@RDF#

INTRODUCTION

Otoacoustic emissions~OAEs! can be utilized in the di-
agnosis of hearing disorders~Lonsbury-Martinet al., 1993!,
particularly for subjects who cannot be tested behaviorally,
such as very young children or those who are not conscious
~Norton, 1993!. Many factors may affect the measurement of
the OAEs and consequently their interpretation~Kempet al.,
1990!. One factor is pressure change in the middle ear, which
can be produced by a gas exchange mechanism~Trine et al.,
1993!. Such a pressure change is common in middle ear
disease. The incidence of middle ear disease is higher in
young subjects, the population for which otoacoustic emis-
sion ~OAE! measures may be particularly applicable~Fria
et al., 1985; Howie, 1975; Teeleet al., 1980!. The present
study attempts to develop a better understanding of the ef-
fects of abnormal middle ear pressure on signal transmission
by measuring OAEs and cochlear microphonic potentials
where middle ear pressure is changed under experimental
control. The effect on transmission may be dependent on
both frequency and level of the stimulus. In this study, we
have evaluated the effect of middle ear pressure on both
forward and backward transmission across a range of stimu-
lus frequency, using a guinea pig model.

I. METHODS

Twenty pigmented female adult guinea pigs~Hartle and
Janes Co.! were used as experimental subjects. The proce-
dures were approved by the Animal Care Committee at the
University of Iowa. The animal was considered acceptable if
the external ear canal and tympanic membrane appeared nor-
mal. Surgery and data collection took place within a sound-
treated booth.

General anesthesia was induced by an intramuscular in-
jection of ketamine~14.7 mg/kg!, xylazine~3.67 mg/kg!, and

acepromazine~0.37 mg/kg!. Anesthesia level was monitored
by paw-pinch reflex and maintained as needed throughout
the experiment. A single bolus of atropine sulfate~0.05 mg/
kg! was administered to reduce mucosal secretion and the
risk of tracheal obstruction~Harvey and Walberg, 1987!. Lo-
cal anesthesia with 1% Lidocaine was injected posterior to
the pinna. Throughout the experiment, the body temperature
was maintained by a warm pad placed under the animal and
insulating drapes.

An incision was made along the posterior sulcus of the
pinna to expose the lateral wall of the mastoid bulla. Two
holes were drilled through the lateral wall of the mastoid
bulla. One hole was used for placement of the cochlear mi-
crophonic electrode at the round window. The other hole was
used for insertion of a plastic tube~0.5-mm i.d.! connected to
a pressure source, which included a syringe to supply air
pressure, a U-tube manometer to monitor pressure, and a
rubber-skin drum to compensate for the changes in air vol-
ume. In this experiment, pressures were set at210, 25,
22.5, 0, 10, and 20 cm H2O.

The middle ear was inspected under a surgical micro-
scope through these two holes to assure that there was no
pathology. A solder ball electrode measuring 1 mm in diam-
eter and insulated with a silicon tube was placed on the pos-
terior edge of the round window through one hole. Cochlear
microphonic recordings were made differentially using the
round window ball electrode~1!, a subdermal electrode ros-
tral to the ear canal~2!, and a subdermal electrode caudal to
the ear canal~GND!.

A microphone-earphone assembly tip was sealed into
the external ear canal about 4 mm from the tympanic mem-
brane. The acoustic stimulation, sound-pressure measure-
ment, and cochlear microphonic recordings were generated
by an Ariel-DSP board~Ariel Corporation! and controlled by
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EMAV v3.1 software~Neely & Liu, Boys Town National
Research Hospital!, both of which were installed in a
Gateway-2000 486-DX computer. The computer program
controlled signal generation, signal averaging, and spectral
analysis. Two tones~f 1 and f 2! were output on separate
digital-to-analog~D/A! channels, through transformers, to
two ER-2 insert earphones connected to the assembly tip.
Either the amplified voltage output from a ER-10 micro-
phone or the amplified cochlear microphonic potential was
fed into an analog-to-digital~A/D! converter. The program
measured and plotted the recorded amplitude of each pri-
mary and the amplitude of the distortion products. Five fre-
quency pairs of primary tones were chosen to span a range
above and below the resonant frequency of the guinea pig
middle ear around 3 to 4 kHz~Mundie, 1963; Relkin, 1988!.

Initially, the frequency response in the ear canal to
clicks was measured to check if the microphone-earphone
assembly tip was correctly fit. If the response did not show a
flat curve, the assembly tip was inspected and adjusted until
a proper fit was achieved. Then, to calibrate the two ear-
phones, the frequency response to a click from each of the
two insert earphones was separately measured and stored to
control stimulation level during subsequent recordings. The
calibration was repeated each time the pressure in the middle
ear was changed. For each middle ear pressure, primary
tones of five frequency pairs with the level of the lower-
frequency primary (L1) ranging from 35 to 85 dB SPL (L2

5L1210) were presented in 5-dB steps. Responses to 100
presentations were averaged for both distortion product otoa-
coustic emission~DPOAE! or cochlear microphonic distor-
tion product~CMDP! measures.

After data collection, the animal was sacrificed by intra-
peritoneal injection~ip! of pentobarbital while under general
anesthesia. Recordings of DPOAEs and CMDPs were made
after cessation of breathing under the same experimental
conditions to confirm that data were the result of an active
cochlear process rather than the distortion inherent to the
experimental system.

Data analysis was based on a model illustrated by the
block diagram in Fig. 1~A!. The total forward gain
Gf( f ,P,Zcc) is a function of frequencyf and middle ear
static pressureP, but also depends on middle ear impedance
including net cochlear impedanceZcc. The cochlear distor-
tion product generator is represented by the nonlinear device
in the middle box. The total backward gainGb( f ,P,Zec) is a
function of frequency and middle ear static pressure and de-
pends on middle ear impedance including net ear-canal im-
pedanceZec. The forward gain in the model is then well-
defined in that it is determined by the characteristics of the
middle ear and cochlea. The backward gain in this model,
however, can be dependent on the canal configuration~Mat-
thews, 1983!. In these experiments, we made no attempt to
vary the ear canal volume. Rather, we attempted to seal the
tip into the canal at a point approximately 4 mm from the
tympanic membrane consistently across subjects. The mea-
sured levels of distortion products are dependent on this con-
figuration of the ear canal. The results, however, focus on the
change in the transmission properties with variations of
middle ear pressure, rather than the absolute frequency re-

sponse. These changes in pressure are likely to change the
mechanical properties of the ossicular chain and the tym-
panic membrane, which would affect signal transmission
through the middle ear. To the extent that there are interac-
tions with the external ear, the changes in transmission may
also be dependent on the specific configuration of the sealed
ear canal.

The model in Fig. 1~A! assumes linear forward and
backward transmission properties of the middle ear with a
nonlinear distortion component generator in the cochlea.
Given this assumed linear transmission, the pressure changes
will attenuate forward-transmitted signals, producing a hori-
zontal shift in CMDP growth function. The horizontal dis-
tance between the two curves is then a quantitative measure
of loss in the forward transmission due to middle ear pres-
sure@Fig. 1~B!#. During backward transmission, if the emis-
sion is attenuated by 5 dB due to middle ear pressure, the
DPOAE will decrease or drop vertically by 5 dB. Conse-
quently, the DPOAE is affected by both forward and back-
ward attenuation@Fig. 2~A!#.

Forward and backward transmission effects were sepa-
rated out in several steps. First, the amount of forward at-
tenuation was obtained by measuring the horizontal differ-

FIG. 1. Signal flow block diagram and forward attenuation in CMDP
growth functions.~A! The total forward gainGf( f ,P,Zcc) depends on
middle ear impedance including net cochlear impedanceZcc , as function of
frequencyf and middle ear static pressureP. The cochlear distortion prod-
uct generator is represented by the nonlinear device in the middle box. The
total backward gainGb( f ,P,Zec) depends on middle ear impedance includ-
ing net ear canal impedanceZec, as a function of frequency and pressure.
~B! Attenuation was determined by horizontal distance between the normal
(0-cm H2O) and the abnormal (22-cm H2O) middle ear pressure condi-
tions. The effect of pressure change on forward transmission was deter-
mined by measuring the horizontal distance between the curve for normal
middle ear pressure and curve for abnormal middle ear pressure in the
growth function of cochlear microphonic distortion products~CMDPs!. The
horizontal distance was determined at criterion level of halfway between the
noise level and saturation amplitude. Saturation level was determined as the
amplitude at which the growth function slope decreases, usually occurring at
a stimulus level near 60 dB SPL for normal middle ear pressure.
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ence between the CMDP curves@Fig. 1~B!#. Second, the
effect on forward transmission on DPOAE was removed by
horizontally shifting the DPOAE curve@Fig. 2~B!# based on
the CMDP data@Fig. 1~B!#. Third, the vertical distance was
measured between the curve for normal middle ear pressure
and the shifted curve for abnormal middle ear pressure@Fig.
2~C!#. This vertical distance then represents the effect of
pressure change on backward transmission. The vertical shift
for each condition was obtained as an average of vertical
distances at stimulus levels of 45, 50, 55, and 60 dB SPL.

The data shown in Figs. 1 and 2 do not conform com-
pletely to the assumptions of linearity. The curves in 1~B! are
not a simple parallel horizontal shift with changes in pressure
and the curves in 2~C! are not a simple vertical shift once
corrections for forward transmission are made. These results
are representative of the data recorded from other subjects in
that the effect on forward transmission generally appears
closer to model prediction than that for backward transmis-
sion. The results suggest that there may be interactions be-
tween the nonlinear and linear elements of the model. One
reason for the change in slope may be the effect of middle
ear pressure on the inner ear~Maier et al., 1993; Nishihara
et al., 1992!. A similar phenomenon was found in previous
studies, where there was a difference in slope between nor-
mal and6200-mm H2O pressures in the ear canal~Naeve
et al., 1992! and between normal and diseased middle ear
~Owenset al., 1992!.

Despite these variations, we viewed the linear approxi-
mations as adequate to describe the transmission properties.
The variation necessitated specific procedures to define
transmission characteristics. A typical growth function can
be approximated by four segments as illustrated schemati-
cally in Fig. 3. To measure attenuation, we chose a criterion
level halfway between the noise floor~first segment! and
saturation~third segment! for the following reasons. First,
the resulting attenuation values, while not applicable to all
stimulus levels, may be indicative of an average attenuation
value. Second, the growth in the second segment is most
sensitive to metabolic processes and is generally assumed to

be produced by an active process in the cochlea~Kim, 1986;
Norton, 1992!.

The data from each guinea pig were treated as indepen-
dent samples pooled into one of five abnormal pressure con-
ditions: 210, 25, 22.5, 10, and 20-cm H2O. The means
from each abnormal pressure condition were compared with
that from the normal pressure condition~0-cm H2O! using a
statistical test of repeated measures~Winer, 1991!. Differ-
ences significant atp,0.05 are reported.

II. RESULTS

The effect of middle ear pressure change on forward
transmission was determined by the CMDP measures as il-
lustrated in Fig. 1~B!. Figure 4~A! and~B! shows the average
attenuation resulting from middle ear pressure on forward
transmission through the middle ear for all subjects. The re-
sults in Fig. 4~A! show data for positive pressures as a func-
tion of f 2 frequency. The results in Fig. 4~B! show similar
data for negative middle ear pressures. Positive pressure sub-

FIG. 2. Measurement of vertical shift for DPOAE growth functions.~A!
DPOAE growth functions for two pressure conditions.~B! Shift of the
DPOAE growth functions for abnormal middle ear pressure conditions to
compensate for forward transmission based on CMDP data.~C! Measure-
ment of vertical shift for horizontally shifted DPOAE growth functions.
DPOAE curve for the abnormal pressure condition was horizontally shifted
by the amount determined by the CMDP data. The vertical distance between
the normal(0-cm H2O) and the abnormal (22-cm H2O) middle ear pres-
sure conditions for shifted functions determined the backward transmission.

FIG. 3. A schematic growth function with stimulus levels shows a four-
segment curve: near noise floor, above noise floor, at saturation, and in steep
slope.

FIG. 4. Average attenuation (n520) in forward transmission as a function
of frequency. Parameter is middle ear pressure. The values were determined
by the horizontal shift for CMDP growth functions~error bar:61 s.d.!.
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stantially affected low-frequency transmission, but had less
effect on high-frequency transmission. Negative pressure af-
fected both low- and high-frequency transmission. Increasing
the magnitude of either the positive or negative pressure in-
crement produced more attenuation.

The effect of middle ear pressure change on backward
transmission was determined by the DPOAE measures as
illustrated in Fig. 2. Figure 5~A! and~B! shows the effects of
abnormal middle ear pressure on backward transmission for
all subjects. The results in Fig. 5~A! show the vertical shifts
between the normal and positive pressures as a function of
f 2 frequency. The results in Fig. 5~B! show the vertical shifts
for negative middle ear pressures. Similar to the effects on
forward transmission, positive pressure had a greater effect
on backward transmission at low frequencies than at high
frequencies. Negative pressure had an effect on transmission
for both low and high frequencies. Increasing the magnitude
of either the positive or negative pressure change resulted in
more attenuation. Nevertheless, the effect of negative pres-
sure was generally greater than that of an equivalent positive
pressure, especially at high frequencies.

To directly compare forward and backward transmis-
sion, attenuation in backward transmission is plotted as a
function of the attenuation in forward transmission for the
same conditions~Fig. 6!. The effects in both measures in-
crease with changes in middle ear pressure. A linear regres-
sion fit to the data shows a steeper slope for high frequencies
than for low frequencies.

III. DISCUSSION

A. Manipulation of experimental pressure

In previous work, pressure has been manipulated at dif-
ferent sites including the middle ear~Mo” ller, 1965!, external
ear canal~Robinson and Haughton, 1991!, and ambient air
within a pressure chamber~Osterhammelet al., 1993!. Each
may have different effects on emission measurements. Pres-
sure established within a chamber might produce unstable

pressure differences across the tympanic membrane because
of possible shunting by the eustachian tube function. The
pressure in the external canal may have a different effect
than pressure in the middle ear in terms of the position of
tympanic membrane and ossicles. Positive pressure in the
external canal or negative pressure in the middle ear will
have the same effect on the eardrum. But, the former may
not induce a substantial negative pressure in the middle ear.
Negative middle ear pressure can cause disarticulation of os-
sicular chain~Mundie, 1963; Mo” ller, 1965!. However, it has
not been established whether or not the oval window and
round window membrane are pulled toward the middle ear.

B. Effects of positive middle ear pressure

Forward and backward transmission were similarly af-
fected by positive pressures in the middle ear~Figs. 4 and 5!.
Low frequencies~f 251620 and 2680 Hz! were more af-
fected by positive middle ear pressure than were high fre-
quencies~f 256980 and 10 250 Hz!. These results are in
agreement with other studies which showed that low fre-
quencies were affected by pressure changes~Kemp et al.,
1990; Robinson and Haughton, 1991; Hauseret al., 1991,
1992; Naeveet al., 1992; Osterhammelet al., 1993!.

When the pressure becomes positive in the middle ear,
the tympanic membrane is pushed toward the external ear
and its stiffness is increased~Mo” ller, 1965!. Since the middle
ear is mainly dominated by stiffness at low frequencies, it is
expected that low frequencies would be more affected than
high frequencies. This effect is well documented for forward
transmission~Mo” ller, 1965!. Increasing positive pressure
~from 10 to 20-cm H2O! further decreased transmission
through the middle ear. Other studies have also shown that
the effect on OAE amplitudes increased with increasing
magnitude of middle ear pressure~Robinson and Haughton,
1991; Naeveet al., 1992; Osterhammelet al., 1993!.

C. Effects of negative middle ear pressure

Negative middle ear pressures had a greater effect on
both forward and backward transmission than positive pres-

FIG. 5. Average attenuation (n520) in backward transmission as a function
of frequency. Parameter is middle ear pressure. The values were determined
by the vertical change in the shifted DPOAE growth functions~error bar:
61 s.d.!.

FIG. 6. Scatter plots of forward versus backward attenuation for different
frequency stimuli. Calculated correlation coefficients (r ) are indicated in
each graph. The data are replotted from Figs. 4 and 5.
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sures~Figs. 4 and 5!. Similar results have also been observed
in previous studies. Mo” ller ~1965! measured the cochlear mi-
crophonic in cats and observed that negative pressure had a
greater effect on signal attenuation for almost all frequencies
from 250 to 6000 Hz. In a study of external pressure effects
on human DPOAE measures, Osterhammelet al. ~1993!
showed that negative pressure in the external ear canal pro-
duced a greater effect for frequencies of 2, 6, and 8 kHz
Owenset al. ~1992! measured both transiently evoked OAEs
~TEOAEs! and DPOAEs for one subject who suffered from
abnormal middle ear pressure. The measurements were made
when the middle ear pressure was at approximately 100 daPa
~about 10-cm H2O! the first time and at about2100 daPa
five weeks later. TEOAEs for both positive and negative
pressures were not measurable. The amplitudes of DPOAEs
were much smaller for 2000 Hz~geometric mean of primary
frequencies! at 2100 daPa than at 100 daPa.

D. Effects on high frequencies

High-frequency transmission was also affected by nega-
tive pressures~Figs. 4 and 5!. Mo” ller ~1965! showed that the
pressure change also affected frequencies between 4 and 6
kHz. Osterhammelet al. ~1993! showed that the amplitude
of emission at 8 kHz decreased by approximately 10 dB,
more than that at 2–6 kHz. The data obtained by Naeveet al.
~1992! for TEOAE measures showed that emission energy
began to decrease in the 4- to 5-kHz region. No data were
shown for frequencies above 5 kHz due to the filtering used
in TEOAE measures. Magnan and Vassout~1992! measured
cochlear microphonic~CM! with positive pressure in the
guinea pig ear canal. They found that the maximum effect
was between 8 and 10 kHz (225 dB) with less effect at low
frequencies. Lonsbury-Martinet al. ~1993! showed an ex-
ample of a subject with negative pressure where the DPOAE
amplitude decreased up to 8000 Hz. They reported that it
was common under acute negative pressure conditions, but
they did note one case where only low-frequency OAEs were
affected by negative middle ear pressure.

The mechanism underlying the effect of negative pres-
sure appears to be more complicated for high-frequency
transmission. Based on a simple mechanical model of the
middle ear, increasing the stiffness caused by negative pres-
sure should not strongly affect high-frequency transmission
which is mainly mass-controlled. However, there are several
other ways in which high-frequency transmission might be
affected. For instance, the ossicular chain can flex at high
frequencies, reducing transmission~Guinan and Peake,
1967!. Such flexure may increase due to changes in the po-
sition of the ossicular chain. There is also a possibility of
decoupling the stapes from the incus at high frequencies due
to the pressure change~Nuttall and Ross, 1990!, especially
with negative pressure~Mundie, 1963; Mo” ller, 1965!. Mo” ller
~1965! observed differences in the effect of negative from
positive pressure on acoustic resistance. When the ossicular
chain is decoupled, acoustic resistance decreases, but the at-
tenuation in transmission through ossicular chain increases.
Another possibility is that negative pressure compresses the
ossicular chain or results in contact with other structures,
such as the wall of the middle ear cavity or the oval window.

Such changes in the ossicular chain could effectively result
from movement of both tympanic membrane and footplate
toward the middle ear cavity by negative pressure. A me-
chanical contact could increase the mass of the ossicles re-
sulting in an effect on high-frequency transmission.

E. CM primaries

In this study, we used CMDP to assess the effect on
forward transmission. The measurement of CM primaries
can be an alternative to assess the same effects. Comparisons
of the results using these two methods of assessing middle
ear transmission changes are shown in Fig. 7. Figure 7~A!
illustrates the measures for both primary tones. Figure 7~B!
shows similar measures for the CMDP. The similarity among
these three measures is evident, suggesting that the particular
method used to evaluate transmission is not a major factor in
the results.

The change in transmission of the primaries can have an
influence on the effective levels off 1 and f 2 reaching the
cochlea. The ratio ofL1 /L2 was set at 10 dB because our
preliminary experiments showed that at that ratio, the distor-
tion product 2f 12 f 2 was robust. Although we set the ratio
at 10 dB for the acoustic signal under all conditions, the ratio
of the recorded CM atf 1 and f 2 varied. Figure 7 illustrates
the attenuation in CM produced by middle ear pressure at
both low and high primary frequencies. Since the two prima-
ries were close in frequency, the change in the CM primary
ratio for both positive and negative pressure conditions was
limited to a range of approximately 2 dB, i.e., the ratio of
CM primaries was in the range of 8–10 dB across condi-

FIG. 7. The effects of middle ear pressure on forward transmission using
three different measures are compared. The same stimulus is used in each
cases, but middle ear attenuation is assessed by one of the two primary
frequencies~f 1 or f 2! or by the CMDP. In each case the effect is evaluated
for high-frequency stimuli~where f 256980 and 10 250 Hz! and for low-
frequency stimuli~wheref 251620 and 2680 Hz!. The ratio off 2 / f 1 is fixed
at 1.2. Part~A! shows the attenuation measured using the primary frequen-
cies, labeled eitherf 1 or f 2 . Part~B! shows the attenuation measured using
the distortion product frequency~CMDP!.
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tions. These changes in attenuation could potentially have an
impact on the recorded distortion product, however, the op-
timum differenceL1 /L2 that produces maximum DPOAE
amplitude is relatively unaffected by the middle ear pressure
~Richteret al., 1994!.

F. Clinical applications

The study confirms that abnormal pressure in the middle
ear attenuates OAE amplitudes. The greater the abnormal
pressure, the greater the effect. A low amplitude of OAE
could be the result of a mild abnormal middle ear pressure or
a mild cochlear disorder. The measurement of OAEs could
be used to monitor the severity of middle ear disorders and
the result of the treatment. This study further showed that
negative pressure had a significant effect on transmission at
frequencies above 6 kHz. An unmeasurable OAE at high
frequencies, therefore, does not necessarily mean that the
cochlea is abnormal. Some positive pressure significantly af-
fects transmission at low frequencies, the midfrequency~4 to
5 kHz! may be least affected by middle ear pressure changes.

The effects of middle ear pressure on forward and back-
ward transmission were similar~Fig. 6!. This may result in a
smaller change in behavioral hearing threshold than that in
OAE threshold because behavioral hearing threshold de-
pends only on forward attenuation. We reason that measures
such as ABR and behavioral testing may be affected less by
middle ear pressure and therefore may be more suitable in
cases of middle ear disease. When OAEs are not measurable
due to an abnormal middle ear pressure, the stimulus level
could be increased to some extent to compensate. However,
the decreased growth slope with pressure change in OAEs
suggests that the utility of increasing stimulus level may be
limited.

G. Summary

This study demonstrates a method to separately evaluate
the effects of middle ear pressure on forward and backward
transmission in an animal model. The effects on forward and
backward transmission were similar. Positive pressures af-
fected transmission for low-frequency stimuli but had little
effect for high-frequency stimuli. Negative pressures had a
greater effect at low frequencies and significantly affected
high-frequency transmission. Reduction of OAE is depen-
dent on the severity of abnormal middle ear pressures.
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Intermodulation components in inner hair cell and organ
of Corti responses
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Two-tone responses are recorded from inner hair cells and from the organ of Corti fluid space in
second and third turns of the guinea pig cochlea where best frequencies~BF! are approximately
4000 and 1000 Hz, respectively. This allows both ac and dc response components to be obtained and
facilitates comparisons with psychophysical investigations that have traditionally been conducted at
low and moderate frequencies. The measurements of ac responses in the organ of Corti fluid space
also allow comparisons with mechanical results because the cochlear microphonic is proportional to
basilar membrane displacement. By using a constant frequency ratio (f 2 / f 1) of 1.4, local distortion
products generated at the recording location are prominent when the two primaries are near the BF
of the cell. However, when the primary pairs increase above BF, quadratic and cubic difference
tones are recorded even when responses to the primaries are not measurable. The presence of these
travelingdistortion products is consistent with the idea that bothf 22f 1 and 2f 12 f 2 have their own
traveling waves. Notches in the existence regions of quadratic and cubic difference tones were also
observed and found to be influenced by mutual suppression between the two inputs. ©1997
Acoustical Society of America.@S0001-4966~97!01908-5#

PACS numbers: 43.64.Ld, 43.64.Nf, 43.64.Tk@RDF#

INTRODUCTION

Approximately 150 years ago, Ohm~1843! proposed
that combination tones are perceived by resolving a complex
sound into its individual Fourier components. He believed
that an individual pitch could be distinguished only when the
stimulus contained the corresponding frequency. Helmholtz
~1954! later suggested in 1863 that a mechanical nonlinearity
in the middle ear introduces distortion products which are
then perceived behaviorally as if they had been presented at
the input to the ear. Evidence for Ohm’s original notion was
presented by Zwicker~1955! who demonstrated that a pitch
at the cubic difference tone~CDT! frequency, 2f 12f 2, could
be made to disappear by adjusting the amplitude and phase
of an external tone whose frequency matched that of the
CDT. A physiological correlate for these psychophysical re-
sults was provided in 1968 when Goldstein and Kiang~1968!
reported time-locked responses to the CDT in single auditory
nerve fibers recorded in the cat. It was also possible to cancel
this response to the intermodulation component by adding a
third tone to the stimulus which was equal in frequency to
the distortion product. Goldstein and Kiang also demon-
strated that even iff 1 and f 2 were outside the response area
of the fiber, the response to the CDT was robust when the
latter was near the best frequency~BF! of the cell. The im-
plication of these results is that the difference tone is gener-
ated in the region of overlap between the two primaries.
Energy at the distortion frequency is then fed back into the
mechanics and resolved at its proper place along the cochlear
partition.

These ideas were supported by Kimet al. ~1980! who
studied the spatial distribution of cochlear responses to two-
tone stimuli by recording from hundreds of nerve fibers in a
single cat. At low levels, the difference tones,f 22 f 1 and
2 f 12 f 2, emerge in the primary frequency region. With in-
creasing level, these components show additional activity at
their characteristic place so that they are clearly visible in the
distortion frequency region as well as in the frequency region
corresponding to the primaries,f 1 and f 2.

Although the exact site of the nonlinearity is not known,
it certainly does not reside in the middle ear~Lewis and
Reger, 1993; Weveret al., 1940; Guinan and Peake, 1967! as
Helmholtz originally surmised. This is because the magni-
tude of these components is strongly dependent upon the
frequency separation between the two primaries~Goldstein,
1967; Goldstein and Kiang, 1968!. In addition, it has been
demonstrated~Smoorenburg, 1972! that the CDT is per-
ceived only when both primaries are audible. Consequently,
any defect which causes a threshold shift is thought to pre-
cede the nonlinearity. In other words, stimulus components
below the level of audibility do not reach the distortion gen-
erator. Smoorenburg’s results, obtained in a patient with
threshold shift, were subsequently confirmed in a behavior-
ally trained chinchilla~Dallos, 1977! with an outer hair cell
~OHC! loss produced by the ototoxic antibiotic, kanamycin.
In fact, outer hair cell damage appears to linearize cochlear
output ~Dallos et al., 1980; Patuzziet al., 1989! implying
that the nonlinearity occurs prior to inner hair cell~IHC!
transduction.

Based on these ideas, it is of interest to learn whether
local and traveling distortion products can be resolved in
IHC receptor potentials. For example, when the ear is stimu-
lated with two primaries whose intertone@( f 11f 2)/2] corre-

a!Corresponding author address: 2-240 Frances Searle Building, 2299 North
Campus Drive, Northwestern University, Evanston, IL 60208-3550. Elec-
tronic mail: m-cheatham@nwu.edu
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sponds to the BF of the cell, a profusion of combination
tones is measured. These responses reflect local components
produced at the generation site. However, if the primaries are
presented well above BF, such that the difference tone fre-
quency coincides with the BF of the IHC, then traveling
components should be resolved. The latter are thought to
originate basal to the recording location and, via their own
traveling waves, propagate apically to stimulate hair cells
whose BFs correspond to the individual distortion product
frequencies~Goldstein, 1967!. Although traveling compo-
nents have been demonstrated in the cochlear microphonic
~CM! ~Gibian and Kim, 1979, 1982; Dalloset al., 1980! and
in the dc receptor potentials of IHCs with high BFs~Nuttall
and Dolan, 1990!, no data are available for IHCs with lower
BFs or for the ac receptor potential. The latter, as well as
extracellular measures of both cubic and quadratic compo-
nents, are important when trying to compare hair cell and
mechanical responses~Nuttall et al., 1990; Robleset al.,
1991, 1997!. It is also important to study cochlear nonlineari-
ties in apical regions to foster comparisons with psycho-
physical investigations that have usually been restricted to
low and moderate stimulus frequencies but have been com-
pared to high-frequency physiological data.

I. METHODS

To avoid repetition, we provide a cursory description of
the methods employed in these experiments. Further details
can be obtained from previous publications~Dallos et al.,
1982; Dallos, 1985; Cheatham and Dallos, 1992!. As before,
all animal care procedures were approved by the National
Institutes of Health and by Northwestern University’s Insti-
tutional Review Committee.

Young albino guinea pigs were anesthetized with ure-
thane or with a combination of sodium pentobarbital and
Innovar-Vet. The standard ventro-lateral approach~Dallos
et al., 1982! allowed access to the right auditory bulla which
was opened widely. A small window was then made in the
cochlear bone over scala media. The use of backlighting as-
sisted electrode placement. After traveling through the en-
dolymphatic space, Hensen’s cells are encountered at the pe-
ripheral edge of the organ of Corti. Further advances allow
recordings from individual hair cells as well as from the
organ of Corti fluid space. Although data were collected in
both second and third turns, only one opening was made in
any given preparation.

The two-tone inputs used in these experiments were
generated by a single dynamic earphone~Beyer DT-48! with
the result that the two signals were electrically and not
acoustically mixed. Sound-pressure levels in the external ear
canal were determined using a subminiature microphone
~Knowles BT-1751!. The latter was attached to a probe tube
which was inserted into the sound tube in a concentric ar-
rangement. Harmonic and intermodulation distortion was
measured in a coupler using a 1/2 in. B&K condenser micro-
phone and found to be at least 60 dB down from the two
stimulating primaries. These determinations, however, were
made at maximum sound-pressure levels which were above
those used to collect the data reported here. Consequently,
these estimates are thought to be conservative.

All responses were amplified and capacitance compen-
sated~Dagan 8700!, low-pass filtered to prevent aliasing and
averaged for off-line analysis using Igor Pro~WaveMetrics,
Lake Oswego, OR 97035! and/or custom-designed software.
An automatic gain control system was also used to optimize
amplification, thereby avoiding saturation of the analog-to-
digital converter. The peak values of various response com-
ponents were determined from fast Fourier transforms~FFT!
of averaged response waveforms. Waveform segments of ap-
proximately 20 ms duration were windowed before transfor-
mation using a Hanning function. In some instances, peak ac
values were increased by16 dB/octave above a corner fre-
quency of 470 Hz~Dallos, 1984! to compensate for filtering
by the cell’s basolateral membrane and by112 dB/octave
above 3500 Hz to compensate for losses in the recording
apparatus~Baden-Kristensen and Weiss, 1983; Cody and
Russell, 1987!. Although these adjustments have been em-
ployed before ~Cheatham and Dallos, 1993!, they yield
qualitative, not quantitative, information.

The protocol used in these experiments is provided in
Fig. 1. This recording was made in second turn where BFs
are approximately 4000 Hz. Because the onset of the second

FIG. 1. The averaged response waveform at the top was recorded in a
second turn IHC at a sound-pressure level of 70 dB. This and all sound-
pressure levels are measuredre: 20 mPa. The timing of the two inputs
shown here is arranged so that responses to each individual primary can be
recovered as well as responses to various components in the region of over-
lap. The center panel shows the spectrum obtained in window 1 forf 1 alone
at 2800 Hz. When the FFT is obtained from window 2, the spectrum con-
tains several distortion products with frequencies both above and below the
primaries.
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tone at 3920 Hz is delayed relative to that of the lower fre-
quency tone at 2800 Hz, it is possible to recover responses to
each primary alone as well as those in the region of overlap
where both tones are presented together. For example, the
spectrum of thef 1 alone response in the center shows mag-
nitude peaks forf 1 at 2800 Hz and its second harmonic at
5600 Hz. In contrast to this simple picture, the spectrum of
the two-tone response at the bottom reveals a profusion of
response peaks for difference and summation tones as well
as harmonic components. Above the primaries, the combina-
tion tones f 21 f 1 and 2f 22 f 1 as well as the second har-
monic can be identified. In the region belowf 1, magnitude
peaks appear atf 22 f 1 and 2f 12 f 2. Based on the power
series approximation, these latter components are referred to
as the quadratic difference tone~QDT! and cubic difference
tone ~CDT!. The unlabeled peak at 2240 Hz, just belowf 1,
could reflect one of a number of components produced by
interactions between a primary and a combination tone or
between two individual distortion products.

In this example, and in all materials, the primaries were
presented at equal levels. This choice was based on input–
output functions for the cochlear microphonic recorded in
third turn where the largest cubic difference tone was pro-
duced at or near the point where the intensities of both pri-
maries were equal~Dallos, 1969!. In addition, the frequency
ratio f 2 / f 1 was kept constant at 1.4 except when small ad-
justments were made to assure that the two inputs were not
harmonically related. This relatively large frequency ratio
was used so that the primaries were not excitatory when

quadratic and cubic difference tones were near the BF of the
IHC. If a smaller frequency ratio at 1.2 had been employed,
the primaries would need to be very high at 20 000 and
24 000 Hz to generate a QDT at 4000 Hz. In addition, to
produce a CDT at 4000 Hz, the primaries at 5000 and 6000
Hz would probably cause excitation at the 4000 Hz place.
Consequently, by using a frequency ratio of 1.4, traveling
difference tones belowf 1 can be recovered without being
contaminated by excitation due to the primaries at the distor-
tion product place.

Although this choice of stimulus parameters has advan-
tages, it is not optimal for all components especially those
above thef 2 frequency. For example, when summation tones
fall within the response area of the cell, the generating pri-
maries also produce sizeable responses when presented
alone. For primary pairs near and above BF, the summation
tones as well as 2f 22 f 1 are usually removed by filtering at
the generation site. Hence, in the present experiments, it is
not possible to distinguish local from traveling contributions.
When responses are measured for these components, as in
Fig. 1, they appear to reflect those produced locally for in-
tertones near and below BF.

II. RESULTS

A. Traveling versus local difference tones

Two-tone results are introduced using an IHC recording
from third turn where BF is;1000 Hz. The ac frequency
response functions in Fig. 2 are plotted for single- and two-

FIG. 2. Frequency response functions at 70 dB are provided for a third-turn IHC. The broken vertical line at 1000 Hz indicates the BF of the cell. In both
panels~A! and~B!, peak ac values~mV-p! are plotted for the lower frequency primary alone~dot-dashed lines! along with two-tone functions~open symbols!
for components belowf 1 at 2f 12 f 2 and f 22 f 1. In addition to the frequency response function forf 1 alone at 70 dB, a similar function is included for
single-tone inputs at 20 dB to facilitate comparisons between single- and two-tone responses. Data in~A! are plotted at the intertone; those in~B! at the
frequency of the individual response component.
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tone inputs at 70 dB. A second, single-tone function is ap-
pended to illustrate the response area at 20 dB. In panel~A!,
on the left, the functions are plotted either atf 1 for the
single-tone functions or at the intertone, the average fre-
quency of the two stimulating primaries, for the difference
tones atf

2
2 f 1 and 2f 12 f 2. The latter were generated by

equal-intensity primary pairs that increased in frequency to
map out the existence regions for individual distortion prod-
ucts. The two-tone functions, plotted for quadratic and cubic
difference tones, exhibit two magnitude peaks. The first is
produced by primaries with an intertone at 960 Hz which is
near the BF of the cell as indicated by the broken vertical
line at 1000 Hz. Here the CDT is 480 Hz. This local com-
ponent is produced at the generation site. The second peak is
associated with a CDT at 1080 Hz and with an intertone at
2040 Hz which is well above BF. A similar behavior is
shown for the QDT at 960 Hz where the first peak occurs
when BF5( f 11 f 2)/2; the second peak, when BF5 f 22 f 1.
To distinguish responses produced by primary pairs well
above BF from those recorded at the generation site by
lower-frequency primaries within the response area of the
cell, the former are referred to astraveling rather thanlocal
components.

In order to emphasize that large receptor potentials are
produced when the distortion product coincides with the BF
of the cell, the results are plotted in panel~B!, not at the
intertone, but at the frequency of each individual difference
tone. Single-tone functions at 70 and 20 dB are again pro-
vided for reference. Both quadratic and cubic components
exhibit peaks around 1000 Hz, the BF of the cell. It is as-
sumed that these responses are generated at a more basal

location and are distributed via their own traveling waves to
the more apical location where they are recorded. The tuning
and magnitude of these distortion products is commensurate
with that observed for single tones at 20 dB~Dallos and
Cheatham, 1992, Fig. 11!. Comparisons with single-tone in-
puts, however, are made with caution because distortion
products can suffer from the suppression that occurs between
multiple components. In this plot~B!, both difference tones
also have peaks below BF when the intertone frequency is
near 1000 Hz. These maxima, corresponding to local com-
ponents produced at the recording location, peak at BF in
plot ~A!. For these measures at 70 dB, the magnitudes of the
difference tones are similar for local and traveling distortion
components and for the quadratic and cubic components.
The results plotted in Fig. 2 emphasize that local distortion
components are generated when the intertone is near the BF
of the cell, as in panel~A!, while traveling components are
expressed when the frequency of the distortion product ap-
proximates BF as in panel~B!.

Companion measures for a second turn IHC are dis-
played in Fig. 3. Again, in order to provide an indication of
the response area of the cell, the ac frequency response func-
tion for f 1 alone at 60 dB is provided. In addition, several
difference tones with frequencies belowf 1 are also plotted at
the intertone in panel~A!. These three functions all exhibit
peaks when the intertone is near BF indicating the local na-
ture of these responses. In the region above BF, all compo-
nents decrease as primaries move out of the response area of
the cell. However, with further increases, the response for
2 f 12 f 2 begins to rise when the distortion product is around
the BF of the cell at 4080 Hz. This occurs when the intertone

FIG. 3. Results shown here were obtained from a second-turn IHC at 60 dB. The components plotted are as in Fig. 2 except that three difference tones below
f 1 are included. A frequency response function forf 1 alone is also provided for reference.
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frequency is 8160 Hz. These results are also plotted at the
frequency of the distortion product in panel~B! to emphasize
that components with frequencies at and around the BF of
the cell behave very much as single-tone inputs of the same
frequency. Unfortunately, in this example, the primary fre-
quencies were not extended high enough to define the trav-
eling CDT or to expose those for the other components. In
other words, it is only the CDT frequency that approximates
the BF of the cell. Consequently, additional examples are
provided to explore the responses generated by higher-
frequency, primary pairs.

This information is presented in Fig. 4 for three second-
turn IHCs where the primaries are also at 60 dB. Since ac
responses are filtered by the resistances and capacitances as-
sociated with the hair cell’s basolateral membrane, they do
not provide a good indication of the relative magnitudes of
individual response components especially when recordings
are made from more basal regions of the cochlea. Conse-
quently, ac receptor potentials are compensated for these re-
ductions, as well as those associated with the recording ap-
paratus, using the corrections provided in Cheatham and
Dallos ~1993!. Compensated ac responses are also plotted on
a normalized frequency scale obtained by dividing the fre-
quency of the difference tone by BF. However, in contrast to
the third turn data plotted in Fig. 2, these estimates of BF
were not determined from low-level responses in individual
cells but are based on an average of cells recorded in this
region. Notice that all functions peak near 1.0 when the fre-
quency of the CDT corresponds to the BF of the recording

location. Since these components are probably generated at a
more basal location, the intertone frequencies associated
with the magnitude peaks are well above BF at either 7680
or 8160 Hz. The functions haveQ10’s of ;4.0 which is
consistent with single units recorded from the guinea pig
auditory nerve in this frequency region~Evans, 1972!.

The primary motivation behind compensating ac re-
sponses was to foster comparisons between IHCs at different
cochlear locations as well as between IHC and basilar mem-
brane responses. Consequently, results from turns 2 and 3 are
provided in Fig. 5. In order to facilitate these comparisons,
the frequency scale has again been normalized by dividing
the distortion product frequency by BF which is represented
by the vertical line at 1.0. Data are plotted for the traveling
CDT with the result that the functions peak at 1.0. This oc-
curs when the primaries are well above BF so that the dis-
tortion product approximates the BF of the cell. As one
might expect, the data from turn 3 where BF is approxi-
mately;1000 Hz, reflect broader tuning than those from the
second turn where BF is;4000 Hz. In fact, theQ10 for the
third turn in ;1.3 while that for the second turn is;3.7.
Both of these values fall within the ranges reported for single
units in the guinea pig auditory nerve~Evans, 1972!. Since
these traveling distortion products behave as if a third tone
had been added to the stimulus, they should reflect the filter
shape exhibited at their BF locations.

FIG. 4. Data from three IHCs located in second turn are plotted here on a
normalized frequency scale where BF is indicated by the vertical bar at 1.0.
The ac voltages have been compensated for filtering by the cell’s basolateral
membrane and by the microelectrode. These responses at 60 dB are plotted
for the CDT produced in response to primaries placed well above BF. Con-
sequently, the functions peak near BF when the CDT is near 4000 Hz.

FIG. 5. These results are similar to those in Fig. 4 except that examples are
provided here for IHCs in second and third turns. These responses were
measured at 70 dB.
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B. The influence of mutual interference

Figure 6~a! provides another example from second turn
where the intertone varied between 1440 and 13 440 Hz.
Again the ac receptor potential forf 1 alone at 70 dB is in-
cluded to indicate the response area of the IHC. The BF is
estimated by the bold vertical line. As the intertone increases
above BF, two peaks emerge. The first is associated with the
CDT at 4080 Hz which is produced when the intertone is at
8160 Hz. Another peak appears when the QDT is near BF at
4160 Hz and the intertone is at 12 480 Hz. In Fig. 3, a trav-
eling component was only demonstrated for the CDT be-
cause the primary pairs were not high enough to place the
QDT at BF. These responses were also compensated for
losses due to filtering by the cell’s basolateral membrane and
by the recording apparatus and plotted in panel~B! using a
different ordinate. After compensation, the response tof 1

alone exhibits a peak in the BF region and the peaks for the
distortion products become more prominent. Because the
maximum response to both difference tones occurs around
4100 Hz, when the primaries are well above BF, it is as-
sumed that the distortion product propagates apically from
its generation site to its own BF place where it is detected by
the IHC.

It is evident that the functions in Fig. 6 exhibit magni-
tude fluctuations. These notches are thought to reflect inter-
actions between the two stimulating primaries as displayed
in Fig. 7. In panel~A!, frequency response functions at 70
dB are plotted forf 1 alone and forf 1 measured in the pres-
ence off 2. When f 2 is at 3360 Hz, thef 1 response at 2400
Hz is suppressed to the largest extent. Companion data for

f 2 are provided in panel~B!. Only when f 2 is near BF at
3360 Hz does it remain unchanged in the presence off 1.
Notice thatf 2 is reduced by the lower frequency primary as
f 2 increases above BF. This suggests that the large decreases
in distortion product magnitude shown in Fig. 6 for inter-
tones just above BF may reflect a combination of mutual
suppression in whichf 1 suppressesf 2 and the fact that the
primaries are moving outside of the response area of the cell.
The magnitude changes are also plotted in panel~C! of Fig.
7 at the intertone to facilitate comparisons with results in Fig.
6. In fact, the pinwheel symbol associated with the large
decrease inf 1 for an intertone at 2880 Hz corresponds to
similar symbols included in the previous figure.

C. dc results from second turn

It is emphasized that compensated ac responses provide
qualitative, not quantitative information. Consequently, it is
prudent to determine the degree to which distortion products
are reflected in the dc receptor potential which is not affected
by filtering. The dc results in Fig. 8 are the companion mea-
sures for the ac responses shown in Fig. 6. As before, the dc
frequency response function forf 1 alone at 70 dB is pro-
vided along with a reference line which approximates BF.
The solid curve indicates dc responses produced when the
two primaries are presented together. This two-tone function
reflects a slightly broader tuning because the dc responses
produced byf 1 and f 2 can sum. However, at this relatively
high level, the single- and two-tone curves diverge mainly
above BF where responses are not fully saturated. As the
primaries increase above BF, two peaks emerge. The first

FIG. 6. These results, measured in another second-turn IHC at 70 dB, provide responses for higher-frequency primaries to assure that both the CDT and the
QDT coincide with BF. A bold vertical line appears at 4000 Hz which approximates the BF in this region of the cochlea. The responses in panel~A! are peak
ac voltages obtained directly from the FFT; those in panel~B!, the voltages after compensating for filtering by the cell’s basolateral membrane and by the
recording electrode. The isolated pinwheel in each panel designates the intertone frequencies wheref 2 suppressesf 1 by more than 6 dB.
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occurs when the CDT is at 4080 Hz which corresponds to the
ac response demonstrated in Fig. 6. In fact, the compensated
ac response for this component is included and appears as a
filled triangle. A second peak also emerges for higher-
frequency primaries with an intertone of 12 480 Hz. This
response represents the quadratic difference tone at 4160 Hz,
again very near the BF of the cell. Its compensated ac re-
sponse is also plotted as the open triangle.

These results indicate that distortion products with fre-
quencies near the BF of the cell produce large dc receptor
potentials even when the two stimulating primaries generate
little or no response in the cell. To illustrate this point, aver-
aged response waveforms, corresponding to these two peaks
in the dc function are shown in Fig. 9. The CDT is displayed
at the top for the component at 4080 Hz. Window 1 indicates
the region wheref 1 at 6800 Hz is presented alone; window
2, the region of overlap where the two primaries are pre-
sented together and, finally, window 3 designates the time
when only f 2 at 9520 Hz is present. The large dc receptor
potential in window 2 reflects the response to a CDT which
is generated at a more basal location and, via its own travel-
ing wave, is distributed to its BF place. In other words, the
dc receptor potential indicated here is produced by the trans-
ducer nonlinearity of the IHC in response to ac mechanical
input at 2f 12 f 2. Because of its velocity sensitivity, the IHC
does not respond to dc. At the bottom, a similar figure shows
the waveform obtained when the intertone equals 12 480 Hz.
Again, because the quadratic difference tone is at 4160 Hz, a
dc receptor potential is recorded in the region of overlap but
no response is registered to either primary alone.

D. Organ of Corti results from second turn

Responses measured in the organ of Corti fluid space for
f 22 f 1 and 2f 12 f 2 are provided in Fig. 10. These extracel-
lular dc responses were obtained from the same animal
whose intracellular IHC responses are presented in the pre-
vious figure. In both cases, the responses in window 2, the

FIG. 8. This figure provides dc frequency response functions for the same
cell whose ac responses are shown in Fig. 6. The function forf 1 alone is
included to indicate the response area of the cell. In addition, the function
obtained for the two-tone input~ f 1 and f 2! is also provided and plotted at
the intertone frequency. The two peaks above BF correspond to the CDT
and the QDT. Both are produced by high-frequency, primary pairs. The
corresponding compensated ac values are also indicated by the downward
pointing triangles.

FIG. 7. Panel~A! includes frequency response functions forf 1 at 70 dB measured alone and in the presence off 2, i.e., f 1( f 2). This latter function is plotted
with dashed lines. A similar presentation is provided in panel~B! for f 2 measured in the presence off 1. Panel~C! shows the magnitude changes due to the
suppression of one primary on the other. If interactions between the two inputs did not occur, then all data points would fall on the horizontal line at 0 dB.
These magnitude changes are plotted at the intertone in panel~C!.
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region of overlap, are greater than responses to either pri-
mary alone indicating that traveling quadratic and cubic dif-
ference tones are also expressed in extracellular responses. In
this example, the CDT is;6 dB greater than the QDT.
While this relationship may not hold at all levels, this mag-
nitude disparity is smaller than that for the IHC results
shown in Fig. 9. Since the data in Figs. 9 and 10 were ob-
tained from the same animal, the magnitude differences be-
tween quadratic and cubic difference tones measured in the
IHC could be overestimated. This may relate to the fact that
the IHC response atf 22 f 1 was measured several minutes
after that at 2f 12 f 2. Consequently, it is possible that the
organ of Corti results provide a better reflection of the rela-
tive magnitudes of individual components because the re-
sponse profiles obtained here are more stable over time.

Additional data collected from the organ of Corti fluid
space in second turn is provided in Fig. 11. The ac response
for f 1 alone is included to indicate the broad response area of
this location at 80 dB. As the intertone increases in fre-
quency, response magnitudes for the local difference tones at
f 22 f 1 and 2f 12 f 2 decrease as expected from the shape of
the f 1 alone response. However, with further increases in the
intertone frequency, magnitude peaks are expressed when the
distortion products are near the BF of the recording location.
This occurs when the intertones are at 7200 Hz for the CDT
at 3600 Hz and at 10 560 Hz for the QDT at 3520 Hz. In
contrast to local components, traveling difference tones re-
flect narrower tuning because these distortion products, with
frequencies near the BF of the recording location, are equiva-
lent to low-level, single-tone inputs. In fact, theQ10 for the

traveling 2f 12 f 2 is 3.4, again consistent with the tuning of
single auditory nerve fibers at the 4-kHz location in the
guinea pig cochlea~Evans, 1972!.

III. DISCUSSION

A. Local components generated for intertones near
BF

The careful choice of stimulus parameters allows one to
record locally generated distortion products when the two
primaries are near the BF of the cell. As shown in Fig. 1,
sum and difference tones above as well as below the prima-
ries are prominent in ac receptor potentials recorded from
individual IHCs. The magnitudes of these local components
reflect the tuning of the recording location, such that distor-
tion products with frequencies well away from BF are more
severely attenuated by filtering than those closer to the BF of
the cell. In addition, combination tones can be influenced by
the complex interactions observed between the two stimulat-
ing primaries as in Fig. 7~C!. Because the primary producing
the largest response suppresses the weaker, the frequency
dependence of these magnitude decreases will reflect the
ways in which filter shape changes with BF and with level.
In fact, at the moderately high levels used here, the largest
potentials are not produced at BF because responses here are
fully saturated. Frequency response functions are also
broader which fosters nonlinear interactions over a wide fre-

FIG. 9. The waveforms pictured here correspond to the peaks in the two-
tone dc frequency response function shown in Fig. 8. That at the top is for
the CDT while that at the bottom is for the QDT. The numbered boxes
designate time intervals such that window 1 corresponds to thef 1 alone
segment; window 2, the region of overlap, and window 3, the time when
only f 2 is presented.

FIG. 10. Additional waveforms recorded in the organ of Corti fluid space
are included here for results collected at 70 dB. These extracellular re-
sponses were obtained from the same preparation as the IHC data shown in
Figs. 5–9.
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quency range. Thus these alterations in filter shape are re-
flected in the frequency dependence of the suppressive inter-
actions between the two stimulating primaries.

It should also be evident that these high-level suppres-
sion patterns contrast with the general notion that two-tone
suppression is greatest around BF~Kiang and Moxon, 1974;
Abbas and Sachs, 1976; Abbas, 1978; Javelet al., 1978; Gei-
sler and Sinex, 1980!. This characterization, however, is
largely based on single unit results obtained with a BF probe
presented;15 dB above threshold. At these low levels, tun-
ing is sharp and the largest magnitude reductions are mea-
sured near BF. Because more linear responses are observed
well above and well below BF, interactions are minimized in
these regions. This general description differs from that re-
ported here for primary pairs that increase in frequency be-
cause these measures were not obtained for low-level, BF
probe tones measured in the presence of a constant-
frequency suppressor. However, when suppression patterns
are measured in IHCs at low-levels for BF probes, response
reductions behave as indicated by the single unit results~Sel-
lick and Russell, 1979; Cheatham and Dallos, 1989!.

It should also be emphasized that since the primaries
used in the present experiments were not harmonically re-
lated, magnitude notches in the two-tone functions~Fig. 6!
cannot be explained by interactions between distortion prod-
ucts of the same frequency but of a different order~Dallos,
1973; McAnally and Calford, 1992!. In fact, when frequency

ratio is held constant at 1.4, fluctuations in distortion product
magnitude can coincide with regions of mutual suppression
where one primary suppresses the other by large amounts
~Dallos and Cheatham, 1974!. Suppression by the primaries
on individual distortion products is also a possibility. Thus
magnitude notches probably reflect a nonmonotonicity in the
production of the distortion product as well as suppression
upon the distortion component itself. These results imply that
suppression does not follow the generation of intermodula-
tion distortion but appears to be colocalized with the produc-
tion of two-tone distortion. In other words, the same nonlin-
earity could be responsible for both.

Because the notches reported in the two-tone functions
are influenced by mutual suppression between the two pri-
maries, this interaction should be considered when evaluat-
ing similar response patterns reported elsewhere. These hair
cell results are consistent with the idea that the presence of
magnitude notches does not necessarily indicate that differ-
ent sources are involved. In other words, the presence of a
notch need not imply phase cancellation between two com-
ponents produced by separate sources~Weiss and Leong,
1985!. This conclusion, however, probably does not apply to
input–output functions obtained at other frequency ratios and
demonstrated in human subjects~Smoorenburg, 1972; Hall,
1975; Weber and Mellert, 1975! and in distortion product
otoacoustic emissions~Weiderhold et al., 1986; Brown,
1987; Zwicker and Harris, 1990; Whiteheadet al., 1992!.
These latter results probably reflect contributions from rela-
tively large segments along the basilar membrane. Thus the
notches could correspond to interactions between sources lo-
cated at different positions along the cochlear partition~Furst
et al., 1988; Sunet al., 1994a,b; Robleset al., 1997; Brown
et al., 1996; Gaskill and Brown, 1996; Stoveret al., 1996!.
They do not necessarily imply, however, that the individual
sources are different in nature.

B. Traveling components generated for intertones
above BF

When primary pairs are placed well above BF, IHC re-
sponses can also be measured for distortion products with
frequencies near the BF of the cell. These results are consis-
tent with those recorded from IHCs in the base of the cochlea
~Nuttall and Dolan, 1990! as well as those from the auditory
nerve~Goldstein and Kiang, 1968; Kimet al., 1980; Siegel
et al., 1982!. In fact, the magnitudes of these traveling dis-
tortion products tend to exceed those produced by the prima-
ries at the recording location. In other words, distortion prod-
ucts can be measured when the primaries do not produce
responses in the cell when presented alone. Because these
descriptions apply equally well to quadratic and cubic differ-
ence tones, they confirm the single unit results~Kim et al.,
1980; Siegelet al., 1982! suggesting that both components
have their own traveling waves. In other words, that both
f 22 f 1 and 2f 12 f 2 are generated at more basal locations, in
the region of overlap between the two stimulating primaries,
and are distributed to their own BF place.

Although similar behavior has been observed in basilar
membrane mechanics in the base of the cochlea for the CDT,
a QDT has not yet been measured~Robleset al., 1991, 1997;

FIG. 11. The measures were made in the organ of Corti fluid space in the
same general area as the second-turn IHC recordings. The voltages were
obtained at 80 dB but were not compensated for reductions associated with
the microelectrode.
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Nuttall and Dolan, 1993!. These mechanical experiments,
however, utilized primary pairs which produced a CDT near
BF but a QDT well below BF. Thus the absence of a com-
ponent atf 22 f 1 may reflect the fact that frequency combi-
nations favorable to the QDT have not been used. This is
important because only when distortion products are within
the passband of the location under study is a response ob-
served. This holds for both local and traveling components.

This situation is similar in some ways to that in psycho-
physics where QDTs and CDTs were thought at one time to
exhibit different characteristics and to be produced by differ-
ent sources~Zwicker, 1955, 1979; Goldstein, 1967!. How-
ever, when both components were examined for primaries at
similar input levels, the two difference tones behaved in a
similar fashion~Hall, 1972; Humes, 1985; Zwicker and Mar-
tner, 1990!. Consequently, one should not rule out the pos-
sibility that they are produced by a single source which is
consistent with the IHC results reported here.

Although in vivo measurements are not available from
OHCs, data from the organ of Corti fluid space are relevant.
This is because the cochlear microphonic is thought to reflect
ac receptor potentials produced by nearby OHCs~Dallos and
Cheatham, 1976!. In addition, the CM is thought to mirror
the displacement pattern of the basilar membrane at least for
inputs below BF~Dallos et al., 1974!. Consequently, the
QDT exhibited in the organ of Corti ac response suggests
that further mechanical experiments are warranted. Use of
higher-frequency primaries and larger frequency ratios
should result in a QDT with a frequency nearer to the site of
observation along the basilar membrane. If IHC and organ of
Corti results do generalize to the base of the cochlea, then a
traveling QDT may also be expressed in cochlear mechanics.

It could be argued that a QDT will not be measured in
high-frequency regions because the set point of OHCs, in
contrast to IHCs and OHCs in the apex of the cochlea~Dal-
los and Cheatham, 1992!, is located at the place of maximum
gain on the transducer operating curve~Cody and Russell,
1987; Frank and Ko¨ssl, 1996!. If true, then cubic rather than
quadratic components should dominate. However, for the or-
gan of Corti data reported in Figs. 10 and 11, traveling QDTs
were produced by primaries with intertones of 12 480 and
10 560 Hz. Thus, these data suggest that quadratic compo-
nentsare produced in the 10–12 kHz region of the guinea
pig cochlea implying asymmetrical transfer functions.

IV. CONCLUSION

Results in this report indicate that intermodulation dis-
tortion components are prominent in the generation region
when the intertone is placed near the BF of cochlear hair
cells. It is also shown that difference tones atf 22 f 1 and
2 f 12 f 2 produce IHC receptor potentials even when re-
sponses are not observed for either of the two stimulating
primaries. This finding is consistent with single unit results
~Kim et al., 1980; Siegelet al., 1982! and suggests that both
quadratic and cubic difference tones have their own traveling
waves. It was also observed that mutual suppression between
the primaries, and possibly between the primaries and indi-
vidual distortion products, influences the magnitudes of com-
bination tones at the site of generation. Thus, these interac-

tions should be considered when evaluating whether
quadratic and cubic components are produced by separate,
nonlinear sources.
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Otoacoustic emissions, hair cells, and myosin motors
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The stereovillar bundles of hair cells show active movements that may be generated by the putative
myosin–actin interactions underlying hair-cell adaptation. Such movement is a possible candidate
for the generation of spontaneous otoacoustic emissions~SOAE! in the ear canal of nonmammals.
In the basilar papilla of certain lizard families, most hair cells are not coupled by a tectorial
membrane, making it easier to assign the energy in emission peaks to defined groups of hair cells.
We have studied 62 SOAE in the Bahamian AnoleAnolis sagrei, which has about 140 hair cells
with ‘‘free-standing’’ bundles in the high-frequency area of its papilla. Individual SOAE peaks were
traced to between 3 and 38 hair cells, and the mean power output per hair cell was calculated to be
141 aW. The number of bundle myosins putatively involved in the generation of each SOAE was
estimated and the force generated by each myosin at 1 kHz calculated to be approximately 0.1 pN.
The data support the idea that hair cells generate emissions and suggest that myosin produces
sufficient power to be the emission motor. ©1997 Acoustical Society of America.
@S0001-4966~97!03007-5#

PACS numbers: 43.64.Jb, 43.64.Kc@RDF#

INTRODUCTION

Spontaneous otoacoustic emissions~SOAE! are sounds
in the external ear canal that result from mechanical energy
output of the receptor cells, or hair cells, of the hearing organ
~review in Köppl, 1995!. This close association is demon-
strated, e.g., by the great similarity between the frequency
selectivity of suppression phenomena for SOAE on the one
hand and single neural tuning curves on the other~Köppl,
1995; Köppl and Manley, 1994; Zizz and Glattke, 1988!. In
mammals, it is generally assumed that outer hair cells~OHC!
are specialized to produce rapid length changes that couple
back in some as yet unknown way into the motion of the
epithelium; they are thus viewed as the force generators un-
derlying both the cochlear amplifier and the generation of
SOAE ~e.g., Dallos and Evans, 1995!. SOAE have been de-
scribed in all groups of tetrapods, however~for review see
Köppl, 1995!, and the mechanism proposed to underly their
generation in mammals involves special structural and mo-
lecular adaptations of the outer hair cells that have not been
demonstrated in nonmammals. Motility of the hair-cell body,
as observed in mammalian OHC, is unlikely to apply to non-
mammalian hearing organs~Klinke and Smolders, 1993;
Köppl, 1995; Manley, 1995!.

Another mechanism presently under consideration as a
source of mechanical energy is the hair-cell bundle itself,
that has been shown to undergo active movements~Crawford
and Fettiplace, 1985; Denk and Webb, 1992; Howard and
Hudspeth, 1988!, including rapid, biphasic twitches during
deflection and even spontaneous twitching~Benser et al.,
1996!. Movement of the bundle is also associated with the
gating springs that are hypothesized to be essential for the
function of the hair-cell transduction channels, including
their adaptation~Assad and Corey, 1992; Howardet al.,

1988; Hudspeth and Gillespie, 1994!. The gating-spring hy-
pothesis~Hudspeth and Gillespie, 1994! proposes that every
hair-cell stereovillus has at least one transduction channel
connected to an elastic element that plays an essential role in
sensory transduction. Transduction channels are probably ac-
tivated by the stretch of tip links between the stereovilli
~Pickleset al., 1984! and the tip links are probably the elastic
elements of the gating springs. An insertional plaque joins
the upper end of each tip link to the actin core of the next-
taller stereovillus and contains an estimated number of 50
Type 1 myosin molecules~Gillespie et al., 1993; Hudspeth
and Gillespie, 1994!. In unstimulated hair cells, these myo-
sins climb up the actin and maintain the steady tension on the
tip link that keeps an average of 15% of the transduction
channels in an open state~Hudspeth and Gillespie, 1994!.
These myosins are proposed to underly the mechanism of
adaptation of hair-cell bundles, restoring the resting tension
when the bundle is subjected to a steady displacement. This
is achieved by a passive sliding of the plaque down the actin
to compensate for a tip-link tension that is too high and by
the plaque actively climbing up the actin to restore tension
when it is too low ~Assad and Corey, 1992!. Removal of
Ca21 ions leads to tip-link breakage and thus release of ten-
sion between the stereovilli. After breakage, the bundle re-
laxes and moves 120 nm toward the tallest stereovilli and the
cell ceases to transduce~Assadet al., 1991!.

The hypothesis we propose assumes the direct involve-
ment of the adaptational myosin motors in active and fast
hair-cell bundle movements, producing SOAE in nonmam-
mals ~Manley et al., 1995; Benseret al., 1996!. Myosin has
also previously been implicated as a candidate molecule to
participate in mechanical amplification~Hudspeth and
Gillespie, 1994!. The rate of movement of the tip-link inser-
tional plaques during adaptation has been measured at 2
mm/s, which is comparable to the speed of myosin motion in
muscle~Hudspeth and Gillespie, 1994!. We ~Manley et al.,
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1995! and others~Hudspeth and Gillespie, 1994! have previ-
ously suggested that the myosins in the adaptational plaques
may be stretch activated, as are the myosins in the indirect
flight muscles of insects~Tregear, 1975!.

In insects, there are two basic types of flight-muscle
control systems. In large insects, flight muscles receive a
nerve impulse for each cycle of the wing beat; this mecha-
nism supports relatively low wing-beat frequencies. In addi-
tion to considerations of size effects, this so-called myoneu-
ral synchrony is limited by the muscle cells’ ability to
rapidly pump the calcium ions necessary for activating and
stopping the contraction cycle. Calcium pumping rates
would limit the wing-beat frequency to about 100 Hz~Spar-
row, 1995!. This problem is eliminated in the second group
of flying insects that have indirect~or asynchronous! control
of their flight muscles. In these animals, the neural input to
the muscles is not synchronous with contractions, but much
slower. The function of the neural input is to set up an active
state in which during flight, enough calcium is always
present in the cytoplasm to support myosin–actin interaction.
Following the setting-up of an active state in the flight
muscles, the insect actually begins flight when a special
starter muscle contracts and stretches one of the blocks of
flight muscle. In the active state, stretch leads to automatic
contraction~of only 1%–2% of muscle length!, and this con-
traction pulls on the thorax wall in such a way that the sec-
ond muscle block is stretched, and this then reflexively con-
tracts ~Tregear, 1975; Sparrow, 1995!. The reciprocal
stretching continues as long as the muscles are in the active
state~i.e., the muscle fiber is depolarized by neural input!.
The frequency of oscillation of these muscles is determined
by the mechanics of the wing-thorax system and is not lim-
ited by the speed of the muscles~Tregear, 1975!.

Our hypothesis is that a similar stretch activation of the
myosins in the adaptational plaques of hair-cell stereovilli
could sustain active oscillations in micromechanically tuned
hair-cell bundles~Manleyet al., 1995!. The equivalent of the
‘‘active state’’ as in insect flight muscle might be induced by
the steady ion flow through open transduction channels.
Even simple rocking back-and-forth of the head regions of
myosin molecules~with a stroke of 11 nm! could, in sacculus
hair cells, move the bundle by up to 80 nm, which is many
times greater than stimulus-threshold displacement values
~Benseret al., 1996; Hudspeth and Gillespie, 1994!. It has
been suggested that in asynchronous insect flight muscles,
that only contract by about 1%–2% of their length, the myo-
sin cross-bridges remain attached during the movement cycle
~Alexander, 1995!. Benseret al. ~1996! believe it is plausible
that in hair cells, the insertional plaque myosins respond to a
stretch stimulus by tilting the head region of the molecule.
The goal of the present research was to begin to test this
myosin hypothesis by asking whether the properties of
SOAE are compatible with it. In this paper, we assess
whether the power emitted during the production of SOAE is
compatible with an origin in myosin generators.

SOAE are generally found as clear peaks in frequency
spectra of ear-canal sound pressure, peaks that differ in cen-
ter frequency, frequency bandwidth, and peak spectral level
~Köppl, 1995!. One of the problems associated with studying

the force generation by hair cells underlying SOAE is to
know just how many hair cells are generating individual
emission peaks. Due to coupling phenomena, especially
through the tectorial membrane, it was to date impossible to
know the number of hair cells involved, and this has pre-
cluded estimates of the power generated per hair cell. We
have pursued this question in a species of lizard in which a
tectorial membrane is absent in the hair-cell area generating
SOAE and in which the hair-cell bundles are thus only fluid
coupled~Manley, 1990; Wever, 1978; Miller, 1992!.

I. MATERIALS AND METHODS

A. SOAE measurements

SOAE were measured near the eardrum of the iguanid
lizard Anolis sagreiin a closed acoustic system using a probe
consisting of a1

2-in. condensor microphone~B&K type 4166!
in a custom-made short, low-volume cone that connected to
the animal’s outer ear canal. The probe’s impedance was
optimized to permit reliable measurements even from higher-
frequency peaks. The microphone was connected to a low-
noise preamplifier~B&K Type 2660,120 dB! and fed into a
dynamic spectrum analyzer~Stanford SR 760 FFT!. Aver-
aged rms spectra~Hanning window! were stored on disk and
analyzed off-line. In general, 200 spectra were averaged.

Two steps were necessary in order to estimate the power
being generated by a given number of hair cells. In the first
step, the power in each SOAE peak had to be estimated. In
the second step, the anatomy of the hearing organ was inves-
tigated and the frequency map deduced, which could then be
used to estimate the number of hair cells producing indi-
vidual SOAE peaks.

B. Estimation of the power in each SOAE peak

The power in each spectral peak was calculated accord-
ing to the following rationale: Assuming that in the ear canal
the sound pressure and velocity are in phase, the sound
powerP can be calculated from the levelL in the following
steps~Zwicker and Fastl, 1990!. IntensityI is related to level
L by the equation

L510 log
I

I 0
dB,

whereI 0 is the internationally standardized reference inten-
sity of 1 pW m22. Rewriting this equation for the intensity
I corresponding to a levelL, we obtain

I 510L/10
•I 0 .

Sound powerP is the product of intensityI and the
surface areaS. Hence for the relationship between levelL
and the sound powerP, we obtain

P5I •S510L/10
•I 0•S.

For example, for a level ofL50 dB SPL, and the surface
area of the1

2-in. measuring microphoneS51.27 cm2, we ob-
tain

P5100/10 pW m22
•1.27 cm251.27•10216 W50.127 fW.
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If sound pressure and velocity are not always in phase, the
values we measure would be too small. Within a given
SOAE peak, the power in all spectral lines~linewidth 15.6
Hz! was summed. To calculate how much power is present
in the fluids within the hearing organ, we assumed that the
middle ear is essentially an ideal transformer~Magnanet al.,
1996! that shows only frictional and resistive losses of 12 dB
~e.g., Manley and Johnstone, 1974!. Thus we assumed that
the amount of power measurable in the ear canal is reduced
12 dB compared to the available power in the inner-ear flu-
ids.

C. Anatomy of the basilar papilla

Four basilar papillae were fixedin situ by submersion of
the whole head in a cooled solution of 2.5% glutaraldehyde
and 15% picric acid overnight. The cochlear duct was care-
fully dissected free and the vestibular membrane opened in a
70% ethanol solution. The papillae were then taken through
an alcohol series up to 100%, transferred to acetone, and
critical-point dried in CO2. Following gold sputtering, the
papillae were photographed at various magnifications in a
scanning electron microscope~Jeol JSM-IC 25S!. From the
photographs, measurements were made of the papillar length
and of the heights of bundles in those cases where the tallest
stereovilli were visible at appropriate angles. In two cases,
the hair-cell bundles were ‘‘shaved’’ off the surface of the
papilla using an eyelash and the papillae were recoated with
gold. In these cases, the number, position, and surface area of
the hair cells was measured and the number of stereovillar
‘‘stumps’’ on each hair cell was counted.

D. Derivation of the papillar frequency map

It was necessary to estimate the frequency map of the
papilla in order to attribute the frequencies in particular
emission peaks to a certain group of hair cells. We assumed
that, as in other lizards~Manley, 1990; Ko¨ppl, 1995!, fre-
quencies above 1 kHz are mapped logarithmically along the
bidirectionally oriented hair-cell area. The highest frequency
on the papilla was assumed to be the next whole kHz to the
SOAE with the highest center frequency, which was 7.7
kHz. Thus we assumed that frequencies between 1 and 8 kHz
are coded on a logarithmic scale along the 250mm length of
the high-frequency region of theAnolis papilla @Fig. 1~b!#.

E. Estimation of the number of hair cells generating
each SOAE peak

The frequency map assumed in Sec. I D was projected
graphically onto scanning EM photographs of the papilla and
the number of hair cells within the spectral limits of each
SOAE peak were counted. We assumed all hair cells within
the limits of each spectral peak were~a! entrained to the
same frequency and~b! contributed equally to generating the
peak. We also assumed that even though the bundle height
changes along the papilla, the bundle motion couples equally
well into the fluid. Our estimate is thus an upper bound for
the number of hair cells involved.

All the work described here was carried out in accor-
dance with German animal-protection law.

II. RESULTS

A. Anatomy of the papilla

The papilla of Anolis sagreicontains about 140 hair
cells in the bidirectionally oriented hair-cell area, which is
250 mm long. Since the highest SOAE center frequency lay
at 7.7 kHz, we assumed that this area of the papilla analyzed
frequencies between 1.0 and 8.0 kHz, a range of three oc-
taves. The hair-cell density as estimated for each octave
changed from 2.5 hair cells/100mm2 for the octave between
1 and 2 kHz, 2.9 hair cells/100mm2 from 2 to 4 kHz, and 4.1
hair cells/100mm2 between 4 and 8 kHz. All stereovillar
bundles in the high-frequency hair-cell area were free-
standing and the number of stereovilli per hair-cell bundle
ranged from 51 in the 1-kHz region to 62 in the 8-kHz re-
gion. The stereovilli of the shortest row, which have no top
ends of tip links and therefore no myosin motors, were not
taken into account in calculating the number of myosin mol-
ecules; approximately 11 stereovilli per hair cell are in the
shortest row. Along the relevant part of the papilla, the
height of the tallest stereovilli in each bundle fell from about
20 mm to 3 mm.

FIG. 1. ~a! A typical averaged acoustic spectrum~200 averages! from the
ear canal ofAnolis sagrei. The assumed frequency limits of one of the
emission peaks are shown as vertical dashed lines to the frequency axis.~b!
The frequency limits read off as in~a! were projected onto an estimated
frequency map for the high-frequency area of the papilla~i.e., the area of
‘‘free-standing’’ hair-cell bundles! to obtain the positional limits of the hair-
cell area responsible for this individual peak on the length axis. From scan-
ning electron-microscope images of the papilla, we counted the number of
hair cells falling between—in this case—the positions 165 and 175mm from
the end of that part of the hair-cell area made up of hair cells with free-
standing bundles.
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B. Estimation of the number of hair cells generating
each SOAE peak

We measured 62 SOAE spectral peaks in 9 ears of 6
animals~all at 30 °C!. An example of an averaged spectrum
is given in Fig. 1~a!. The center frequencies of the SOAE
peaks ranged from 1.3 to 7.7 kHz. By measuring the fre-
quency bandwidth of each peak at its base and projecting
these frequency limits on to the papilla’s putative frequency
map @Fig. 1~b!#, the 62 emission peaks were traced to be-
tween 3 and 38 hair cells. The calculated power per emission
peak was found to be clearly correlated with the estimated
number of hair cells involved@Fig. 2~a!#. The power output
also rose as a function of the potential number of stereovilli
involved @Fig. 2~b!#. This is a consequence of the correlation
in Fig. 2~a!, since there is only a small change~20%! in the
number of stereovilli per hair cell along the high-frequency
area. It might be assumed that the correlation between peak
power and number of hair cells is simply determined by the
fact that there is a logarithmic frequency distribution on the
papilla. The power per peak is, however, not only well cor-
related with the peak width. It correlated equally well with
peak level.

C. Estimation of the power generated by individual
myosin molecules

We estimated the power output for individual myosin
molecules to compare this estimate to previously published
figures for myosin power. From the total number of contrib-
uting stereovilli in each case, we estimated how many myo-
sin motors could be responsible for individual SOAE spec-
tral peaks. This calculation assumes:~1! that the myosin
plaque for each tip link contains 50 myosins~Gillespieet al.,
1993; Hudspeth and Gillespie, 1994!; ~2! that only 10% of
the myosins in any given tip-link plaque are synchronously
active, as suggested by Hudspeth and Gillespie~1994; this is
equivalent to assuming that each myosin molecule does not
add a force contribution to every cycle of the bundle oscil-
lation, but on average only to every tenth cycle!; and~3! that
as in muscle cells, the myosin molecule’s cross-bridge region
moves 11 nm per active force-generating cycle~Huxley,
1990; Fineret al., 1994!. It was not necessary to assume that
the myosin head couples and uncouples during this move-
ment. Knowing the frequencies of oscillation involved in
each SOAE, i.e., using the center frequency of the SOAE
peak, the force exerted per myosin molecule per cycle was
calculated for each emission.

The calculated power output per hair cell showed a
small dependence on frequency@Fig. 3~a!# that was, how-
ever, not significant~r 50.297, p,0.02!. The force gener-
ated per cycle by each myosin fell systematically with rising
frequency@Fig. 3~b!#. In the case of the present data, the
mean power output per hair cell was calculated to be 141
aW, and the average force generated per myosin and per

FIG. 2. ~a! The power per emission peak for all SOAE as a function of the
number of hair cells involved; the continuous line is a linear fit~n562, r
50.764,p,0.001!. The power per peak approximately doubles with a dou-
bling of the number of hair cells. The few~3! very broad emissions have
only a small influence on the slope of the fit. Even without these broad
emissions, the correlation is statistically significant~dashed line,n559, r
50.671, p,0.001!. ~b! Since the number of stereovilli per hair cell along
the high-frequency area only changes by about 20%, the power output also
rises with the number of stereovilli that are potentially involved. The con-
tinuous and dashed lines represent linear fits with and without the three
broad emissions, as in~a!; ~r 50.77 and 0.706, respectively;p,0.001 in
both cases!.

FIG. 3. ~a! The calculated power output per hair cell as a function of the
center frequency of the emission peaks. The line is a linear regression fit
(n562, r 50.297, p,0.02!. ~b! The estimated force produced per myosin
molecule per cycle as a function of the center frequency of the SOAE. The
line is a linear regression fit~n562, r 520.602, p,0.001!.
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cycle was 0.064 pN. Our calculations indicate that the force
generated per myosin per cycle was strongly frequency de-
pendent@Fig. 3~b!#.

III. DISCUSSION

Given the number of assumptions involved in the esti-
mates used in the present calculations, some of which cannot
be made with greater precision at the present time, the data
of course have to be interpreted carefully. Changes in some
assumptions would lead to greater calculated power values
and changes in other assumptions would lead to smaller
power values. The most important assumption, of course, is
that in the ear canal at the level of the microphone the sound
pressure and velocity are in phase. If this were not the case,
the values we estimated would always be too small. The
errors from this uncertainty can be very large and over-
shadow all the other possible errors accrued through incor-
rect assumptions. Since we cannot reconstruct the shape of
the sound wavefront in the ear canal, the assumption of in-
phase sound pressure and velocity is inescapable. We believe
nonetheless that tentative conclusions can be reached.

A. The frequency map

In lizards, all papillae show a low-frequency area~up to
about 1 kHz and apparently not involved in SOAE genera-
tion! and at least one high-frequency area that generates
SOAE, sometimes in relatively large numbers~Manley,
1990; Köppl, 1995!. Previous frequency-mapping data from
five species~including Gerrhonotus, whose papilla is very
similar to that ofAnolis! shows that, despite a high degree of
morphological variability, the frequency maps of different
lizard species are remarkably uniform~Manley, 1990; Ko¨ppl
and Manley, 1992!. In these five species, the cells of the
high-frequency area map the logarithm of frequency along
the papilla’s length, starting at about 1 kHz. Since the high-
est SOAE spectral peaks inAnoliswere found at 7.7 kHz~at
30 °C!, we assumed that the high-frequency end of the pa-
pilla codes for 8 kHz. This value is higher than previous
estimates for other lizard species, including the very similar
papilla ofGerrhonotus@4–4.3 kHz; see Manley~1990! for a
review#. In Gerrhonotus, however, measurements were made
at lower temperatures~21–24 °C! than we used, and both
neural frequency tuning and SOAE frequency are known to
be temperature sensitive~Klinke and Smolders, 1993; Man-
ley and Köpple, 1994; Ko¨ppl, 1995!. Correcting to 30 ° C,
the upper limit forGerrhonotusmight exceed 6.5 kHz, de-
pending on the temperature constant. In addition, we found
that the stereovillar bundles of the hair-cell bundles at the
high-frequency end of the papilla inAnolis are substantially
shorter than those ofGerrhonotus~about 3mm, instead of at
least 7mm; Mulroy and Williams, 1987!. Shorter bundles are
consistent with a higher upper frequency limit. Since the
papillae of these two species are approximately the same
length, this implies that the place-frequency gradient is sub-
stantially steeper inAnolis than inGerrhonotus.

B. Hair-cell generators and myosin molecules

Whatever the generation mechanism underlying SOAE
is, the present data demonstrate a correlation between emis-
sion power and the number of hair cells generating the emis-
sions. This correlation supports the common assumption that
hair cells are actually generating the SOAE. Our data thus
add a further piece of evidence indicating that spontaneous
hair-cell activity is the immediate cause of SOAE. The
present data are consistent with assumptions made on other,
less direct information, such as the detailed similarity be-
tween primary-neural tuning curves and SOAE suppression-
tuning curves, and the hypoxia sensitivity of SOAE~e.g.,
Köppl and Manley, 1994!.

Our data also demonstrate that it is possible that myosin
molecules are in fact the motors generating SOAE, even at
these relatively high frequencies. More recent refinements in
the measurement of bundle motion have demonstrated the
presence of fast reverse transduction with a sensitivity up to
0.6 nm/mV ~Denk and Webb, 1992! and rapid twitching in
hair-cell bundles of the frog sacculus~Benseret al., 1996! in
hair cells that are normally only sensitive to low frequencies.
Since it has been demonstrated that evoked hair-cellbundle
motility is associated with an increase in the sensitivity of
transduction~Benseret al., 1996!, the bundle motility that
we assume is generating the otoacoustic emissions may be
intimately associated with the active process responsible for
the high auditory sensitivity of nonmammalian hair cells.
Support for the involvement of a type of myosin in hair-cell
bundle motion can also be derived from the effects of solu-
tions that influence contraction or relaxation in muscle sys-
tems on the motion of the bundles of hair cells from the
Crista ampullaris~Orman and Flock, 1983!.

According to the current understanding of mechanisms
underlying outer hair-cell motility in mammals~see, e.g.,
Dallos and Evans, 1995!, the above conclusions would sug-
gest that mammalian and nonmammalian tetrapods have
evolved different fundamental mechanisms underlying their
active processes. Mammals may have at least partially aban-
doned an evolutionarily older mechanism~myosin-based ac-
tive bundle motions! because of inherent limitations in the
upper frequency limit.

Even in nonmammals, however, relatively high oscilla-
tion frequencies—in our lizard species up to 7.7 kHz—were
observed. In another nonmammal, the barn owl, SOAE cen-
ter frequencies up to 11 kHz have been measured~Manley
and Taschenberger, 1993!. Is it plausible that myosin sys-
tems could support such high oscillation rates? The fastest
myosin-actin based muscle systems known are the stretch-
activated, asynchronous flight muscles of insects, some of
which show wing-beat frequencies above 1 kHz~e.g., in
thrips; Tregear, 1975!. Since the wing-beat frequency in such
asynchronously controlled flight-muscle systems is deter-
mined by the mechanical resonance characteristics of the
thorax and wings, removal of the wing loading raises the
resonance frequency~Roeder, 1951; Satavalta, 1952!. This
rise in frequency can be up to 100%~Roeder, 1951! that, in
the case of thrips, would mean thorax oscillation frequencies
can rise above 2 kHz. Also, in some systems such as in bees,
insects are known to ‘‘sonicate’’~for example, during pollen
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collection! using their flight muscles in a special mode in
which the wings do not move and the oscillation frequency
of the thorax is approximately double the normal wing-beat
frequency~King et al., 1996!. Myosins operating in much
smaller micromechanically tuned systems, such as hair-cell
bundles in lizards, could presumably resonate at even higher
frequencies, especially if it can be assumed that not every
myosin molecule must contribute to every cycle of the oscil-
lation.

How could the hair-cell bundle motors be stimulated
into oscillation and entrained in frequency? Assuming that
some internal or external noise source is responsible for ini-
tiating movement of the hair-cell bundle~e.g., ion-channel
noise and membrane-potential noise; for a discussion, see
Denk and Webb, 1992!, stretch activation of the tip-link
plaque myosins could initiate oscillation. The motors in any
given hair cell would only react to stimulation in one direc-
tion, and the micromechanical resonance frequencies would
then determine the frequency of the spontaneous oscillations.
Micromechanical resonance has been directly shown in the
alligator lizard and is also manifest in the frequency-selective
tuning curves of hair cells and afferent nerve fibres in other
lizard species~see, e.g., Manley, 1990; Ko¨ppl, 1995; Köppl
and Manley, 1992!. In other words, filtering of any kind of
‘‘noise’’ input to the bundles should suffice to activate the
myosins, and these would always produce the strongest os-
cillation at the preferred frequency of the bundle. Frog sac-
culus hair cells with the otolith membrane removed show
spontaneous bundle twitching~Benser et al., 1996! that
could form a basis for setting up spontaneous oscillations.
Presumably then coupling between hair cells~through the
fluid surrounding the bundles or through a tectorial mem-
brane! could then lead to synchronous oscillations.

Except at lower frequencies, however, myosin activation
is unlikely to be on a cycle-by-cycle basis for every single
molecule. While in our data the calculated power per hair
cell rises with frequency, as would be expected if the same
motors are working at a higher frequency, the force per myo-
sin falls toward higher frequencies~Fig. 3!. This can be ex-
plained by assuming that the proportion of myosins that are
active per oscillation cycle is falling as frequency rises. Thus
the values for low frequencies, with a mean force at 1 kHz of
near 0.1 pN, would be fairer estimates of the power produced
per myosin molecule. This number is smaller than, but
within an order of magnitude of the values given for myosins
in vertebrate skeletal muscle at different temperatures~val-
ues range between 1 and 4 pN; Fineret al., 1994; Huxley
and Simmons, 1971; Ishijimaet al., 1991!. However, since
we know neither whether the number of myosins per inser-
tional plaque is constant in all hair cells along the epithelium
nor whether all myosins have the same stroke length and
produce the same power per stroke, further speculation is not
yet timely.

Note added in proof: Magnanet al. ~1997!, measuring
the reverse transfer function of the middle ear in the guinea
pig, recently reported that distortion products suffer a loss in
amplitute of about 30 dB between the cochlea and the ear
canal. This loss is relatively flat across frequency. If the same
is true in our lizard species, then the mean force generated by

each myosin at 1 kHz would be about 1 pN, very close to the
values given for vertebrate skeletal muscle~1 to 4 pN!.

An additional problem associated with calculation of the
power produced by myosins is the assumption that the force
produced in the bundle couples into the inner-ear fluid sys-
tem and out into the ear canal with the same efficiency at all
frequencies. Given that the hair-cell bundles change their
height by up to seven times along the relevant area of the
papilla, this assumption is also highly unlikely to be correct.
In other species, where the hair cells are connected to a tec-
torial membrane, the coupling through the tectorial mem-
brane may be sufficient to entrain all local hair cells to the
same phase of oscillation. In such cases, also, a coordinated
spontaneous oscillation could crystallize out of noisy move-
ments in coupled cells. We have reported that SOAE peaks
are, indeed, larger and fewer in number in lizard papillae in
which the hair cells are more strongly coupled through the
tectorial membrane~Manley, 1996!. Thus in spite of the
above caveats, the working hypothesis we have adopted is
that the adaptational myosin motors are indeed capable of
producing the energy manifest in lizard SOAE.

An interesting additional speculation follows from the
finding of Benser et al. ~1996! that rapid spontaneous
twitches of bundles of hair cells from the bullfrog’s sacculus
were each associated with transient membrane depolariza-
tions in the hair cell. If these depolarizations lead to a tran-
sient increase in transmitter release at the afferent synapse,
then spontaneous mechanical twitching in the bundle could
lead to spontaneous transmitter release. If, as we believe, the
twitching is integrated into a spontaneous oscillation of the
bundle at or near the characteristic frequency of the hair cell,
the intervals between the pulses of transmitter release would
be the reciprocal of the characteristic frequency. Precisely
this kind of ‘‘preferred interval’’ has been observed in time-
interval histograms of the spontaneous discharge activity of
afferent fibers of nonmammals, but not in mammals~sum-
marized in Manley, 1990!.
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Chopper units of the ventral cochlear nucleus~VCN! provide a rate representation of stimulus
spectrum and a temporal representation of fundamental frequency (F0). This dual representation
may be useful in segregating competing speech sounds, where differences inF0 are a cue.
Responses to the vowel portion of concurrently presented pairs of syllables /bVb/ with different
F0’s ~88, 98, and 112 Hz! were studied in the VCN of anesthetized cats; 11 English vowels were
used for V. Vowels were chosen so that one had a formant frequency just above the unit’s best
frequency~BF! and the other had a formant just below BF. By changing the stimulus sampling rate,
formant peaks were shifted relative to the unit’s BF, producing a range of stimuli, varying in the
relative power of the two vowels within the unit’s tuning curve. Results show that units’ discharge
rates reflect the energy within their tuning curves and the relative synchronization of units’
responses to the twoF0’s favors the dominant vowel. A method of segregating two vowels is
provided in which relative synchronization to theF0’s is used to apportion discharge rate between
the vowels. Best results were obtained in chopper units, although primarylike units showed similar
behavior. © 1997 Acoustical Society of America.@S0001-4966~97!00906-5#

PACS numbers: 43.64.Qh, 43.64.Sj, 43.71.Cq@RDF#

INTRODUCTION

Separation of a target speech stream from a noisy back-
ground is a difficult process when the background is compet-
ing speech because the spectral similarity of the target and
the interfering sound makes filtering of little use. Several
cues are available which make speech more intelligible when
masked by noise or other speech, including separation of the
sources in space~Bronkhurst and Plomp, 1988!, grouping
cues such as simultaneity in the onset and offset of compo-
nents at different frequencies~Darwin, 1981, 1984!, and dif-
ferences in fundamental frequency (F0) between the target
and interfering speech~Brokx and Nooteboom, 1982!. This
paper concerns a possible neural correlate of the last cue,
differences inF0 .

An important stimulus for the study of separation of
simultaneous speech streams has been the double vowel,
consisting of two vowels presented simultaneously to the
same ear. This stimulus eliminates most of the known cues
and allows the effects of differences inF0 to be studied.
Performance in identifying both of the vowels of a double-
vowel stimulus improves as theF0’s of the vowels are sepa-
rated ~Scheffers, 1983; Assmann and Summerfield, 1990,
1994; Culling and Darwin, 1993!. The improvement is rapid
as the difference inF0 grows from zero to one semitone, and

is slower for larger differences. Differences inF0 are not the
only cue even with this stimulus, however, since perfor-
mance is well above chance with no difference inF0

~Assmann and Summerfield, 1989!. Despite this fact and de-
spite the fact that performance may not improve with differ-
ences inF0 in all conditions ~such as with short-duration
stimuli; see Assmann and Summerfield, 1990!, the results
strongly suggest that differences inF0 between vowels aid in
their separation and identification.

Models of speech separation in the double-vowel para-
digm and other situations have usually assumed that differ-
ences inF0 aid in vowel separation by identifying the vowel
to which components of a double-vowel stimulus belong
~Parsons, 1976; Weintraub, 1987; Summerfield, 1988;
Assmann and Summerfield, 1990; Meddis and Hewitt, 1992;
de Cheveigne´, 1993; de Cheveigne´ et al., 1995!. These mod-
els consist of two stages:~1! a stage which estimates the
F0’s of one or both vowels; and~2! a stage which uses the
identifiedF0’s to separate the vowels, usually by selecting or
canceling the components of the stimulus which are harmon-
ics of one fundamental. Perceptual evidence provides only
partial support for this general class of model. The use of
composite vowels in which theF0’s of the formants differ
has allowed analysis of the strength ofF0 as a cue for group-
ing components together, i.e., the second stage in the models
above~Culling and Darwin, 1993, 1994!; these studies sug-
gest thatF0 is a grouping cue only for larger differences ina!Electronic mail: keilson@loyola.edu
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F0 ~.2 – 4 semitones!. At smaller differences, the improve-
ment in performance withF0 difference is based on as-yet
poorly understood waveform interactions, such as beats be-
tween the harmonics of the two vowels~Assmann and Sum-
merfield, 1994; Culling and Darwin, 1994!; these waveform
cues are enhanced by small differences inF0 , although in
different ways than is assumed in the models discussed
above.

In the peripheral auditory system, the neural representa-
tion of speech is assumed to be tonotopic and therefore has
been analyzed by measuring and plotting the neural response
versus best frequency~BF; reviewed by Sachs, 1984!; that is,
each neuron is assumed to report on the energy in the stimu-
lus at frequencies near its BF. There are two classes of rep-
resentation, depending on the definition of neural response.
The simplest response measure is average discharge rate dur-
ing the stimulus, the so-called rate-place measure. At the
level of the auditory nerve~AN!, the rate-place measure pro-
vides sufficient information to allow single vowels to be
identified or discriminated~Sachset al., 1988; Conley and
Keilson, 1995; Mayet al., 1996!; however, the rate-place
measure is nonrobust in that it changes dramatically with
signal level or background noise masking~Sachs and Young,
1979; Sachset al., 1983; Sinex and Geisler, 1983; Delgutte
and Kiang, 1984c, d!. Moreover, rate-place measures have
been shown not to provide sufficient spectral detail to sup-
port perceptual changes in vowel identity produced by
changing the phase of a single harmonic~Palmer et al.,
1987!. The second kind of response measure is based on
phase locking or the temporal patterns of AN spike trains;
several measures of this type have been defined~Young and
Sachs, 1979; Sachs and Young, 1980; Sinex and Geisler,
1983; Delgutte and Kiang, 1984a, b!. These measures are
much more robust than the rate-place measure and have been
shown to provide an adequate basis forF0-based double-
vowel segregation~Palmer, 1990; de Cheveigne´, 1993!.

In the ventral cochlear nucleus~VCN! auditory informa-
tion is carried in a number of parallel pathways~reviewed by
Cant, 1992; Rhode and Greenberg, 1992!. The work de-
scribed here focuses on two of these, the primarylike and
chopper units. Primarylike units resemble AN fibers in many
of their properties~Bourk, 1976; Blackburn and Sachs, 1989!
including their representation of vowel stimuli~Palmeret al.,
1986; Blackburn and Sachs, 1990; Winter and Palmer,
1990b!. By contrast with AN fibers, choppers provide an
enhanced rate-place representation, which contains good in-
formation about the spectrum of a single-vowel stimulus
~Blackburn and Sachs, 1990!; the representation is robust
against changes in stimulus level. At the same time, choppers
provide little in the way of a temporal representation, since
they phase lock to the vowel waveform only up to
'500– 700 Hz, i.e., through the first formant region at best
~Bourk, 1976; Blackburn and Sachs, 1989; Winter and
Palmer, 1990a!. At all BFs, choppers’ temporal responses to
single vowels contain a significant component at the funda-
mental frequency of the vowel; at BFs above 700 Hz, this
component dominates the phase locking~Blackburn and
Sachs, 1990!. Thus choppers potentially provide a
periodicity-tagged spectral representation, in which average

discharge rate encodes for stimulus energy and the temporal
pattern of response identifies theF0 of the stimulus~loosely
called periodicity tagging! which provides that energy. Note
that this sort of periodicity tagging is similar to the operation
of the harmonic-segregation models mentioned above.

This possibility of a periodicity-tagged spectral repre-
sentation in VCN choppers is the hypothesis that was exam-
ined in this study. The focus of the study was on double-
vowel stimuli with different F0’s and on whether the
properties described above for single vowels would hold for
this more complex stimulus. Because of the difficulty of ob-
taining a large population of units in VCN, the analysis was
done by a pseudo-population approach in which a single unit
is used to approximate a population of units with various
BFs by shifting the stimulus along the frequency axis~in-
stead of studying a large group of units with different BFs
using the same stimulus!. When this shifting is done, a chop-
per’s rate responses follow the profile of stimulus energy
near the unit’s BFs and its phase locking is dominated by the
F0 of the vowel with the larger amount of energy within its
tuning curve. This response pattern supports the idea of a
periodicity-tagged spectral representation in choppers. The
same sort of representation will also be shown for primary-
like units, although the quality of the representation is not as
good.

I. METHODS

A. Preparation, acoustics, and unit recording

Nine domestic short-hair adult cats were used in the ex-
periments; otoscopic examination showed the cats to be free
of middle-ear infections and external-ear obstructions. The
animals were premedicated with atropine~0.2 cc im!, tran-
quilized with xylazine~0.1 cc im!, and anesthetized with ket-
amine ~1 cc im!. During the surgery and experiment, anes-
thesia was maintained with IV injections of sodium
pentobarbital ('5.5 mg/h) to maintain areflexia. A tracheal
cannula was inserted; the bulla was exposed and vented with
'30 cm of PE-90 tubing. The cat was placed in an electri-
cally shielded soundproof chamber~IAC-1204A! on a regu-
lated heating pad which maintained body temperature at 36–
38 °C. The skull was opened from the nuccal ridge to the
bony tentorium and the VCN was exposed by cerebellar as-
piration. Single unit recordings were done with platinum-
black-tipped Pt-Ir microelectrodes placed in the VCN under
visual control and advanced by a hydraulic microdrive. His-
tological controls were not done, but recordings were cer-
tainly made in the VCN, based on the known properties units
in VCN versus those in dorsal CN~Rhode and Greenberg,
1992!.

Acoustic stimuli were delivered to the ipsilateral ear
through a closed acoustic system connected to a hollow ear-
bar~Sokolich, 1977!. Prior to data collection, a calibration of
the sound delivery system was performed in the cat’s ear
using a probe tube placed at the mouth of the earbar. The
calibration functions were reasonably flat (67 dB) in the
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frequency range of interest (,5 kHz); no corrections for
irregularities in the calibration were applied to the acoustic
stimuli.

B. Stimuli

The goal of the experiments was to study the responses
of units to simultaneously presented pairs of vowels, with the
vowels of a pair having different fundamental and formant
frequencies. The major variable of interest is the relative
energy in the two vowels at frequencies near the unit’s BF.
In order to accomplish this aim, we synthesized 11 stimuli,
each containing a different English vowel; the formant fre-
quencies of the vowels were chosen to cover the frequency
range below 3 kHz as uniformly as possible, so that it would
always be possible to choose two vowels with formants near
a unit’s BF. The stimuli were consonant-vowel-consonant
~CVC! syllables of the form /bVb/, where V is a vowel~e.g.,

‘‘bish,’’ ‘‘besh,’’ ‘‘bash,’’ etc. !. Although the stimuli con-
tained consonants, and therefore frequency transitions and
changes in source characteristics, a portion of each stimulus
contained a periodic vowel with fixed formant frequencies;
in this paper, data are reported only for responses during this
vocalic portion.

Syllables containing 11 different vowels were generated
using 3 fundamental frequencies~F0587.84, 97.60, and
112.24 Hz, called 88, 98 and 112 below!; the differences
between fundamental frequencies in terms of semitones are
1.82 ~88 vs 98!, 2.42 ~98 vs 112! and 4.24~88 vs 112!. F0

was constant throughout each stimulus. Table I shows the
formant frequencies and bandwidths of the stimuli; the char-
acteristics of the two consonants and other temporal proper-
ties of the CVC are given in the caption of Table I. The first
three formant frequencies of each stimulus were adjusted
slightly to lie exactly on harmonics ofF0 ; the numbers in
Table I do not appear consistent with this statement because

TABLE I. Parameters used to synthesize the CVC syllables. Stimuli take the form /bV*/, where V is one of 11
vowels ~left two columns!; stimuli were generated with three fundamental frequencies~F0 3rd column; exact
F0’s are 87.84, 97.60, and 112.24 Hz!. Formant parameters were taken from Peterson and Barney~1952!. The
first three formants were adjusted slightly to lie on a harmonic ofF0 . For all vowels, F453.3 kHz
(BW450.25 kHz) andF553.75 kHz (BW550.2 kHz). The syllable-leading /b/ was synthesized by starting
F1, F2, andF3 at 0.2, 1.1, and 2.15 kHz, respectively; the formant transitions lasted 40.96 ms and were
linearly interpolated from the starting frequencies to the vowel formants. /b/ and the vowel were synthesized
with five cascade resonators. The syllable-terminating /*/ was produced with 40.96-ms formant transitions to
0.2, 2.4, and 4.8 kHz, followed by broadband noise driving parallel resonators at those three formant frequen-
cies.

Vowel Example F0 ~Hz!
F1

~kHz!
F2

~kHz!
F3

~kHz!
BW1
~kHz!

BW2
~kHz!

BW3
~kHz!

i beet 88 0.264 2.285 2.989 0.05 0.20 0.40
98 0.293 2.247 3.029

112 0.224 2.240 3.024
I bit 88 0.352 2.022 2.549 0.05 0.10 0.14

98 0.391 1.954 2.540
112 0.336 2.016 2.576

} bet 88 0.527 1.846 2.461 0.06 0.09 0.20
98 0.489 1.856 2.443

112 0.560 1.792 2.464
, bat 88 0.703 1.758 2.373 0.07 0.15 0.32

98 0.684 1.759 2.443
112 0.672 1.680 2.464

#1 butmodif. 88 0.791 1.494 2.989 0.09 0.10 0.20
98 0.782 1.466 3.029

112 0.784 1.456 3.024
∋ bird 88 0.527 1.319 1.670 0.10 0.06 0.11

98 0.489 1.368 1.661
112 0.448 1.344 1.680

#2 but 88 0.615 1.231 2.373 0.08 0.05 0.14
98 0.684 1.172 2.345

112 0.672 1.232 2.352
a hot 88 0.703 1.055 2.461 0.13 0.07 0.16

98 0.684 1.075 2.443
112 0.784 1.120 2.464

u boot 88 0.264 0.879 2.198 0.065 0.11 0.14
98 0.293 0.879 2.247

112 0.336 0.896 2.240
U foot 88 0.440 1.055 2.198 0.08 0.10 0.08

98 0.489 0.977 2.247
112 0.448 1.008 2.240

| baud 88 0.527 0.879 2.373 0.09 0.10 0.08
98 0.586 0.879 2.443

112 0.560 0.896 2.464
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of roundoff error. The stimuli were synthesized with a Klatt
synthesizer~Klatt, 1980! at a sampling rate of 50 kHz. The
synthesizer was implemented in the ACSL simulation lan-
guage and used both cascaded and parallel resonators to
model the vocal tract transfer function. The stimuli were fil-
tered with a transfer function equal to the human external ear
transfer function~Wiener and Ross, 1946!; the net effect was
that the stimuli have roughly the same spectral shape at the
cat eardrum that they would have at a human eardrum. The
entire syllable lasted 409.6 ms while the steady-state vowel
portion was 204.8 ms, when played at the synthesis sampling
rate of 50 kHz. In the text and the figures, vowels are iden-
tified by their symbol and their approximate fundamental
frequency, e.g., as /I/~88 Hz!.

The 33 stimuli were saved on disk and presented singly
or in pairs through two D/A converters. When two stimuli
were presented simultaneously, the analog signals were at-
tenuated individually and then added together at the input of
a second attenuator. Figure 1 shows an example of two
stimuli and their sum. The left column shows the time-
domain stimuli and the right column shows an expanded
portion of the spectra of the vocalic part of the syllables,
centered on the second and third formant regions. The line at
the top of the left part of Fig. 1A marks the periodic vocalic
portion of the stimulus. Figure 1A show the stimulus /bIb/
and Fig. 1B shows /b,b/, while Fig. 1C shows their sum. The
second and third formants of the two vowels are marked on
the spectrum plots. These two vowels might have been cho-
sen for a unit with a BF near 1.8 kHz, between the second
formants of the two vowels. The stimulus situation shown in
Fig. 1 is typical for our data, because most units studied had
BFs near the second or third formants.

C. Protocol

Single units were isolated using broadband noise as a
search stimulus. Once a unit was isolated, its tuning curve
~TC! was measured using an automated program and the best
frequency~BF! was determined. Two types of measurements
were taken to allow classification of unit type:~1! rate-level
functions for noise and for BF tones were determined by
presenting stimuli in 1-dB steps~one repetition of each! over
a 100-dB range; and~2! PST histograms~0.1-ms bins! were
computed from responses to 50-ms BF tones at 20, and 30
dB re: threshold. Units were classified according to first-
spike latency and PST histogram shape as chopper, primary-
like ~pri!, or primarylike-with-notch~pri-N! using standard
criteria ~Bourk, 1976; Younget al., 1988; Blackburn and Sa-
chs, 1989!. Choppers were further subdivided into chop-S
and chop-T categories based on regularity of discharge
~Young et al., 1988; Blackburn and Sachs, 1989!. Onset
units, which are the remaining major response class in VCN,
were not studied. In the text below, the term ‘‘primarylike’’
will be used to refer to the pri and pri-N subtypes collec-
tively. For the details of these classification methods, the
summary in Blackburn and Sachs~1989! should be con-
sulted.

After a unit was isolated and characterized, two syllables
were selected from the list in Table I such that one vowel had
a formant~usually the second! just above the unit’s BF and
the other vowel had a formant just below the unit’s BF. The
two syllables also had differentF0’s. In order to determine
suitable levels at which to present the stimuli, rate-level
functions for each syllable by itself were measured and the
unit’s thresholds for each syllable were determined. The
double-syllable stimuli were then presented with both syl-
lables at 20 dB above threshold and, time allowing, repeated
at 30 dB above threshold. These levels ensured that the vow-
els were presented within the dynamic range of the unit.
Each stimulus was presented 100 times at a 1-s interval.
Stimulus presentations were repeated with the spectra of the
stimuli shifted along the log-frequency axis~see next sec-
tion! by various amounts. The shifts were chosen to place
one vowel’s formant at the unit’s BF, then the other vowel’s
formant at BF, then to place the unit’s BF approximately
halfway between the formants. If time permitted, other shifts
were also used, so that data were available with the unit’s BF
at several different locations with respect to the formants of
the two stimuli.

D. Frequency shifting of stimuli

Shifting the stimulus spectrum was done by changing
the sampling rates of the D/A converters. The two D/A con-
verters, one for each vowel, had the same sampling rate, so
increasing~or decreasing! the D/A sampling rate had the
effect of shifting the stimulus spectrum up~or down! on a
log frequency scale, without changing the ratios of the for-
mants of the two stimuli. The shift is illustrated in Fig. 2A–C
which shows the spectrum of a vowel when played back at
twice the synthesis rate~A!, at the synthesis rate~B, 50 kHz!,
and at half the synthesis rate~C!. A unit’s tuning curve is
plotted on the same frequency axis to illustrate the changing

FIG. 1. Time-domain waveforms~left! and a portion of the spectra~right! of
two syllables and their sum. The line at the top of the time-domain plot in
~A! shows the portion of the stimulus where the formants are constant at
their vocalic values. Note that the spectra are shown over a limited range of
frequencies near the second and third formants~F2 andF3!. ~A! The syl-
lable /b(b/ with F0 88 Hz. ~B! The syllable /b,b/ with F0 112 Hz.~C! The
sum of the two stimuli in~A! and ~B!.
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relationship between the unit’s BF and the features of the
stimulus. Note that changes in playback rate also change
stimulus duration.

The plots in Fig. 2A–C shows the stimulus and the tun-
ing curve on the true frequency axis. For the analysis of the
data, we consider the frequency axis as it is shown in Fig.
2D–F, in which the stimulus spectrum remains constant and
the unit’s BF changes. To assist in describing this method of
presenting the data we introduce two new terms. The fre-
quency axis of Fig. 2D–F is called thebase-rate frequency,
since the stimulus components stay at the same frequencies
as if the stimulus were played back at the original synthesis
sampling rate~50 kHz!. The base-rate frequency of a particu-
lar feature of the stimulus~e.g., a formant! is independent of
the actual playback rate and is related to the actual frequency
of the feature as

Actual frequency

5
Playback sampling rate

Synthesis sampling rate
•Base-rate frequency. ~1!

The effective BFis the BF of the unit when the spectrum is
plotted in terms of base-rate frequency, i.e.,

Effective BF5
Synthesis sampling rate

Playback sampling rate
•Actual BF. ~2!

The advantage of plotting our results in terms of base-rate
frequency and effective BF is that stimulus features, includ-

ing F0’s and formants, remain fixed, while their relationship
to the tuning curve of the unit varies.

Comparison of the two columns of Fig. 2 shows that the
two ways of looking at frequency preserve the relationship
between the tuning curve and stimulus spectrum, on a log-
frequency axis. As the stimulus spectrum is shifted, the re-
sponses of a unit provide an approximation of the responses
to one stimulus from units with different BFs, to the extent
that the log-frequency scale approximates the layout of fre-
quencies in the cochlea. The approximation is inexact for
three reasons: first, the log-frequency approximation breaks
down at low frequencies~below about 1–2 kHz in cat, Kei-
thley and Schreiber, 1987!. Second, tuning curves do not
show a constant bandwidth/BF ratio across BF~Liberman,
1984!. Third; there are changes with BF in such properties as
two-tone suppression~Prijs, 1989! and strength of phase
locking ~Johnson, 1980; Bourk, 1976!. In this paper, we use
the frequency-shift approximation over relatively narrow fre-
quency ranges, so these effects should not invalidate the re-
sults.

As described above, playback sampling rates were se-
lected so that the effective BF would:~1! fall between the
frequencyFV1 of a formant of one vowel and the frequency
FV2 of a formant of the second vowel~e.g., the second for-
mants of the stimuli in Fig. 1, for a 1.8-kHz unit!; ~2! fall on
FV1 ; ~3! fall on FV2 ; ~4! fall on the geometric mean of cases
1 and 2;~5! fall on the geometric mean of cases 1 and 3.
Usually the vowels were chosen so that case 1 occurred
when the playback rate equaled the synthesis rate. In later
studies the strategy was expanded to move the effective BF
beyond the formants and add additional points between the
formants.

E. Response measures

For each set of responses to 100 repetitions of a stimu-
lus, the following response measures were computed:

~1! Average discharge rate during the vowel portion of the
stimulus was computed. Spikes for the rate calculation
were taken from a 102.4-ms window beginning 112.64
ms into the stimulus. These times apply when the play-
back sampling rate equaled the synthesis sampling rate
and were adjusted for the change in stimulus duration
when the playback sampling rate was changed.

~2! A post-stimulus-time histogram~PSTH! of 4096 bins
was generated using a binwidth BW of 50ms ~at the
playback sampling rate!; BW varied inversely with play-
back sampling rate so that the stimulus occupied a con-
stant fraction of the PSTH abscissa.

~3! The discrete Fourier transform~DFT! of the PSTH was
computed after a 204.8-ms wide Kaiser window was ap-
plied to the steady-state vowel portion, beginning 61.44
ms into the stimulus~again, these numbers were adjusted
for the playback sampling rate!; the DFT values were
converted to synchronization index by dividing each bin
in the DFT by the zero-frequency bin~which is the mean
discharge rate if the PSTH is expressed in units of rate!.

FIG. 2. The relationship between a unit’s tuning curve (BF51.77 kHz) and
a single-vowel spectrum~/b(b/! at three playback sampling ratesFP : 100
kHz in ~A! and~D!; 50 kHz ~equal to the synthesis rate! in ~B! and~E!; and
25 kHz in ~C! and ~F!. In the left column, plots are shown on the true
frequency axis. In the right column, plots are shown on the base-rate fre-
quency axisbk , in which the tuning curves are shifted and the spectrum is
not; see text and Eq.~4!.
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That is, if p(n) is the PSTH,P(k) is the complex DFT
of the PSTH, andS(k) is the synchronization index, then

P~k!5 (
n50

N21

p~n!exp~2 j 2pkn/N!,

~3!

S~k!5
uP~k!u
uP~0!

,

whereN is the number of bins in the PSTH, andk and
n are discrete indices. PSTHs are plotted below in terms
of real time, equal toN•BW for the nth bin; the true
frequency of DFT componentP(k) is f k5k/(N•BW).
DFTs are plotted in terms of base-rate frequencybk

where

bk5 f k

50 000

FP
5

k

N•BW

50 000

FP
~4!

andFP is the playback sampling frequency in Hz.

II. RESULTS: TEMPORAL RESPONSES TO DOUBLE-
VOWEL STIMULI

A total of 64 data sets were obtained from 37 units. A
data set is a complete experiment consisting of responses to
one pair of syllables at five or more values ofFp . Some
units with stable isolation were tested with either different
vowels or different stimulus levels. Ten of these units~19
data sets! were discarded because they could not be classified
as primarylike or chopper or because of poor isolation, usu-
ally caused by large neurophonics~typical of low BF regions
of the CN!. Seven units~16 data sets! were chop–S, 9 units
~13 data sets! were chop-T, 4 units~4 data sets! were pri, and
7 units ~12 data sets! were pri-N. Most of these data were
obtained using the second~15 units, 25 data sets! or third ~10
units, 16 data sets! formants; data were obtained using the
first formant in 2 units~4 data sets!.

A. Chopper units

A typical example of the responses of a chop-T unit to
two vowels presented alone and concurrently is shown in
Fig. 3. The unit’s BF is 1.77 kHz and the vowels have sec-
ond formants above~/I/F252.022 kHz) and just below
(u,u F251.680 kHz) the BF. The first column plots the
PSTH for the steady-state vowel portion of the syllables and
the second and third columns plot the magnitude of the dis-
crete Fourier transform of the PSTH over two different fre-
quency ranges. The abscissae of the Fourier transforms are
scaled in terms of base-rate frequency so that whenFp

changes, vowel features remain at the same location. How-
ever, the effective BF, which is marked in the right column,
moves relative to the stimulus whenFP changes. The vow-
els’ formant frequencies are marked on the plots in the right
column; the dots in the center column indicate theF0’s of
the vowels.

The top row shows the response to the vowel /I/ with
F0588 Hz. As has been shown previously for choppers
~Blackburn and Sachs, 1989!, there is little or no synchro-
nized response to the second formant of the vowel, even
though it is near the unit’s BF~right column!. Instead, the

response is dominated by the fundamental and its harmonics
up to'1 kHz; this response is clear in the Fourier transform
in the center column. The bottom row shows the response to
the steady-state portion of the second vowel /,/ with F0

5112 Hz. Again, there is a strong synchronization toF0 and
a small synchronization near the second formant of /,/.

The second through sixth rows of Fig. 3 show responses
when both vowels are presented together. Running from the
second to the sixth row, the sampling rate,FP , is systemati-
cally increased from 41.2 kHz to 53.6 kHz. As can be seen
from the arrows in the right column, this moves the effective
BF from a position slightly above the second formant of /I/
~88 Hz! to a position slightly below the second formant of
/,/ ~112 Hz!. Notice that theF0 synchronization changes
from predominantly locked to base-rate 88 Hz to predomi-
nantly locked to base-rate 112 Hz as the sampling rate is
increased~center column!. This synchronization change oc-
curs as the power spectrum of the stimulus is shifted such
that the effective BF is moved from the second formant of /I/
toward the second formant of /,/.

B. Primarylike units

The responses of a pri-N unit are shown in Fig. 4, which
is organized in the same fashion as Fig. 3. The top row of
Fig. 4 shows the response to the steady-state vowel portion
of the first stimulus /i/~98 Hz!. Pri-N units differ from chop-
pers in that they phase lock well to frequencies up through
the second and third formant frequency range~Blackburn
and Sachs, 1990!; there is a cluster of frequency components
near the vowel’s second and third formants in the response
shown in the right column. However, there is also strong
synchronization toF0 at 98 Hz~center column! and its har-
monics. The bottom row shows the response to the steady-
state vowel portion of the second syllable, /#2/ ~112 Hz!.
Again strong synchronization can be seen at bothF0 and its
harmonics~center column! and centered around the third for-
mant ~right column!. The second through sixth rows show
responses to the vowel pairs asFP is increased from 50 to 64
kHz. This change inFP moves the unit’s effective BF from
near the third formant of /i/~98 Hz! to near the third formant
of /#2/ ~112 Hz!. Notice that theF0 synchronization changes
from predominantly locked to base-rate 98 Hz to predomi-
nantly locked to base-rate 112 Hz over this range ofFP .

The data in Figs. 3 and 4 are typical of the responses of
our population of chopper and primarylike units. Similar re-
sults were obtained for units over the range of BFs studied
~0.69–5.27 kHz!. These data show clearly the basic behavior
hypothesized for the periodicity-tagged spectral representa-
tion, which is that the temporal response pattern reflects the
fundamental frequency of the stimulus whose components
dominate near the BF of the unit. Surprisingly, similar be-
havior was observed in both chopper and primarylike units.
In the next section, we examine the second part of the hy-
potheses, that the rate response of a unit provide a monotonic
measure of the energy in the stimulus within the unit’s tun-
ing curve.
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FIG. 3. Responses of a chop-T unit (BF51.77 kHz) to single- and double-vowel stimuli; the vowels are identified in the legends in the left column, along with
FP . The top and bottom rows show responses to the two vowels in isolation and the second through sixth rows show responses to double-vowel stimuli with
various values ofFP . The first column plots the PSTH for the steady-state vowel portion only of the syllables~from 61.44 to 266.24 ms when the playback
sampling rate is equal to the synthesis sampling rate, Kaiser window not yet applied!, and the second and third columns plot the discrete Fourier transform
of the portion of the PSTH associated with the steady-state vowel~Kaiser window applied!. The abscissae of the Fourier transforms are plotted in terms of
base-rate frequency, explained in the text,bk in Eq. ~4!. Frequencies near the fundamental are shown in the center column and the full frequency range is
plotted in the right column. The horizontal bars in the left column show the portion of the response from which average rate was computed for the analysis
in Fig. 6. The dots in the center column mark the twoF0’s ~88 and 112 Hz! and the formant frequencies of the vowels are shown by the arrows in the right
column. Note that theF0’s and formant frequencies do not change as the sampling rate changes because the Fourier transforms are plotted in terms of
base-rate frequency. The BFs~top and bottom plot where base-rate frequency equals true frequency! and effective BFs are also shown in the right column.
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III. RESULTS: RATE RESPONSES

A. Analysis methods

In this section, we analyze the average discharge rates of
units for sequences of stimuli like those shown in Figs. 3 and

4. Rate will be compared with the stimulus energy near a
unit’s BF. To provide an estimate of the stimulus energy
‘‘seen’’ by a unit, the double vowel’s power spectrum was
filtered by the unit’s frequency tuning curve~TC!. This pro-

FIG. 4. Responses of a pri-N unit (BF53.03 kHz) to single- and double-vowel stimuli. Figure layout is the same as for Fig. 3.
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cess is illustrated in Fig. 5. The filter used was the inverted
tuning curve of the unit, with its peak value set to 0-dB gain.
Two measures of the output of the filter are described below.
These measures are arbitrarily chosen, but emphasize energy
near the BF of the unit because it is generally found that, in
the AN, the responses of units are either dominated by stimu-
lus components near their BFs or by the stimulus component
at the nearest formant peak~Young and Sachs, 1979; Sinex
and Geisler, 1983; Delgutte and Kiang, 1984a, b; Palmer
et al., 1986; Palmer, 1990!. The measures used are as fol-
lows:

~1! The total power in the filtered stimulus over the fre-
quency range where the TC gain is within 10 dB of its
maximum~solid line in Fig. 5!, calledP10 below.

~2! The power in the single largest component within the
10-dB bandwidth~after filtering!, calledPmax below.

This procedure was applied to both single-vowel and double-
vowel stimuli and was repeated for each sampling rate,
yielding a differentP10 andPmax for each effective BF.

B. Rate responses of chopper units

Figure 6 shows a comparison of average discharge rate
and stimulus power near a unit’s BF as measured byPmax.
Each column shows data from a different chopper unit; the
data in the left column are from the same unit as in Fig. 3.
Figure 6A–C shows the spectrum of a double-vowel stimu-
lus, plotted against base-rate frequency, with a superimposed
plot of Pmax versus effective BF for theFP’s used for that
unit. As expected, there is a general correspondence between
the envelope of the stimulus spectrum andPmax. A similar
correspondence is seen whenP10 is plotted~not shown!. Fig-
ure 6D–F shows the unit’s average discharge rates in re-
sponse to the same stimuli over the same range ofFP’s,
plotted against effective BF. Notice the qualitative similari-
ties between the rate measurements~bottom row! and the
Pmax values~top row!. In order to quantify this similarity,
correlation coefficients were calculated between the average
rate data and bothPmax andP10 plots. The correlation coef-
ficients were translated to Fisher-z scores, and an average
z-score, weighted by the different number of measurements
for each unit, was computed across all data sets for each unit

type. Finally, the averagez-score was then converted back to
a correlation coefficient. The resulting average correlation
coefficients for chop-S and chop-T units are 0.86 and 0.62
respectively, forPmax and 0.88 and 0.78 forP10. All values
are significantly different from zero~with a z-test for
z-score,p,0.05 for all cases!. This analysis verifies the sec-
ond part of our hypothesis, by showing that chopper units
encode the average energy in the stimulus near their BFs.

C. Synchronization of chopper units to F0

Figure 7 shows an analysis of chopper units’ synchroni-
zation to theF0’s of the vowel stimuli. Data are shown for
the same three units as in Fig. 6. Figure 7D–F shows the
synchronization indices of the units’ responses at the three
F0’s, plotted against effective BF. In each case, theFP’s
carry the effective BF of the unit from a point near one
vowel’s formant to a point near the other vowel’s formant, as
in Figs. 3 and 4. Note that one of the threeF0’s in each case
was not physically present in the signal and shows near-zero
synchronization; the thirdF0 is plotted as an indication of
the noise level of the analysis. These data show the same
trend as in Figs. 3 and 4: There is a transition from domi-
nance of the units’ temporal responses by one vowel to
dominance by the other as the effective BF moves from one
formant to the other. We define thesynchronization crossing
point as the point at which the synchronizations to the two
F0’s are equal~arrows!.

A reasonable prediction of the synchronization crossing
points is provided by the tuning-curve analysis shown in Fig.
7A–C. For this analysis, the two vowels making up the
double-vowel stimulus were filtered separately~i.e., as single

FIG. 5. The filtering scheme used to derive measures of the stimulus energy
near a unit’s BF. The stimulus power spectrum is shown at left and the
unit’s inverted tuning curve is shown in the middle. The solid-line portion of
the tuning curve shows gains within 10 dB of the peak; the dashed portion
of the tuning curve, where gains are smaller, was set to 0 gain and ignored
during the filtering. The filtered stimulus is shown at right. Note that the
ordinate scale is arbitrary. Two measures of stimulus energy,P10 and
Pmax, were derived from the filtered output, as described in the text.

FIG. 6. Comparison ofPmax ~top row! and average discharge rate~bottom
row! for three chopper units.~A! Spectrum of the double vowel stimulus
/b(b/ (F0588 Hz) and /,b/ (F05112 Hz) plotted against base-rate fre-
quency. The superimposed line with filled circles showsPmax computed
from this double-vowel stimulus and the TC of a chop-T unit~same unit as
Fig. 3! for 5 values ofFP . Pmax is plotted against effective BF.~B! Same as
~A! for a chop-S unit and the double-vowel /b)b/ (F05100 Hz) and /bL2b/
(F0588 Hz). ~C! Same as~A! for another chop-S unit and the double-
vowel /b(b/ (F0588 Hz) and /bib/ (F05112 Hz). ~D!–~F! Average dis-
charge rates of the three units in response to the double vowel stimuli,
plotted against effective BF. ThePmax plots in ~A!, ~B!, and~C! were cal-
culated for the sameFP’s as the average rate plots in~D!, ~E!, and~F!.
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vowels! through the unit’s tuning curve to computePmax and
P10 for the playback sampling rates used for the data in Fig.
7D–F. Similar results were obtained forPmax and P10 and
results are shown in Fig. 7A–C forPmax only. Note the
qualitative similarity of thePmax calculations~Fig. 7A–C!
and the synchronization data~Fig. 7D–F!. Thepower cross-
ing is defined as the point at which thePmax’s of the two
vowels are equal~arrows!. On either side of the power cross-
ing one of the vowels has greater power than the other and
should dominate both the double vowel spectrum and the
unit’s response at that effective BF. In agreement with this
expectation, there is a good correspondence between the
power and synchronization crossing frequencies.

The histogram in Fig. 8 shows the distribution of the
difference in frequency between synchronization and power
crossings for all the chopper data sets. Similar results were
obtained for thePmax andP10 measures. The differences for
both chop-S and chop-T units are centered around zero,

showing that the point at which the synchronization indices
cross was reasonably predicted by the power crossings. The
average difference was 0.0 Hz~s.d. 40.0 Hz! for chop-S units
~10 data sets! and 28.9 Hz ~s.d. 24.7 Hz! for chop-T units
~10 data sets!. Four data sets from one chop-S unit and 1 data
set from a chop-T unit had power crossings but no synchro-
nization crossings. These are not included in the average
differences given above but are shown on the histogram after
the axis break. Two chop-S and two chop-T data sets had
neither power nor synchronization crossings. The results
shown in Figs. 7 and 8 quantify the qualitative conclusions
drawn from Fig. 3.

D. Separation of double vowels in chopper units

In order to evaluate whether VCN units provide the nec-
essary information to allow segregation of multiple sound
sources, we investigated the hypothesis that the relative syn-
chronization to the twoF0’s of a double vowel can be used
to apportion the unit’s discharge rate between the two vow-
els, and therefore segregate them. We define an estimate
RV1 of the portion of the total discharge rateRtotal of a unit
that should be assigned to one vowel of a double-vowel pair:

RV15Rtotal

S~F0 V1!

S~F0 V1!1S~F0 V2!
, ~5!

whereS(F0 V1) andS(F0 V2) are the synchronization indices
of the unit’s response to the two vowels’F0’s. The portion of
the rate assigned to vowel 2 (RV2) is computed similarly.
Note that the same results would be obtained if synchronized
rates, i.e.,P(F0 Vi) in Eq. ~3!, were substituted for synchro-
nizationS(F0 Vi) in Eq. ~5!.

If the segregated ratesRV1 and RV2 are similar to the
unit’s discharge rates in response to the vowelsV1 andV2
presented singly, then we have shown that there exists an
algorithm which can reconstruct the individual constituents

FIG. 7. Analysis of synchronization for three chopper units~same units and
same double-vowel stimuli as in Fig. 6!. Each column shows data from one
unit. ~A!, ~B!, and ~C! Pmax, computed separately from the single vowels
making up the double-vowel stimulus, plotted versus effective BF. Symbols
correspond to different vowels, identifiable by theirF0’s, given in the leg-
end; vowels are listed in the caption of Fig. 6. Arrows point to power
crossings, where thePmax for each unit’s TC has the same value for both
components of the double vowel.~D!, ~E!, and~F! Synchronization indices
at the three possibleF0’s, computed from the responses of these units to
double vowels over a range ofFP’s. In each case, only two of the three
F0’s are actually present in the stimulus, so that the power at the third
frequency is noise.~G!, ~H!, and ~I! Segregated rates for the two vowels
making up the double-vowel, computed using Eq.~5! from the average rates
in Fig. 6D–F. These are plotted on a logarithmic ordinate to make the
scaling comparable to the dB scale forPmax in A–C.

FIG. 8. Histogram showing the distribution of the difference between the
effective BFs of the synchronization crossings~e.g., Fig. 7D! and power
crossings~e.g., Fig. 7A!. Data are shown for all chop-S~5 units, 14 data
sets! and chop-T~8 units, 11 data sets! units that had a power crossing. Bins
beyond the axis break show data sets with a power crossing but no synchro-
nization crossing. Four data with neither power nor synchronization cross-
ings are not shown.
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of the double-vowel stimulus. Unfortunately, we did not take
data on the responses to single vowels atFP’s other than the
synthesis rate; thus theRVi must be compared with an indi-
rect measure. A convenient measure isPmax as plotted in Fig.
7A–C. Note that theRVi and Pmax have different units, so
only a qualitative comparison is possible.

Figure 7 G–I shows plots of the segregated ratesRV1

andRV2 for the three example units. These figures should be
compared with Fig. 7A–C which shows the corresponding
Pmax values. TheRVi are plotted on a logarithmic ordinate in
Fig. 7G–I to provide similar scaling as for thePmax data in
Fig. 7A–C. The important observations from this compari-
son are as follows: First, the crossings observed in the
Pmax plots are preserved in the segregated rate data. In fact
the frequencies of the crossing points in the segregated rate
data are virtually identical to the frequencies of the synchro-
nization crossings, because of the way the segregated rates
are computed @Eq. ~5!#. Thus the correspondence of
segregated-rate crossings and power crossings follows from
the correspondence of the power and synchronization cross-
ings. Second, the general shape of the segregated rate plots
matches that of the TC-filtered power plots. Third, the for-
mant peaks of the individual vowels can, in most cases, be
mapped to the peaks of the segregated rate measure. This
correspondence can be seen by comparing the effective BFs
of the peaks in Fig. 7A–C, which corresponds almost exactly
with the formant frequencies, to the peaks in the segregated
rates in Fig. 7G–I. The correspondence of peaks is not as
close when synchronization index plots~Fig. 7D–F! are
used.

E. Primarylike units

Figures 9–11 show the same analyses as Figs. 6–8 for
pri and pri-N units. Figure 9 comparesPmax with average
discharge rate for two primarylike units. The filtered stimu-

FIG. 9. Same analyses as in Fig. 6 for two primarylike units.~A! Pmax from
the output of the TC filtering is shown overlaid on the spectrum of the
double-vowel /bib/ (F0598 Hz) and /bL2b/ (F05112 Hz) for a pri-N unit,
BF53.03 kHz ~same unit as in Fig. 4!. ~B! Same for a pri unit,
BF50.9 kHz, with the double-vowel /bÅb/ (F0598 Hz) and /b/b/ (F0
5112 Hz). Pmax is plotted vs effective BF and the spectra are plotted vs
base-rate frequency.~C!, ~D! Average discharge rate as a function of effec-
tive BF for the same units and stimuli.

FIG. 10. Same analyses as in Fig. 7 for primarylike units; same units as in
Fig. 9.

FIG. 11. Histogram of the difference between synchronization and power
crossings for all primarylike units~11 data sets from 7 units!. Bars beyond
the break in the abscissa show cases with power crossing but no synchroni-
zation crossing. Five data sets with neither power nor synchronization cross-
ings are not shown.
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lus and the rate measure for the unit in Fig. 9B and 9D are
similar, in that they share a dip at 1 kHz, however, the curves
are rather different for the unit in Fig. 9A and 9C. The cor-
relation analysis described above for choppers was applied to
the primarylike data and yielded average correlation coeffi-
cients between the filtered stimulus and the rate measure of
0.35 forPmax and 0.41 forP10 ~pri and pri-N were combined
for this analysis!. While these scores are lower than those
found for the chopper units they are still statistically distinct
from zero ~p,0.05, z-test for z-score for all cases!. Thus,
the pri and pri-N units are also able to encode information
regarding the overall double-vowel stimulus envelope.

Figure 10A–B shows thePmax values for the two prima-
rylike units for the two vowels separately and Fig. 10C–D
shows the synchronization to the fundamental frequencies of
the vowels. Power and synchronization crossings are seen in
both units and appear to correspond well in these two ex-
amples. Figure 11 shows a histogram of the differences in
effective BF between the synchronization and power cross-
ings for all primarylike units; the average difference is
2156 Hz ~s.d. 99 Hz; 8 data sets from both pri and pri-N
units! showing a bias towards lower frequency in the syn-
chronization crossing compared to the power crossing. Not
included in the average are three data sets which had power
crossings but no synchronization crossings; these are shown
in the histogram beyond the axis break. Five additional pri-
marylike unit data sets had neither a synchronization nor a
power crossing. Thus theF0 synchronization of primarylike
units contains information regarding the power crossings but
that information is not as accurate as in the chopper units.

The segregated rates for these units and stimuli are
shown in Fig. 10E–F. The general appearance of these two
examples is similar to that of the choppers in Fig. 7. How-
ever, from the synchronization data summarized above, and
from the similarity in crossing points in synchronization and
segregated-rate data, we expect that primarylike units will
not provide as good information for source segregation as
chopper units.

IV. DISCUSSION

A. Periodicity-tagged spectral representation in
choppers and primarylike units

The results reported above are consistent with the idea
that VCN chopper units, and to a lesser extent primarylike
units, provide a representation of multiple-source speech
stimuli in which the stimulus spectrum is encoded in dis-
charge rate and the fundamental frequency of the source is
encoded in the temporal patterns of discharge of the units.
The representation is clearest in the case of chopper units
with BFs above 500–700 Hz, where the temporal response
patterns reflect only phase locking at theF0’s. That is, these
choppers do not provide a temporal representation of second
and third formants, but they do provide a rate representation
of the stimulus spectrum and a temporal representation of
F0 , as required for the periodicity-tagged representation.
Our results extend Blackburn and Sachs’~1990! results for
single-vowel stimuli to the case of double-vowel stimuli;
consistent with their findings, we have shown that choppers

provide a good rate representation of these more complex
spectra, at least over the narrow range of stimulus levels
examined here.

At BFs below 500–700 Hz, the idea of a periodicity-
tagged spectral representation in choppers is more uncertain.
We did not successfully record from choppers at these low
BFs, but some inferences can be made about the responses of
low BF units from existing data. Based on the single-vowel
data~Blackburn and Sachs, 1990!, these neurons should give
a good rate representation of the stimulus spectrum and their
temporal responses should be phase locked to bothF0 and to
harmonics near the first formant. Thus, the simple
periodicity-tagged representation seen in high BF choppers
should be complicated, in low BF choppers, by phase lock-
ing to stimulus components near the first formants of a
double vowel. In fact, the responses of low BF choppers
should resemble those of primarylike neurons with BFs near
the second and third formants~discussed below!, by showing
a mixed phase locking toF0 and to harmonics near the for-
mants. However, even with the more complex phase locking,
there should be a substantial component of response atF0

~e.g., Fig. 10A and 10B of Blackburn and Sachs, 1990! and it
should be possible to derive the same kind of information
from low BF choppers as from high BF choppers, albeit with
a more complex algorithm. However, the important question
of what information neural periodicity can provide about
vowel identity in the lower half of the first-formant fre-
quency region remains to be determined.

Primarylike units provide both a rate and a temporal
representation of the formant frequencies of a single vowel
~Palmeret al., 1986; Blackburn and Sachs, 1990; Winter and
Palmer, 1990b!. Although it has not been demonstrated ex-
perimentally, it seems plausible from the single-vowel data
that primarylike units provide as good a temporal represen-
tation of double-vowel stimuli as is observed in the AN
~Palmer, 1990!. Thus the nature of the representation of
double vowels in the population of primarylike units is more
complex than in the choppers. At minimum, the primarylike
temporal representation contains information about bothF0

and the formants. The complexity of primarylike phase lock-
ing may explain in part why the quality of the periodicity-
tagged spectral representation is weaker in primarylike units,
compared to choppers~e.g., Fig. 11!. In addition, primarylike
units generally provide a weaker rate representation of stimu-
lus spectrum than do choppers~Blackburn and Sachs, 1990!.

Because primarylike units provide a robust temporal
representation of vowel spectra, the quality of the primary-
like periodicity-tagged representation is expected to be better
if evaluated in temporal rather than in rate measures. Al-
though temporal representations of the double-vowel spectra
were not evaluated in this paper, examination of Fig. 4
shows clearly the behavior expected of such a temporal rep-
resentation; from the second to the sixth rows in this figure,
the units’ phase locking goes from being centered on the
third formant of the /i/~98 Hz!, when effective BF is near the
/i/’s third formant, to being centered on the third formant of
the /#2/ ~112 Hz!, when effective BF is near the /#2/’s third
formant. Use of the temporal information in primarylike
units would, of course, require the brain to segregate phase
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locking to F0 from phase locking to the formants.
A related issue, in the case of primarylike units, is that

synchronization to frequencyF0 is an incomplete measure of
the degree of response modulation at frequencyF0 , for units
that phase lock strongly at higher frequencies. In such units,
envelope modulation atF0 can result from a component at
F0 itself or from any group of unresolved harmonics of
F0 , such as the ones centered on the unit’s BF~e.g., Fig. 4,
right column; Wang and Sachs, 1993; Miller and Sachs,
1984!. Indeed, it is theoretically possible to have substantial
modulation of a neuron’s discharge rate at frequencyF0 with
essentially no synchronization at frequencyF0 . Thus it is
possible that we obtained poorer results in primarylike than
in chopper units because we used an inappropriate measure
for estimating the degree of response modulation byF0 in
primarylike units. That this is not the case is suggested by
two facts:~1! Wang and Sachs~1993! showed, for AN fibers,
that an estimator of envelope modulation which includes all
sources of modulation usually varies monotonically with
synchronization atF0 . Thus even though Wang and Sachs’
measure of envelope modulation has properties which make
it preferable toF0 synchronization, it is unlikely to give
different answers for the analyses done here, as long as sig-
nificant synchronization toF0 is observed.~2! In the prima-
rylike units in our data sample, significant synchronization to
F0 was observed~Figs. 4 and 7!, which is somewhat differ-
ent from the result in the AN. Presumably, theF0 synchro-
nization in primarylike units results from nonlinearities in
synaptic processing which generateF0 components as differ-
ence tones of unresolved harmonics in the AN input. In any
case, it was necessary to useF0 synchronization as a mea-
sure of response modulation atF0 in this paper, because with
a double-vowel stimulus with more than oneF0 modulation,
it is not possible to use methods like that of Wang and Sachs
~1993!.

B. Periodicity-tagged spectral representation as a
basis for source segregation

The representation described here seems to contain suf-
ficient information to support segregation of the components
of a double vowel on the basis of differences inF0 . F0 as a
cue for segregating the energy in a double vowel is strongly
suggested by the body of perceptual evidence~e.g., Assmann
and Summerfield, 1990, 1994; Culling and Darwin, 1993,
1994!. We have provided a simple scheme for carrying out
the segregation@Eq. ~5!#. Although this scheme is an artifi-
cial construct, it does demonstrate the possibilities inherent
in this representation.

The representation we have demonstrated is similar in
concept to the first stage of many of the models of double-
vowel segregation~Parsons, 1976; Assmann and Summer-
field, 1990; Meddis and Hewitt, 1992!, in which an excita-
tion pattern is computed and theF0’s of the vowels present
in the stimulus are estimated. In the second stage of the
models, theF0’s are used to guide samplings of the excita-
tion pattern in order to segregate the energy in the two vow-
els, so that a template-matching process can identify them. In
our case, theF0 is represented in an encoded form and it is
interesting to speculate on how theF0 information could be

used in a neural second stage. There are two possibilities:~1!
The F0 could be detected by neurons which only respond to
certain temporal patterns in their inputs. If a range of tempo-
ral sensitivities were available, then the two vowels of the
stimulus would end up in different places along anF0 map.
At that point, theF0 would have been converted from a
temporal to a place representation. Evidence for the exis-
tence of such a map of fundamental frequency has been pro-
vided in the inferior colliculus where units have sensitivities
to F0 that vary from 10 to 1000 Hz.~Schreiner and Langner,
1988!. ~2! The F0 could be maintained as the marker of the
response so that the energy in one of the two vowels would
be distributed across an array of central neurons, tagged by
its F0 . In this model, the components making up a vowel
would be associated together centrally by their common tem-
poral patterns. Although this sort of distributed representa-
tion is attractive from the standpoint of not requiring special
mechanisms and maps at higher levels, the evidence argues
against it, in that neurons in the auditory cortex do not en-
code periodicity in their temporal response patterns at fre-
quencies above 10–20 Hz~reviewed by Langner, 1992!.
Thus the second representation would still have to be con-
verted to a place representation at a subcortical level.

C. Effects of stimulus level

Because the time required to obtain one of the data sets
used here approaches the limited time over which contact
with a unit can be maintained, we did not explore a broad
range of stimulus levels. The stimulus levels chosen in these
experiments are, in a sense, optimal, in that they were chosen
to avoid saturation. However, in the case of chopper units,
Blackburn and Sachs~1990! showed that saturation of the
rate-level function for BF tones does not imply saturation of
the units’ responses to broadband stimuli. Presumably chop-
pers avoid saturation by some sort of inhibitory process; this
could include lateral inhibition for enhancing stimulus con-
trast, but there are other possibilities. Lai and colleagues
~1994a, b! have developed a model of CN choppers that
shows saturating rate functions for BF tones but still allows
the units to have a wide dynamic range for stimuli such as
speech; the model is based on the idea~Winslow et al.,
1987! that shunting inhibition in the dendritic tree can be
used to switch a stellate neuron’s inputs from high-
spontaneous rate AN fibers to low-spontaneous rate fibers.
The switch is arranged so that high-spontaneous rate fibers
dominate at low sound levels and low-spontaneous rate fi-
bers take over at high levels. Such a switch of inputs pro-
vides a simple explanation of the robustness of the rate re-
sponses of CN chopper units to single-vowel stimuli
~Blackburn and Sachs, 1990!; evidence for such a mecha-
nism is provided by the fact that chopper rate responses to
speech superimpose nicely on high-spontaneous rate AN fi-
bers’ rate responses at low sound levels and on low-
spontaneous rate fibers’ responses at high sound levels. In
our case, we found no evidence for a degeneration of the
periodicity-tagged representation with sound level, in that
there was no difference in the representation at 30 versus 20
dB re: threshold, but conclusions about the robustness of the
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periodicity-tagged spectral representation must await data on
the effects of stimulus level over a wider range.

The stimulus levels we used are optimal in the additional
sense that the responses of a unit to the two components of a
double-syllable were approximately equal, when the compo-
nents were presented separately at the base playback rate.
This matching made it likely that each vowel’s harmonics
dominated the double vowel’s spectrum over some fre-
quency range near its formants. As one of the two syllables is
made more intense than the other, a point is reached where
the harmonics of the weaker syllable never dominate within
the unit’s tuning curve. In this case, the responses of the unit
should never be dominated by the weaker vowel. The weak-
vowel/strong-vowel situation occurred in our data in those
cases where neither power nor synchrony crossings were ob-
served~four chopper units and five primarylike units; see the
discussion of Figs. 8 and 11!. When one vowel is sufficiently
weak compared to the other, chopper units along the whole
tonotopic axis would have temporal responses~and rate re-
sponses! which reflect mainly the stronger vowel. Any rep-
resentation of the weaker vowel that remained might be ex-
tracted by the rate segregation scheme of Eq.~5!, but it is is
not clear how good a representation of the spectrum of the
weaker vowel could be derived. A good test of the
periodicity-tagged representation would be to compare its
performance as the relative level of the two components of a
syllable varied with the perceptual masking of the weaker
syllable by the stronger.

D. Phase locking to F0 in cochlear nucleus

The periodicity-tagged spectral representation we pro-
pose depends on a CN unit phase locking to the fundamental
frequency of the vowel whose formant dominates in the tun-
ing curve of the unit; what this means is that the unit should
phase lock to theF0 of a vowel when the unit’s BF is near
one of the vowel’s formant peaks. The source of this phase
locking requires some comment, based on the properties of
AN fibers. AN fibers whose BFs are near formant peaks tend
to phase lock strongly to the formant component~for syn-
thetic vowels with formants corresponding exactly to a har-
monic, as used here!. As stimulus level increases, phase
locking to the formant dominates the response, and phase
locking to other frequency components, includingF0 , is
suppressed~Young and Sachs, 1979; Miller and Sachs, 1984;
Delgutte and Kiang, 1984a; Geisler and Silkes, 1991; Wang
and Sachs, 1993!; accompanying this suppression is a loss of
modulation of the unit’s response at frequencyF0 . The same
suppression of synchronization toF0 is observed in re-
sponses to double vowels~Palmer, 1990!. These data suggest
that the rate modulation at frequencyF0 in the input to a CN
neuron should be weak, when the CN neuron’s BF is near a
formant. Thus some amplification of theF0 response appears
to be necessary in CN units.

In fact, a number of studies have shown that there is an
amplification of the representation of the temporal envelope
of the stimulus in going from AN to CN neurons~Frisina
et al., 1990a; Kim et al., 1990; Wang and Sachs, 1994;
Rhode and Greenberg, 1994!. Onset neurons generally show

the largest effect, followed by choppers and pri-N units, with
pri units having essentially no amplification. Several mecha-
nisms for the amplification have been discussed in both
single-unit and modeling studies~Frisinaet al., 1990b; Wang
and Sachs, 1994, 1995!. Wang and Sachs~1995! analyzed a
model of chopper units; the phase locking properties of this
model are determined by dendritic low-pass filtering, which
prevents the unit from phase locking to stimulus components
above a few hundred Hz and thereby isolates theF0 compo-
nent in the response. Wang and Sachs showed that amplifi-
cation of theF0 component could occur by convergence of
subthreshold inputs, by convergence of inputs over a range
of BFs, and by adjustment of the threshold of the model
unit’s dynamic range with inhibition. Similar studies have
not been done on pri-N or onset units.

Regardless of mechanism, the existence of enhanced
temporal envelope sensitivity in the cochlear nucleus sug-
gests a role for time-domain analysis in acoustic signal pro-
cessing. Our data suggest that one aspect of this role could
be as an initial stage of processing forF0-based segregation
of simultaneous speech streams.

V. SUMMARY AND CONCLUSIONS

When two steady-state vowels are concurrently pre-
sented, chopper units of the VCN alter their average dis-
charge rates in accordance with the spectral power of the
total stimulus within the units’ tuning curves. A chopper’s
responses are synchronized to either or both of the vowels’
fundamental frequencies, depending on the relative strengths
of the vowels in the unit’s tuning curve. The relative strength
of synchronization can be used to segregate the rate response
of a unit between two vowels in a demonstration that chop-
per units carry the information necessary for the segregation
of competing auditory streams. Similar results were obtained
for primarylike units, although the effects were less pro-
nounced than for chopper units.
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Cognitive Brain Research Unit, Department of Psychology, University of Helsinki, P.O. Box 13,
FIN-00014 University of Helsinki, Finland

~Received 19 November 1996; revised 3 March 1997; accepted 20 April 1997!

Two auditory event-related potential components, the supratemporal N1 and the mismatch
negativity ~MMN !, index traces encoding the missing-fundamental pitch. The present results
suggest that these two codes derive from separate pitch extraction processes. Frequent 300-Hz and
infrequent 600-Hz missing-fundamental tones were presented, in some stimulus blocks with short
~150 ms!, in others, with long~500 ms! stimulus durations. MMN, reflecting a preattentive change
detection process, was elicited by infrequent missing-fundamental tones only in the long-duration
condition. Correspondingly, subjects were able to detect these high-pitch missing-fundamental tones
amongst similar low-pitch ones only when the stimulus duration was long. In addition, the MMN
response peaked ca. 120 ms later for missing-fundamental tones than for pure tones of the
fundamental frequency suggesting that missing-fundamental pitch resolving took substantially
longer than extracting the spectral pitch. In contrast, a differential N1 response to the
missing-fundamental pitch was found for both stimulus durations, with no substantial difference in
peak latency between the pure and missing-fundamental tones. The contrasting features found for
the two auditory cortical missing-fundamental pitch codes support the notion of two separate
missing-fundamental pitch resolving mechanisms. ©1997 Acoustical Society of America.
@S0001-4966~97!05208-9#

PACS numbers: 43.64.Ri, 43.66.Fe, 43.66.Hg@RDF#

INTRODUCTION

The perceived pitch of complex tones consisting of sev-
eral partials corresponds to that of the fundamental whether
or not the fundamental itself is present in the sound. The
utility of resolving the missing-fundamental pitch in natural
environments is stressed by the presence of this ability in
animals~e.g., Tomlinson and Schwarz, 1988! and by its early
appearance in the course of human ontogenesis~Clarkson
and Clifton, 1985!. The importance of the missing-
fundamental pitch phenomenon~Seebeck, 1841; for recent
reviews, see de Boer, 1976; Scharf and Houtsma, 1986! for
pitch perception theories lies in the fact that it demonstrates
that pitch analysis extends beyond the auditory periphery as
the pitch experience for complex tones does not fully corre-
spond to what could be expected on the basis of the periph-
eral distortion~Schoutenet al., 1962!. In addition, pitch rec-
ognition for missing-fundamental tones does not deteriorate
when harmonics are presented dichotically~Houtsma and
Goldstein, 1972!. Therefore recent pitch perception theories
suggest that central pattern-recognition processes extract the
fundamental frequency from the aurally resolved low-order
harmonics ~Goldstein, 1973; Wightman, 1973; Terhardt,
1974!.

Studies showing how pitch information is encoded in the

first stages of the afferent auditory pathway provided data for
determining the constraints of the subsequent processing of
the missing-fundamental pitch. However, signals measured
from 8th-nerve fibers~e.g., Horstet al., 1986!, single cells of
the cochlear nucleus~e.g., Evans, 1977!, or auditory evoked
brainstem potentials~Galbraith, 1994! are only indirectly re-
lated to the perceived pitch of missing-fundamental tones.
Cortically generated auditory event-related potentials~ERP!
may provide an important link between neural activity and
pitch perception.

ERP responses can be decomposed into contributions of
distinct generator processes, the ERP components, appearing
in their typical latency range and displaying the scalp distri-
bution characteristic to the underlying generator~Näätänen
and Picton, 1987!. Some of these components are associated
with perceptual processes. One piece of such evidence was
provided by Pantevet al. ~1989!, who found that the genera-
tor location of the magnetic counterpart of the auditory N1
potential ~N1m! elicited by complex missing-fundamental
tones corresponded to the auditory cortical source activated
by pure tones of the fundamental frequency. Pantevet al.
~1996! extended the previous results to dichotically pre-
sented missing-fundamental tones: the source location of the
N1m component elicited when odd and even harmonics of
the same fundamental frequency were presented to different
ears matched that of the N1m to a pure tone of the funda-
mental frequency.a!Electronic mail: winkler@cogpsyphy.hu
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The auditory N1 wave is a central negativity typically
peaking between 80 and 140 ms from stimulus onset~for a
review, see Na¨ätänen and Picton, 1987!. The N1m predomi-
nantly reflects the contribution of the auditory cortex to the
electric N1 wave. This N1 constituent was termed the su-
pratemporal N1 component~cf. Vaughan and Ritter, 1970;
for a detailed discussion of further N1 subcomponents, see
Näätänen and Picton, 1987!. The neural elements generating
the N1m are tonotopically organized in the primary auditory
cortex, that is, the stimulus frequency is encoded by the lo-
cation of the evoked neural activity~Elberling et al., 1982;
Romaniet al., 1982; Pantevet al., 1988!. Frequency~pitch!
traces are probably preserved by the supratemporal N1 neu-
rons in the form of refractoriness patterns demonstrated by
the frequency-specific decrease of the N1~N1m! amplitude
to sounds of similar frequency presented in short succession
~Hari et al., 1982; Näätänenet al., 1988; Sams and Salmelin,
1994!. This response decrement cannot be reversed by dis-
habituation procedures~Ritter et al., 1968; Barry et al.,
1992!. Therefore, Pantevet al.’s ~1989, 1996! results suggest
that a missing-fundamental pitch code is present in the neu-
ronal population generating the supratemporal N1 by ca. 80
ms from the stimulus onset~the time the N1m response re-
flecting the missing-fundamental pitch commences!.

However, there exists a large body of evidence showing
that the N1 response does not correspond to auditory percep-
tion ~for reviews, see Na¨ätänen and Picton, 1987; Na¨ätänen,
1992!. For example, in terms of the N1 wave, a 1000-Hz
tone amplitude modulated at 200 Hz is more similar to a
1000-Hz pure tone than a 200-Hz one~Butler, 1972!,
whereas the perceived pitch of this complex tone is approxi-
mately equal to that of a 200-Hz tone. In addition, the N1
amplitude does not correlate with pitch recognition~Para-
suramanet al., 1982!.

In a recent study, Winkleret al. ~1995! found that infre-
quent complex missing-fundamental tones of 600-Hz funda-
mental frequency presented amongst a set of similar tones
having 300 Hz as the missing fundamental elicited an
MMNm response, the magnetic counterpart of the mismatch
negativity ~MMN ! ERP component. The MMN is a fronto-
centrally negative potential evoked by infrequent changes
~deviant stimuli! in a sequence of a repetitive~standard! au-
ditory stimulus or stimulus feature~for recent reviews, see
Näätänen, 1992; Ritteret al., 1995!. Because the MMN is
not elicited by frequently presented stimuli or by a rare
stimulus per se in the absence of a frequent stimulus~Lou-
nasmaaet al., 1989; Näätänen et al., 1989!, it appears that
MMN reflects the deviation of the incoming stimulus from
the auditory sensory memory trace of the frequently pre-
sented stimulus or stimulus feature~Näätänen et al., 1978;
Näätänen, 1992; Cowan, 1995!. The accuracy of the sound
representations indexed by the MMN seems to correspond to
the perceptual resolution of auditory stimulus features~see
Näätänen and Alho, 1995; Krauset al., 1996!. MMN is elic-
ited even when subjects perform some task unrelated to the
auditory stimulation~like reading a book or performing some
visual task; e.g., Lyytinenet al., 1992!. Therefore the change
detection process reflected by MMN is probably preattentive.
Thus MMN provides accurate information about the under-

lying memory representations, which is free from task-
related distortions.

The composition and within-block probabilities of Win-
kler et al.’s ~1995! missing-fundamental tones was such that
each complex tone, as well as each harmonic frequency was
presented equiprobably in the stimulus blocks~the virtual
pitch conditions of the present experiments I and II use the
same design, see below!. This way, the occasional change
from 300- to 600-Hz virtual pitch was not accompanied by
similarly infrequent changes in spectral pitch. The MMN
elicited by the 600-Hz missing-fundamental tone with re-
spect to the 300-Hz ones demonstrated that the memory
traces involved in the process generating this component rep-
resented the virtual pitch of complex tones, not the spectral
pitch of their harmonic components. Infrequent deviations in
periodicity pitch, another typical way of separating spectral
and virtual pitch, also elicit an MMN~Lu et al., 1989!.

Winkler et al.’s ~1995! MMNm to virtual-pitch deviants
originated from the auditory cortex, in accordance with the
well-known auditory cortical location of the primary MMN
generator~Hari et al., 1984; Halgrenet al., 1995; for a re-
view, see Alho, 1995!. The peak latency of this pitch-
MMNm was, however, longer by ca. 120 ms~200–280 ms!
than the typical peak latency~100–140 ms! for comparable
changes in the spectral pitch of pure tones~see Na¨ätänen,
1992!. This result suggested that resolving the missing-
fundamental pitch took substantially longer than pitch ex-
traction from pure tones. On the other hand, the orientation
of the N1m generator activated by the missing-fundamental
deviant stimulus differed from that of the N1m generator for
the standard stimuli. This latter result showed that the
missing-fundamental pitch information was also encoded by
the neuronal population underlying the N1m response, as
was demonstrated by Pantevet al. ~1989, 1996!.

If the missing-fundamental pitch code was complete at
ca. 80 ms after stimulus onset, judging from the onset of the
N1m component, why then did preattentive detection of de-
viance take 120 ms longer for missing fundamental than for
pure tones~the latter elicit N1ms of similar onset latencies!?
Two alternative explanations can be considered.

~1! Independent codes hypothesis: The missing-
fundamental pitch information reflected by the N1m and
MMNm are determined by two separate pitch-resolving pro-
cesses of different durations.

~2! Common origin hypothesis: The pitch information
reflected by the N1m and MMNm derives from that same
pitch-resolving process. To account for the delayed MMNm
to missing-fundamental tones compared with that to pure
tones~Winkler et al., 1995; whereas no such difference was
observed for the N1m; Pantevet al., 1989, 1996!, one should
assume that the original pitch code undergoes further pro-
cessing before it is stored in the stimulus representations in-
dexed by the MMNm.1 This latter process takes longer for
virtual than for spectral pitch.

The present study investigated the relationship between
the above two auditory cortical codes of missing-
fundamental pitch. The independent codes hypothesis sug-
gests that the traces reflected by the supratemporal N1 com-
ponent are established by a fast process capable of
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determining the missing-fundamental pitch from short acous-
tic segments. In contrast, the auditory stimulus representa-
tions indexed by the MMN component result from a slower
process, one, perhaps, requiring longer acoustic samples. To
separate the two assumed pitch-resolving processes, the
present set of experiments investigated the effects of stimu-
lus duration on the pitch discrimination of missing-
fundamental tones and on the target ERP responses, the N1
and MMN. As the N1 peak latency does not increase with
increasing stimulus durations, the process encoding the
missing-fundamental pitch for N1 should not be affected by
stimulus durations exceeding the well-known range of the
N1 peak latency. Therefore if by employing different stimu-
lus durations~all longer than the N1 latency! the elicitation
or the latency of the MMN response can be influenced, one
should conclude that the pitch-resolving process underlying
the auditory stimulus representations of the MMN system
proceeds separately from the one whose outcome is reflected
by the N1. On the other hand, if such stimulus durations did
not produce differential MMN effects, the more parsimoni-
ous explanation of common pitch resolving can be main-
tained. In addition, it was expected that voluntary discrimi-
nation performance would parallel the emergence of the
pitch code reflected by the MMN as previous investigations
suggested good correspondence between MMN and volun-
tary discrimination performance~for a review, see Na¨ätänen
and Alho, 1995!.

I. EXPERIMENTS I AND II

A. Procedure

Nine subjects with normal audiological status~five fe-
males, 18–29 years, mean age 23.2 years! participated in
experiment I, 12 subjects~eight females, 19–27 years, mean
age 22 years, all different from those of experiment I! in
experiment II. Subjects gave informed consent after the na-
ture of the study was explained to them. During the EEG
recordings, the subject was sitting in a reclining chair in an
acoustically dampened and electrically shielded room read-
ing a book of his/her choice.

Six blocks of 500 short tones were binaurally delivered
to subjects via TDH-50p headphones~NeuroStim stimulation
system! at an intensity level of 75 dB, sound-pressure level.
Half of the blocks contained randomized sequences of
300-Hz ~‘‘low,’’ 90% ! and 600-Hz ~‘‘high,’’ 10% ! pure
tones~spectral pitch condition!. In the other three stimulus
blocks, ten different complex missing-fundamental tones
were equiprobably delivered at 10% probability~virtual pitch
condition!. Nine out of the ten complex tones had its

missing-fundamental frequency at 300 Hz, the tenth at 600
Hz. The missing-fundamental tones were composed of three
partials selected from the range between the 3rd and the 7th
overtones of the 300-Hz fundamental~equaling the 1st to 3rd
overtones of the 600-Hz fundamental!. Table I gives the fre-
quencies used for constructing the complex tones. Each in-
dividual harmonic frequency was employed in six out of the
ten missing-fundamental tones~including the 600-Hz one!.
In addition, pink noise covering the range of the two funda-
mentals~200–800 Hz! was added to each complex tone at an
intensity level of 240 dB relative to the intensity of the
summed partials to prevent the fundamentals from emerging
in the output signal due to nonlinear distortions of the stimu-
lation equipment. The overall intensity was identical to that
in the spectral pitch condition. The order of the stimulus
blocks was balanced across subjects.

In experiment I~‘‘short duration’’!, tones of 150-ms du-
ration were delivered with an interstimulus interval~offset-
to-onset; ISI! of 350 ms. In experiment II~‘‘long duration’’!,
500-ms tones were presented with 400 ms ISI. Stimulus du-
rations included 5-ms rise and 5-ms fall times.

The electroencephalogram~EEG! was measured with
Ag/AgCl electrodes from Fpz, Fz, Cz, Pz, and Oz~10-20
system!, both mastoids~LM and RM, for the left and right
mastoids, respectively!, and from L1, L2, R1, and R2~the
one- and two-third points on the arc connecting Fz with the
mastoids on both sides!. The horizontal electrooculogram
~HEOG! was monitored at the outer canthus of the right eye.
The common reference electrode was placed on the tip of the
nose. The EEG and EOG signals were digitized at a sam-
pling rate of 500 Hz with bandpass filtering between 0.1 and
100 Hz~23 dB points!. Responses~analysis period: 400 ms
starting 50 ms before stimulus onset! were filtered~low-pass
bandlimit 30 Hz! and separately averaged for each stimulus
type. Epochs containing an EEG or EOG change exceeding
100 mV at any lead were omitted from the analysis. Ampli-
tude measurements were referred to the mean amplitude of
the prestimulus period~‘‘biological zero’’!. Statistical analy-
ses,t tests and dependent analyses of variance~ANOVA !,
were conducted by the BMDP statistical program package
~Dixon, 1985!.

B. Results

In the spectral pitch condition of both experiments, in-
frequent high tones~deviants! were preattentively detected
amongst repetitive sequences of the low tones. This was
demonstrated by the larger negativity elicited in response to
deviant than standard stimuli in the 100–150-ms interval

TABLE I. Partials ~in Hz! used in composing the complex missing fundamental tones. The frequencies em-
ployed in creating the deviant~600 Hz! tone are italicized throughout the table.

Missing fundamental
component

Standards
300 Hz

Deviant
600 Hz

1 2 3 4 5 6 7 8 9

1 1200 1200 1200 1200 1200 1500 1500 1500 1800 1200
2 1500 1500 1500 1800 2100 1800 1800 2100 2100 1800
3 1800 2100 2400 2100 2400 2100 2400 2400 2400 2400
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from stimulus onset~Fig. 1, see Figs. 3 and 4, left side
for individual responses in the spectral pitch conditions!.
The statistical significance of the mean frontal~Fz! differ-
ence between the standard and deviant responses in the
100–150-ms interval was verified by 1-groupt tests
@t(8)55.09, mean difference:d52.46mV, Standard Error
of Mean: SEM50.48, p,0.001 and t(11)57.3,
d523.01mV, SEM50.41, p,0.0001, for the short- and
long-duration stimuli, respectively#. The large extra negativ-
ity in response to deviant stimuli~compared to that to the
standards! consisted predominantly of the MMN component
which was only elicited by infrequent stimuli. The scalp dis-
tribution of this additional negativity had a frontocentral
maximum, was slightly larger over the right than left hemi-
sphere appearing with reversed polarity at the mastoid. This
is compatible with the notion that MMN was elicited by the
deviant stimuli~see, Na¨ätänen, 1992 for a description of the
MMN scalp distribution!. With large~one octave! separation
between the standard and deviant frequencies, MMN is
known to overlap the N1 wave~Scherget al., 1989!. There-
fore, part of the difference between the standard and deviant
responses was probably due to frequency-specific refractori-
ness differences in the N1 components. In other words, the
N1 neurons responding to the 300-Hz stimulus frequency
could have become more refractory during the frequent rep-
etition of the 300-Hz stimulus than the neurons activated
only by the 600-Hz tone. The central~Cz! N1 peak latency in
the grand-average responses to low standard tones was 132
and 124 ms for long and short tones, respectively~the over-
lap between the N1 and MMN prevented the measurement of
the N1 peak latencies for the deviant tones!.

Infrequent high-pitch missing-fundamental tones
amongst frequent low-pitch ones were preattentively de-
tected only at the long stimulus duration~experiment II!.
Figure 2~right side! shows the MMN component at the 200–
260-ms interval of the frontal responses to infrequent high-
pitch missing-fundamental tones@t(11)54.59, d520.48
mV, SEM50.098,p,0.001, for the mean difference in this
interval#, whereas the tiny negative difference appearing in
the same interval for the short tones~Fig. 2, left side! was far
from being significant @t(8)50.97, d50.053mV, SEM

50.054#. Individual responses~Figs. 3 and 4, right side!
demonstrate that the two experiments yielded separate, but
consistent patterns of results with the expected interindi-
vidual variance. In experiment II, the scalp distribution of the
difference between the deviant and standard responses in the
200–260-ms interval was supporting the identification of this
negativity as an MMN component@see also Winkleret al.
~1995!, where the equivalent current dipole of the corre-
sponding magnetic response was localized in the auditory
cortex#.

In contrast, with both stimulus durations, low-pitch
missing-fundamental standards elicited a later and somewhat
larger N1 component than the high-pitch deviant stimulus
~Fig. 2!. The mean frontal~Fz! amplitudes of the standard
and deviant responses differed in the 120–170-ms interval
@t(8)52.44, d50.37mV, SEM50.15, p,0.05 andt(11)
53.66, d50.65mV, SEM50.18, p,0.01, for experiments
I and II, respectively#. More importantly, the peak latency of
the central~Cz! N1 response~measured separately for each
subject within the 80–140-ms interval! was significantly
longer for the low-pitch than for the high-pitch missing-
fundamental tones@t(8)53.19, d510.2mV, SEM53.19,
p,0.05, and t(11)53.28, d59.0 ms, SEM52.75, p
,0.01, for short and long stimulus durations, respectively#.
The central~Cz! N1 peak latency in the grand-average re-
sponses was 128 ms for the low-pitch standards of both
stimulus durations, 120 and 108 ms for the short- and long-
duration high-pitch deviants, respectively.

In general, the N1 amplitudes measured in experiment II
were higher than those in experiment I. This was due to the
difference in stimulus onset asynchronies~onset-to-onset in-
terval; SOA being 500 vs 900 ms, in experiments I and II,
respectively!. The N1 amplitude increases with increasing
SOAs below ca. 10 s as a consequence of the long recovery
period of the N1-generating neuronal elements~Hari et al.,
1982; for a review see Na¨ätänen and Picton, 1987!.

The MMN (MMN1N1) responses shown in Figs. 1 and
2 were usually followed by an increased positivity in the
200–350-ms latency range~see, also Figs. 3 and 4!. The
frontocentral scalp distribution of this wave suggests that in

FIG. 1. Experiments I and II, spectral pitch condition: Frontal~Fz! grand-average ERP responses to frequent low~standard, thin line! and infrequent high
~deviant, thick line! pure tones in the short~left side! and long~right side! stimulus-duration experiments. The negative difference between the deviant and
standard responses~deviant-standard! is marked for each stimulus duration. The bar chart at the center of the figure gives the amplitude of the correspondingly
marked difference responses.
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some subjects, deviant stimuli might have elicited the P3a
component~Squireset al., 1975! which often follows the
MMN response~Lyytinen et al., 1992!. The P3a is assumed
to accompany attention switching, a possible outcome of pre-
attentive change detection~cf. Nääätänen, 1992!.

C. Discussion

Experiments I and II established that the process re-
flected by the MMN component requires long (.150 ms)
acoustic samples of the complex tones to preattentively de-
tect infrequent high-pitch missing-fundamental tones embed-
ded in sequences of similar low-pitch tones. For pure tones
of the equivalent spectral pitch, stimuli of 150-ms duration
proved to be sufficient. In addition, the MMN to missing-
fundamental pitch change peaked ca. 120 ms later than that
elicited by an equal amount of deviation in spectral pitch.
These results suggest that resolving and encoding the virtual
pitch of missing-fundamental tones for the auditory stimulus
representations underlying preattentive change detection
takes significantly longer than the processing of spectral
pitch. The alternative explanation that the late MMN to
missing-fundamental pitch deviants~compared to that to
pure-tone ones! was the result of prolonged change detection
~rather than of slower pitch resolving for missing fundamen-
tal than pure tones! is contrasted by the lack of MMN to
short-duration missing-fundamental pitch deviants. If the
MMN latency difference between the long-duration spectral
pitch ~pure tone! and virtual pitch ~missing fundamental!
conditions were caused by longer preattentive change detec-
tion for missing fundamental than for spectral pitch, short-
duration missing-fundamental pitch deviants should also
have elicited the MMN~if only later than the short-duration
pure-tone deviants!.

In contrast to the MMN, the N1 response to the two
missing-fundamental tones differed at both stimulus dura-
tions, with the latency of the N1 wave being approximately
equal in the responses to pure and missing-fundamental
tones.

Experiment III was designed to test whether the ob-
served differences in the N1 responses to low- and high-pitch
missing-fundamental tones reflected the pitch-specific nature

of the N1 wave or whether this difference was rather caused
by the unequal probabilities of stimulus presentation~by pro-
ducing different refractoriness states in the N1 generating
neurons responding to 300- versus 600-Hz pitch!. To elimi-
nate the effects of the unequal stimulus probabilities, each of
the ten different missing-fundamental tones were presented
in separate~homogeneous! blocks.

II. EXPERIMENT III

A. Procedure

Seven subjects with normal audiological status~four fe-
males, 19–25 years, mean age 21.6 years! participated in the
experiment. Subjects gave informed consent after the nature
of the study was explained to them. The stimuli, procedure,
EEG/EOG recording, and measurements were identical to
those of the virtual pitch condition of experiment II~500-ms
stimulus duration!, except that all ten different missing-
fundamental tones were presented in separate blocks, each
carrying 120 identical stimuli.

B. Results

Figure 5 shows that the N1 response peaked later for
low-pitch than for high-pitch missing-fundamental tones
causing an amplitude difference on the downward slope of
this wave, similar to that observed in experiments I and II.
The N1 peak-latency difference was comparable to that in
experiments I and II: the grand-average peak latencies were
110, 106, 104, 104, 104, 112, 108, 106, and 106 ms for the
nine low-pitch complex tones~the order corresponds to that
in Table I!, 98 ms for the high-pitch missing-fundamental
tone ~the difference between the N1 peak latencies in re-
sponse to low- and high-pitch tones was ca. 8 ms, on the
average!. An analysis of variance of all ten responses~one
factor with ten levels for the ten N1 peak-latency measure-
ments conducted separately for each subject within the 80–
140-ms interval! confirmed the observed N1 peak latency
effect@F(9,54)53.85,p,0.01, the Huynh–Feldt adjustment
factor for the degrees of freedom being 0.879#. Thepost-hoc
contrast showed that the N1 peak latency to the high-pitch
complex tone was significantly shorter than that to the low-

FIG. 2. Experiments I and II, virtual pitch condition: Frontal~Fz! grand-average ERP responses to frequent low-~standard, thin line! and infrequent high-pitch
~deviant, thick line! missing-fundamental tones in the short~left side! and long~right side! stimulus-duration experiments. The N1 difference between the
deviant and standard responses~hatched patterns; standard-deviant! and the MMN component~solid shades; deviant-standard! are marked for each stimulus
duration. The bar chart at the center of the figure gives the amplitude of the correspondingly marked difference responses.
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pitch ones@F(1,6)511.83,p,0.02#. The amplitude differ-
ence~higher mean N1 amplitudes for the low complex tones!
in the 120–170-ms range~the downward slope of the N1,
early P2! was also significant@t(6)53.15, d50.69mV,
SEM50.22, p,0.05#.

C. Discussion

The present results demonstrated that the neuronal ele-
ments generating the N1 response differentially responded to

FIG. 3. Experiment I: Frontal~Fz! responses to frequent low-~standard, thin
line! and infrequent high-pitch pure~left side! and missing-fundamental
tones~right side! separately for each subject. Subjects are identified by the
codes S01 through S09.

FIG. 4. Experiment II: Frontal~Fz! responses to frequent low-~standard,
thin line! and infrequent high-pitch pure~left side! and missing-fundamental
tones~right side! separately for each subject. Subjects are identified by the
codes S01–S12~all being different from those participating in experiment
I!.
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the pitch of missing-fundamental tones. The N1 peak latency
of all nine 300-Hz pitch missing fundamental tones was
longer than that of the 600-Hz pitch one. The pitch specific-
ity of the N1 response did not depend on the within-block
probability of stimulus presentation as, in this experiment,
each tone was presented alone~i.e., without mixing it with
other tones within the stimulus blocks!. A reduction of the
N1 peak latency with increased missing-fundamental pitch
~100–330 Hz! has also been observed by Ragot and Lepaul-
Ercole ~1996!. These authors employed short~200 ms!
stimulus durations. In the present study, the N1 peak latency
was not affected by the spectral pitch of the complex tone
components. This was demonstrated by the lack of system-
atic variation in the pattern of N1 peak latencies~comparing
the spectral composition of the 300-Hz pitch complex tones
given by Table I with the grand-average N1 peak latencies
measured from the corresponding ERP responses, see Re-
sults above!. If the N1 peak latency was, at least partially,
determined by the spectral pitch of the tonal components,
one should expect the similarity between the N1 peak laten-
cies responding to two complex tones of identical virtual
pitch to depend on the number of common frequency com-
ponents.

The virtual pitch-specific nature of the N1 neurons is
demonstrated by the latency effect in the electrically record-
able N1 wave and by the pitch-dependent generator location
of the N1m ~the magnetic N1! component~Pantevet al.,
1989, 1996; Winkleret al., 1995!. The fact that also the peak
latency of the N1/N1m elicited by pure tones decreases with
increasing tone frequencies below 1000 Hz~Jacobsonet al.,
1992; Roberts and Poeppel, 1996! supports Pantevet al.’s
~1989! conclusion that the N1m neurons responding to spec-
tral pitch might also be involved in the N1m responses to
tones of the corresponding missing-fundamental pitch.

Thus the present results support the notion that the neu-
ronal population generating the supratemporal N1 compo-
nent encode the pitch of missing-fundamental stimuli. The
results of experiment I and those of Ragot and Lepaul-Ercole
~1996! demonstrated that the missing-fundamental pitch is
encoded by the auditory cortical N1 neurons even at short
stimulus durations.

Experiment IV tested the effects of stimulus duration on

the voluntary detection of infrequent high-pitch pure or
missing-fundamental tones amongst similar frequent low-
pitch tones.

III. EXPERIMENT IV

A. Procedure

Twelve subjects of normal audiological status~five fe-
males, 20–27 years, mean age 22.3 years! participated in the
experiment. Subjects were instructed to press a reaction but-
ton when detecting a high-pitch tone. Four stimulus blocks,
each corresponding to one of the spectral pitch~pure tone! or
virtual pitch ~missing-fundamental tone! conditions of ex-
periments I~150-ms tone duration! or II ~500-ms tone dura-
tion!, were presented to subjects. Each stimulus block was
preceded by a short training session. Stimulation parameters
were identical to those of the corresponding experiment/
condition, except that the present blocks consisted of 250
stimuli. The order of the stimulus blocks was balanced
across subjects.

B. Results

Due to the exact octave difference in pitch, the required
discrimination of missing-fundamental stimuli was difficult
for most subjects~cf. Krumhansel, 1990!. With the short
tone duration, only a few of them managed to detect the
high-pitch missing-fundamental tones above the chance level
~mean detection rate 19.33%, with 10% of the tones having
high missing-fundamental pitch!. However, the discrimina-
tion performance for missing-fundamental tones dramatically
improved with the long stimulus duration~mean detection
rate 62.5%!. The discrimination of pure tones was close to
perfect at both stimulus durations. Figure 6 shows the group-
average Grier A8 sensitivity values~Grier, 1971; Aaronson
and Walls, 1987! calculated separately for each stimulus
block. An ANOVA analysis of these scores@tone type
~pure versus missing fundamental!3tone duration ~150
versus 500 ms!# revealed an interaction between the two fac-
tors @F(1,11)538.85, p,0.0001#. This interaction was
caused by the pattern of results showing significant perfor-
mance difference between the two tone durations for missing
fundamental @F(1,11)531.56, p,0.001, A8(150)50.63,
A8(500)50.84# but none for pure tones@F(1,11)51.62,
A8(150)50.99, A8(500)50.95#. There was a main effect of
the tone-type factor confirming that it was easier to discrimi-
nate pure than missing-fundamental tones@F(1,11)555.15,
p,0.0001#. The corresponding bias~Grier’s B9! values were
higher for pure tones than for missing-fundamental tones and
for long tones than for short tones@F(1,11)588.08,
p,0.0001 andF(1,11)511.21,p,0.01, for tone type and
tone duration, respectively#. No interaction was found be-
tween the two factors for the bias values. Reaction times
could only be analyzed for the long tones as the number of
detected short missing-fundamental targets was too small for
several subjects. The average reaction time~RT! for long
missing-fundamental tones was significantly longer than that

FIG. 5. Experiment III: Frontal~Fz! grand-average responses to low- and
high-pitch missing fundamental tones presented in separate stimulus blocks.
Responses to different low-pitch missing fundamental tones were collapsed.
The N1~and the consequent P2! difference between the low- and high-pitch
tones is marked in the figure by hatched pattern fill.
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for the corresponding pure tones~518.12 and 377.08 ms,
respectively; t(11)56.83, d5141.03 ms, SEM520.66, p
,0.001!.

C. Discussion

The present results demonstrated that short samples of
the stimuli were insufficient for a reliable discrimination of
the low and high missing-fundamental sounds even though
pure tones of the corresponding pitches could be easily dis-
tinguished with this duration. With the long stimulus dura-
tion, however, also the missing-fundamental tones of one or
the other pitch could be discriminated from each other. In
accordance with the difficulty of the task, RTs were longer
for missing-fundamental tones than for pure tones~this was
tested only for the long stimuli!.

IV. GENERAL DISCUSSION

The picture emerging from the present experiments has
three salient features:~1! The preattentive change detection
~revealed by the elicitation of the MMN component! paral-
lels voluntary discrimination performance. High pure tones
could be discriminated from low ones and also the MMN
component was elicited with both stimulus durations. In con-
trast, subjects were able to detect the infrequent high-pitch
missing-fundamental tones amongst frequent low-pitch ones
only with the long stimulus duration. Accordingly, the MMN
component only emerged at this stimulus duration, but not
when the short stimulus duration was used.~2! The neuronal
population generating the supratemporal N1 component en-
coded the pitch of the pure and missing-fundamental tones
similarly ~probably in the form of tonotopy, i.e., by follow-
ing the place principle!. This code distinguished between the
two employed pitches for the missing-fundamental tones at
both stimulus durations, even though subjects were unable to
make the required voluntary discrimination with the short
stimulus duration.~3! The onset latency of the N1 response
suggests that the pitch code reflected by this component must
be complete by ca. 80 ms~for both pure and missing-
fundamental tones!. Spectral pitch information was acces-
sible by the preattentive change detection at about the same

time ~judging from the early onset of the MMNs in the spec-
tral pitch conditions of experiments I and II!. However, the
preattentive detection of the missing-fundamental pitch devi-
ants ~emerging only with the long stimulus duration! com-
menced ca. 120 ms later than that for the corresponding pure
tones and the average RT measured when subjects discrimi-
nated these complex tones was ca. 140 ms longer than the
RT for the pure tones.

The above-described pattern of results revealed that the
traces reflected by the supratemporal N1 and the MMN com-
ponents encoded the outcome of two separate missing-
fundamental pitch-resolving processes. As was expected,
prolonging the missing-fundamental stimuli past the typical
N1 latency range did not increase the N1 peak latency. How-
ever, MMN was only elicited with the long, but not with the
short stimulus duration. If the missing-fundamental pitch
code underlying the two components derived from a com-
mon pitch-resolving process, the MMN should have been
elicited with both stimulus durations. This is because the
differential N1 response to missing-fundamental pitch at the
short stimulus duration demonstrated that a 150-ms sound
segment provided sufficient spectral information for the cor-
responding pitch-resolving process. If the missing-
fundamental pitch information was accessible by the preat-
tentive change detection process at the short stimulus
duration, MMN should have been elicited, just as it was for
pure-tone deviants. Therefore the missing-fundamental pitch
code involved in preattentive change detection~MMN ! and
the one reflected by the N1 could not have been determined
by a common pitch-resolving process.

The present conclusion of the existence of two separate
pitch-resolving processes might be somewhat surprising.
However, redundant mechanisms have already been pro-
posed to account for the missing-fundamental pitch phenom-
enon. Due to the interference between unresolved higher-
order partials of a given fundamental frequency at the
auditory periphery~the residue!, in most situations, the en-
velope of the cochlear output signal carries sufficient infor-
mation for detecting the frequency of the corresponding fun-
damental~e.g., Horstet al., 1986!. Thus the auditory system
could determine the fundamental pitch on the basis of this
residue~Schouten, 1949, 1970!. It has been suggested~de
Boer, 1976; Houtsma and Smurzinsky, 1990; Carlyon and
Shackleton, 1994! that beside the central pattern-recognition
processes mentioned in the Introduction a residue-based
mechanism might also be involved in perceiving the pitch of
missing-fundamental tones. The two pitch codes found in the
present study, however, cannot be regarded as resulting from
the above-mentioned two mechanisms~pattern recognition
and residue!, because both of the present missing-
fundamental pitch codes were observed for tones composed
of low-order harmonics.

The correspondence between the elicitation of MMN
and detection performance suggests that the voluntary dis-
crimination of missing fundamentals~and probably also per-
ception! relies on the same pitch code as the preattentive
change detection. A similar correspondence between the
MMN and discrimination performance has been observed in
auditory recognition masking~Winkler et al., 1993!. In ad-

FIG. 6. Grier’s A8 sensitivity values~grand mean! describing the perfor-
mance in discriminating low and high pure tones~hatched patterns! and
missing-fundamental tones~solid shades! for the short~left side, grey shade!
and long~right side, black color! stimulus-duration conditions.
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dition, the MMN peak latency strongly correlates with the
reaction time in discrimination tasks and, further, it provides
the earliest ERP index to predict the latency of later, task-
dependent ERP components~such as the N2b and P3; e.g.,
Novaket al., 1992; Tiitinenet al., 1994!. Corroborating evi-
dence was obtained in the present study. With the long
stimulus duration, the MMN peak latency and the RT to
targets in the corresponding active discrimination task were
longer for missing-fundamental tones than for pure tones by
similar amounts of time. In contrast, in the present study, no
correlation was found between the presence of missing-
fundamental pitch information in the neuronal population
generating the N1 potential and voluntary discrimination of
these complex tones. This finding supports the view that the
N1 generating mechanisms are not a part of the sequence of
brain events directly underlying perception~Walter, 1964;
Davis and Zerlin, 1966; Na¨ätänen and Picton, 1987; Na¨ä-
tänen, 1992!.

It is possible that the missing-fundamental pitch infor-
mation reflected by the supratemporal N1 is established in
subcortical parts of the afferent auditory system. This notion
is supported by observations of neural activity related to the
missing-fundamental pitch throughout the ascending audi-
tory pathway ~Smith et al., 1978; Greenberget al., 1987;
Galbraith, 1994!. Furthermore, the subcortical pitch-related
neural activity does not require long acoustic samples of
missing-fundamental tones~e.g., a frequency-following re-
sponse of the fundamental commences in the brainstem as
soon as 15 ms after the onset of a missing-fundamental tone;
Smith et al., 1978; Greenberget al., 1987!. At the cortical
level, tonotopically organized neuronal populations have
been shown to underlie the Pa component~Pantevet al.,
1995!, one of the earliest exogenous~‘‘obligatory,’’ stimulus
driven! auditory cortical evoked responses~peaking at about
30 ms from stimulus onset!. In addition, the peak latency of
this, as well as the other ‘‘middle-latency’’ auditory evoked
potentials~Na, Nb, and Pb! was shorter in response to 4-kHz
than to 250-Hz tone bursts~Woodset al., 1995!. This result
provides further evidence linking the observed spectral and
virtual pitch specific N1 latency effects to earlier phases of
pitch processing. Thus there seems to exist an unbroken
chain of stages along the auditory afferent pathway establish-
ing the pitch of missing-fundamental tones with very short
delay from the onset of stimulation and encoding it by the
same tonotopical code as that for the spectral pitch. The rela-
tively early onset and tonotopical nature of the exogenous
supratemporal N1 component are compatible with the notion
that the supratemporal N1 neurons could receive their input
from this system. The present suggestion does not necessar-
ily contradict Pantevet al.’s ~1996! findings demonstrating
the ‘‘central’’ origin of the missing-fundamental pitch code
reflected by the N1m as the auditory pathways from the two
ears converge already in the medial superior olive, the sec-
ond ‘‘relay station’’ of ascending auditory information in the
brainstem~see, e.g., Harrison, 1978!.

The missing-fundamental pitch-extraction process sub-
serving the auditory stimulus representations of the MMN
system requires considerably longer~longer than 150 ms!
acoustic samples than that needed for preattentively discrimi-

nating pure tones of even only slightly differing frequencies
~30 ms in Paavilainenet al., 1993!. The relatively long du-
ration of this process is also suggested by the long~ca. 250
ms! peak latency of the MMN to missing-fundamental pitch
deviants~see also Winkleret al., 1995!. These features are
compatible with the assumption that the missing-
fundamental pitch is resolved by some central pattern-
recognition process for subsequent storage in auditory sen-
sory memory.

V. CONCLUSIONS

The problem of resolving the missing-fundamental pitch
has important implications for the theory of pitch perception.
The present study demonstrated that two separate codes of
the missing-fundamental pitch exist in the auditory cortex.
These codes are determined by different pitch-extraction pro-
cesses. The auditory stimulus representations involved in
preattentive change detection~reflected by the MMN com-
ponent! seem to correspond to those subserving voluntary
discrimination. Establishing this code takes considerable
time and requires long samples of the acoustic input. The
presence of missing-fundamental pitch information in the
tonotopically organized neuronal population generating the
supratemporal N1 did not correspond to the voluntary dis-
crimination of missing-fundamental tones. The pitch infor-
mation reflected by the supratemporal N1 is probably estab-
lished by subcortical mechanisms in the early phase of
auditory processing shortly after the stimulus onset. There-
fore, the present results suggest the existence of redundant
mechanisms in resolving the missing-fundamental pitch.
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A model is proposed to explain pitch shifts of components mistuned from a harmonic series@W. M.
Hartmann and S. L. Doty, ‘‘On the pitches of the components of a complex tone,’’ J. Acoust. Soc.
Am. 99, 567–578~1996!#. An internal random variable depends on the frequency of the partial and
determines both its pitch and the probability that it will fuse within the complex. The model
accounts for the sign of the pitch shifts~positive for positive mistunings, negative for negative
mistunings!, the fact that they saturate and become smaller for large mistunings, and, given
reasonable assumptions on the underlying distributions, their overall shape and magnitude. No
assumptions are required concerning the pitch extraction mechanism~place, time, etc.! other than
that a common source of variability affects cues to both pitch and harmonic fusion. ©1997
Acoustical Society of America.@S0001-4966~97!07607-8#

PACS numbers: 43.66.Ba, 43.66.Hg@JWH#

INTRODUCTION

Major aspects of pitch perception are predicted equally
well by different pitch perception models. For this reason,
minor effects~such as pitch shifts! take on great theoretical
importance, as they alone can reveal the presence of particu-
lar underlying mechanisms. Hartmannet al. ~1986, 1990!
asked subjects to match the pitch of a mistuned component
of a harmonic complex to that of an isolated tone of similar
frequency. The task was relatively easy for components of
low rank and large mistunings, and more difficult for higher
ranks and smaller mistunings. An interesting aspect of their
data, elaborated by Hartmann and Doty~1996!, was that mis-
tunings were systematically overestimated by the subjects.
The pitch of the mistuned component was shifted by up to
several percent, in a direction that matched that of the mis-
tuning. The shift tended to peak at about 4% mistuning and
decrease beyond.

On the basis of these shifts, Hartmann and Doty~1996!
argued against the model of Terhardt~1979! that predicts
shifts in one direction whatever the mistuning. They pro-
posed instead two versions of a time-domain model based on
peaks of interspike interval~ISI! histograms. In the first ver-
sion, the histograms were supposed to be gathered from fi-
bers of the same characteristic frequency as the mistuned
component. The predicted shifts did not match those ob-
served. In a second version, the histograms were derived
from a higher-frequency region~because of the upward
spread of masking!. The second version successfully ac-
counted for major aspects of the shifts~sign, magnitude! of
all components of rank greater than 1. However it could not
account for shifts observed at the fundamental, nor could it
account for the saturation and decrease of the pitch shift
beyond 4% mistuning.

Another possible explanation is that the shifts are a side

effect of harmonic fusion. Partials that match the harmonic
series of a complex tone tend to fuse with it, whereas mis-
tuned partials segregate and are easier to hear~Moore et al.,
1985, 1986; Hartmann, 1988; Hartmannet al., 1986, 1990;
Martens, 1981!. When the partials of a concurrent vowel pair
follow the same harmonic series, the pair is heard as s single
source more often than when there is aDF0, or when either
vowel is inharmonic~de Cheveigne´ et al., 1997!. If, in a
hypothetical variant of Hartmann and Doty’s experiment, the
partial’s frequency had been randomly distributed, successful
matches would have been less likely on trials for which the
partial fell closer to the harmonic series, with the result that
the distribution of pitch matches would be biased in a way
similar to that observed. In Hartmann and Doty’s experiment
frequencies were fixed and not random, but the same reason-
ing may be applied to an internal representation used by both
pitch and harmonic fusion and randomly distributed from
trial to trial. This hypothesis is explored in the present paper.

I. MODEL

We assume that a sine-wave component gives rise to an
internal correlate randomly distributed from trial to trial.
This correlate determines both the probability of fusion, and
the pitch perceived on trials for which the partial is not
fused. It varies on a scalex about a meanx0 that is propor-
tional to the frequencyf of the component, expressed as
percentage mistuning from the harmonic series. ‘‘Trial’’ may
be interpreted as meaning a pitch match, some of which were
successful, others not~Hartmann and Doty, 1996!. It might
also mean an individual presentation of the stimulus, each of
which gave rise to a slightly different pitch. Or else a ‘‘trial’’
might be an elementary frequency estimate that contributed
to the pitch with a probability~or weight! depending on how
close it fell to the harmonic series.

Let us denotea(x) as the probability density ofx, dis-
tributed around its meanx0 @Fig. 1~A!#, and b(x) as the
probability of harmonic fusion as a function ofx @Fig. 1~B!#.

a!Parts of this work were presented at the Spring 1997 meeting of the Acous-
tical Society of Japan.
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Because of fusion, pitch matches are less likely to be suc-
cessful whenx falls near zero@Fig. 1~C!#. The distribution of
x for successful pitch matches@denoted asc(x)# is therefore
distorted relative to the original distributiona(x) @Fig. 1~D!#.
Its center of gravity is shifted in the same direction as the
mistuning, hence the pitch shift in that direction. With large
mistunings the distribution ofx is less affected by harmonic
fusion, and pitch shifts should decrease. Both aspects were
evident in the data of Hartmann and Doty~1996!.

With a reasonable choice of the distribution ofx and of
the probability of fusion the shift may be calculated. Let us
assume thatx is normally distributed about its meanx0:

a~x!5
1

sA2p
e2~x2x0!2/2s2

. ~1!

We suppose also that the probability of fusion conditional on
x is shaped like a Gaussian centered at zero mistuning:

b~x!5ae2x2/2s2
. ~2!

The parameters controls the ‘‘width’’ of this slot of the
harmonic sieve~Duifhuis et al., 1982! and a, with a value
between 0 and 1, its ‘‘permeability.’’ Together withs, the
model thus has three parameters. The distribution of success-
ful matches is

c~x!5Aa~x!„12b~x!…, ~3!

where the normalization factorA ensures that the distribution
sums to 1. This may be rewritten as the weighted sum of two
normal distributions:

c~x!5AS 1

sA2p
e2e~x2x0!2/2s2

2B
1

DA2p
e2~x2C!2/2D2D

with

B5
as

As21s2
e2x0

2/2~s21s2!,

C5
f s2

s21s2
, D5

ss

As21s2
.

Noting that a normal distribution has an integral of 1, we
have

A51/~12B!.

The meanx̄ of the distribution ofx for successful matches is

x̄5E
2`

`

xc~x!dx5A~x02BC!. ~4!

The pitch shift is the difference between the meanx̄ of the
distorted distribution and the meanx0 of the original distri-
bution. This can be calculated as

x̄2x05x0

s2

s21s2Y FAs21s2

as
ex0

2/2~s21s2!21G . ~5!

Figure 2 illustrates the range of shift patterns that are
obtained with various values of the three parametersa
~‘‘permeability’’ of the harmonic sieve!, s ~width of har-
monic sieve!, ands ~standard deviation of the internal vari-
able!. In Fig. 2~A! parametera was fixed at 1, and param-
eterss and s were varied together from 1% to 10%. All
curves have the same slope at the origin: Whens5s this
slope depends only ona. The dependency ona is illustrated
in Fig. 2~B! for s5s53%. Finally, in Fig. 2~C!, a was equal
to 1, and the geometric mean ofs ands was kept constant
and equal to 3%, while the ratios/s was varied from 0.3
~ s51%, s59%! to 3 ~s59%, s51%! in 10 logarithmically
spaced steps. Whens/s is small, shifts tend to increase
gradually with mistuning, whereas when it is large they peak
at a small mistuning and then decrease beyond. The model
can thus produce a wide range of shift patterns that are all
symmetrical about the origin.

II. COMPARISON WITH EXPERIMENTAL DATA

Symbols in Fig. 3~A! represent shifts observed by Hart-
mann and Doty~1996! for the fifth harmonic at a low level
~28 dB per harmonic!. The line represents shifts produced by
the model fora50.8 ands5s53%. These parameter values
were chosen to produce a good fit ‘‘by eye.’’ The shifts have
the same sign as the mistuning and peak at about 4% mis-
tuning and decrease thereafter, as observed experimentally.

FIG. 1. ~A! Distribution ofx for all trials. The vertical dotted line marks the
center of gravity of the distribution,x0. ~B! Probability of harmonic fusion.
~C! Probability of a successful pitch match.~D! Distribution of x for suc-
cessful matches. The vertical dotted line marks the center of gravityx̄ of this
distribution. The distance from the dotted line in~A! represents the pitch
shift.
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Symbols in Fig. 3~B! represent shifts observed for the sev-
enth harmonic at 28 dB per harmonic. The line represents
shifts produced by the model using the same set of param-
eters as in Fig. 3~A!. The ‘‘fit’’ is less good, but the model-
produced shifts nevertheless fall within experimental error
bars. The same can be said of most other conditions: har-
monics 2, 3, and 4 at 28 dB per harmonic, and harmonics 3,
4, 5, and 11 at 58 dB per harmonic. Other conditions require
a different choice of parameters. The somewhat larger shifts
observed by Hartmann and Doty at harmonics 9 and 11 at 28
dB per harmonic, and harmonic 7 at 58 dB per harmonic~not
shown! can be accommodated by assumings5s54%, and
a50.8 as before. The monotonically increasing shifts at the
fundamental~58 dB per harmonic! can be accounted for by
assumings5s58% anda50.6 @Fig. 3~C!#. Finally, shifts at
the second harmonic at 58 dB per harmonic~not shown! can
be modeled by assumings5s56% anda50.6. Thus to ac-
count for the entire set of Hartmann and Doty’s data one
must assume that the parameters vary somewhat between
harmonics and level, which is perhaps not surprising. Given
experimental error and the tradeoffs between parameters, it is
however difficult to make precise estimates of each param-
eter.

In all three examples shown in Fig. 3 there was a ten-
dency for experimental data points to mostly fall above or
below the curve predicted by the model. Systematic shifts of
up to 2% were observed in a mistuned harmonic experiment

by Lin and Hartmann~1996!, who found considerable varia-
tion between conditions and subjects. The model makes pre-
dictions that are symmetric relative to the origin, and thus we
cannot explain such systematic shifts. They might be ex-
plained by a response bias such as the tendency to make
pitch adjustments slightly sharp as observed by Jarosewski
~1992!, or by shifts caused by neighboring partials as pre-
dicted by Terhardt~1979!. Lin and Hartmann argue against
this last interpretation, as the shifts do not seem to require
the presence of either neighboring partial. A ‘‘sideways’’
discrepancy might be explained within the context of our
model by assuming that the harmonic sieve is slightly mis-
tuned. Apart from such systematic shifts, the model accounts
for major aspects of Hartmann and Doty’s data. Pitch shifts
have the same sign as the mistuning, and with a reasonable
choice of parameters they peak at about 4% mistuning and
decrease beyond. This last aspect, highly reproducible ac-
cording to Hartmann and Doty, was not explained by their
model. Shifts at the fundamental, also not accounted for by
their model, are explained here in the same fashion as for
other harmonics.

III. SHIFTS OF THE LOW PITCH OF THE COMPLEX

Darwin et al. ~1994! presented listeners with a complex
tone that had a mistuned fourth harmonic. Instead of match-
ing the pitch of the mistuned partial, as in Hartmann and

FIG. 2. ~A! Pitch shifts produced by the model as a function of mistuning,
for a51.0 and for values ofs5s varying between 1% and 10%.~B! Same,
for s5s53% anda varying between 0.1 and 1.0.~C! Same, fors/s varying
in logarithmically spaced steps from 0.3 to 3, whilea51.0 and the geomet-
ric mean ofs ands remains constant and equal to 3%.

FIG. 3. ~A! Symbols: pitch shifts observed for the fifth harmonic at a level
of 28 dB per harmonic~Hartmann and Doty, 1996!. Line: shifts produced by
the model assumings5s53% anda50.8. ~B! As in ~A!, for the seventh
harmonic at a level of 28 dB per harmonic.~C! Symbols: pitch shifts ob-
served for the fundamental at a level of 58 dB per harmonic. Line: shifts
produced by the model assumings5s58% anda50.6.
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Doty’s experiments, the subjects matched the low pitch of
the entire complex. That pitch varied with the frequency of
the partial up to about 3% mistuning, at which point it had
shifted by about 0.5%. With further mistuning the low pitch
shifted back, and by about 8% mistuning it had resumed its
initial value, in agreement with the original observations of
Moore et al. ~1985!. The pitch could be accurately modeled
as

F05a1kD f e2D f 2/2s2
, ~6!

whereF0 is the frequency of the tone that matches the low
pitch, Df is the mistuning, anda is a constant close to the
nominal pitch of the complex. The constantk is the rate of
change in low pitch relative to changes in frequency of the
partial, ands determines the range over which mistunings
affect the low pitch. For mistunings expressed in percentage,
their values were about 0.2% and 3%, respectively. When
plotted, the complex pitch shift~Darwin et al., 1994, Fig. 1!
looks very similar to the partial pitch shift@Fig. 3~A!#. One
must keep in mind their different nature: a shift of the low
pitch of the complex relative to the fundamental of the fixed
harmonic series in the former case, a shift of the pitch of the
partial relative to itsown mistuned frequency in the later.
The low pitch is as it were ‘‘pulled’’ by the mistuned partial,
whereas the pitch of the partial is ‘‘pushed’’ away from the
harmonic series.

It is tempting to view the pitch shift of the complex as
the outcome of the same probabilistic process that produces
pitch shifts of the partials. According to our model~Sec. I!
the partial’s pitch was available on trials for which there was
not fusion. Suppose we assume that on trials for which there
wasfusion, the partial contributed to the low pitch instead. In
that case, the decrease in complex pitch shift for larger mis-
tunings @Eq. ~6!# would simply reflect the fact that fusion
becomes less probable, as described by Eq.~2! and illus-
trated in Fig. 1~B!. The parameters would be the same in
both equations, and this would explain why the value found
by Darwin et al. ~1994! ~3%! works well in our model. This
hypothesis is attractive because it allows the principle of dis-
joint allocation~Bregman, 1990! to apply at the microscopic
level of the ‘‘trial,’’ even if it seems to fail at the macro-
scopic level of pitch matches~Moore, 1987; Darwin and
Carlyon, 1995!. However, we know of no direct experimen-
tal evidence in favor of this hypothesis. As it is unnecessarily
strong in the context of our model, we shall explore it no
further.

Our model assumes that pitch shifts are the consequence
of harmonic fusion rather than interactions between neigh-
boring partials. In support of this assumption, Lin and Hart-
mann~1996! found shifts at harmonic positions within a har-
monic complex, even when neighboring components were
missing. For example, the pitch of a 200 Hz68% partial
showed shifts in the presence of a harmonic template formed
by harmonics between 1000 and 3200 Hz. Similarly, pitch
shifts at the third harmonic were significant in presence of a
harmonic complex that lacked either the second or the fourth
harmonic, or both. In general, however, the shifts tended to
be larger if all background harmonics were present, in par-

ticular the harmonic of next-lowest rank relative to the mis-
tuned partial.

Similar shifts have been observed for the pitch of tones
preceded by a tone of similar frequency~Hartmann and
Kanistanaux, 1979!. Those authors proposed a model in
which the excitation pattern evoked by a tone was distorted
by adaptation, thus causing a pitch shift. If the quantity
a(x) in Eq. ~3! is viewed as a deterministic excitation pat-
tern, and@12b(x)# as distortion caused by the ‘‘harmonic
sieve,’’ our model can be interpreted as formally similar to
theirs, the effects of adaptation being replaced by those of
the harmonic sieve. Kashino and Nishida~1996, 1997! found
similarly shaped shifts in the localization of sources pre-
ceded by a source of similar ITD~interaural time delay!.
They interpreted them as resulting from a recalibration of the
ITD-extraction mechanism, to enhance the representation of
ITDs near that of the adaptor. This rescaling of perceptual
dimensions would play a functional role similar to that pro-
posed for visual aftereffects by Barlow~1990!.

IV. CONCLUSION

Pitch shifts of mistuned partials were explained by pos-
tulating a noisy internal variable that determined both the
pitch of the partial and the probability of fusion within the
harmonic complex. Aspects accounted for were:~a! the sign
of the pitch shifts~same as the mistuning!; ~b! their magni-
tude; ~c! the fact that they peak at about 4% and decrease
beyond; and~d! the fact that they affect individually audible
harmonics of all ranks, including the fundamental. The ex-
planation is congruent with the notion of harmonic fusion
and segregation observed in many situations. No assumption
was required concerning a particular model of pitch percep-
tion ~place, time, etc.!. This weakens the argument made by
Hartmann and Doty~1996! in favor of ISI-based rather than
other temporal or place mechanisms, on the grounds that
they allow the shifts to be explained. Instead, a different but
interesting conclusion may be drawn: Pitch and harmonic
fusion must share a common physiological substrate subject
to random variations from trial to trial. The alternative hy-
pothesis, that pitch and fusion depend on separate mecha-
nisms, each with its own source of variability, is contradicted
by Hartmann and Doty’s data.
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This study sought to characterize the integration of synchronous energy fluctuations across
relatively independent spectral regions. The detection of four classes of signal was examined where
each class of signal was associated with a change in energy over time. The four signal types were:
~1! multicomponent tonal complexes, with each component centered in a narrow band of noise;~2!
intensity increments in multiple narrow bands of noise;~3! intensity decrements in multiple narrow
bands of noise; and~4! temporal gaps in multiple narrow bands of noise. Each signal type was
examined in a separate experiment, although stimulus characteristics such as presentation level and
frequency location were held constant. Experiment 1 confirmed that the detection of multitonal
complexes masked by narrow bands of noise is linearly related toAN, whereN is the number of
signal components. Experiment 2 extended this to show that, when the signal was an increment in
the level of a noise band carrier, threshold continued to be a linear function ofAN, although
threshold was about 2 dB higher than for a comparable tonal signal. Experiment 3 indicated that the
detection of a decrement in energy in one or more noise bands was relatively poorer in terms of
absolute level changes than was the detection of an energy increment in the same stimulus.
Examination of psychometric functions for decrement detection suggested that performance
improved by less thanAN. Experiment 4 found that gap detection improved with increasingN but
by a factor greater than theAN expected on statistical grounds. Examination of the underlying
psychometric functions confirmed this effect. The results of these experiments suggest that, for
energy increments, the auditory system integrates information from across the spectrum in a
statistically independent manner, at least over the frequency range examined here. This does not
appear to be the case for the detection of energy gaps or decrements. ©1997 Acoustical Society
of America.@S0001-4966~97!02108-5#

PACS numbers: 43.66.Dc, 43.66.Fe, 43.66.Mk@WJ#

INTRODUCTION

The characterization of the auditory periphery as a bank
of overlapping bandpass filters is an established tenet of psy-
choacoustic theory~Fletcher, 1940!. However, the modeling
of certain psychoacoustic functions does not appear to re-
quire the overt inclusion of peripheral filtering, although its
existence may be tacitly acknowledged. One such area of
psychoacoustic function is the temporal processing of broad-
band signals~for review, see Eddins and Green, 1995!. For
example, in the model accounting for temporal modulation
transfer functions described by Viemeister~1979! and the
variation of this model used by Forrest and Green~1987! to
relate gap detection and modulation detection, the initial
stage of the model is a bandpass filter whose bandwidth of
2000 or 4000 Hz clearly exceeds that of any single critical
band~see also, Bacon and Viemeister, 1985; Green and For-
rest, 1988!. The tacit assumption of such models is that the
features of the broadband signal which are important to the
temporal process are, in some way, reconstituted following
peripheral filtering; hence, the inclusion of critical band fil-
tering in the model is not necessary. Even similar models
which specifically include peripheral filtering, such as the

models of temporal processing put forward by Buus and Flo-
rentine ~1985! and Formby and Muir~1988!, acknowledge
the necessity of some sort of merging, or integration, of criti-
cal band output. The lack of a marked influence of peripheral
auditory filtering on temporal processing has been a specific
focus of attention~e.g., De Boer, 1986!. However, the issue
of interest in the present study is the characterization of the
spectral integration. It was the purpose of this investigation
to examine how information about energy changes is com-
bined across frequency.

A number of paradigms are relevant to this issue. For
example, the results of band-widening studies—such as the
detection of temporal gaps as a function of stimulus
bandwidth—provide one characterization of spectral integra-
tion ~Buus and Florentine, 1985; Fitzgibbons, 1983; Floren-
tine and Buus, 1983; Formby and Muir, 1988; Groseet al.,
1989; Shailer and Moore, 1983, 1985!. However, a limitation
of such paradigms is that it is difficult to distinguish between
effects that occur at a subcritical band level and those which
occur across critical bands. This investigation sought to ex-
amine the spectral integration of complex signals which were
distributed across frequency in such a manner that each con-
stituent of the signal was relatively isolated in frequency, and
hence processed in relatively independent channels.

The integration of information across frequency was ex-
amined using four tasks involving multiple narrow bands of

a!Portions of this paper were presented at the 129th Meeting of the Acous-
tical Society of America, 30 May–3 June 1995, Washington, DC@J.
Acoust. Soc. Am.97, 3274~A! ~1995!#.
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noise:~1! the detection of multicomponent tonal complexes
masked by these bands;~2! the detection of energy incre-
ments in these bands;~3! the detection of energy decrements
in these bands; and~4! the detection of temporal gaps in
these bands. Each type of signal was examined in a separate
experiment, although most stimulus characteristics, in par-
ticular presentation level and frequency location, were held
constant across the experiments.

I. EXPERIMENT 1. TONE DETECTION AS A
FUNCTION OF THE NUMBER OF TONES AND
MASKING BANDS

The detection of a multicomponent tonal signal in noise
as a function of the number of equally detectable compo-
nents within the signal has been well-documented. For ex-
ample, Buuset al. ~1986! observed that the improvement in
signal threshold as a function of component number could be
expressed as

LN5L1210 log~AN!, ~1!

whereLN is threshold for anN-component signal, expressed
in dB/component, andL1 is threshold for a single-component
signal. The linear improvement in threshold withAN is con-
sistent with the notion that sensitivity,d8, is linearly related
to signal level expressed in dB and that each component is
treated as an independent source of information~Green,
1958!. The paradigm used by Buuset al. ~1986!, as well as
that in earlier studies~Green, 1958!, involved measuring sig-
nal detection in a broadband masking noise. The purpose of
this first experiment was to repeat the general approach of
these studies but to use narrow bands of noise as the masker.
Moreover, the number of masking bands of noise corre-
sponded directly to the number of signal components such
that a particular noiseband was present only if a signal com-
ponent was also present at that center frequency. The pur-
pose of this modification was to allow comparisons with the
signal types used in the subsequent experiments. Because
random noise remote in frequency from the signal is not
expected to influence threshold~e.g., Fletcher, 1940!, it was
anticipated that the pattern of results from this experiment
would conform to that found in earlier studies which used
broadband maskers.

A. Method

1. Subjects

Eight normal-hearing subjects, one male and seven fe-
male, participated in the experiment. They ranged in age
from 20 to 50 years. All subjects had pure-tone thresholds of
20 dB HL or better at octave frequencies from 250 to 8000
Hz. Each subject received at least 2 h of training prior to the
collection of data until performance was stable; that is, until
no systematic improvement in threshold was obvious.

2. Stimuli

Four signals were generated:~1! a 1125-Hz pure tone,
~2! a two-tone complex consisting of 870 and 1125 Hz,~3! a
four-tone complex consisting of 663, 870, 1125, and 1442
Hz, and ~4! an eight-tone complex consisting of 356, 494,
663, 870, 1125, 1442, 1838, and 2338 Hz. Four correspond-
ing maskers were also generated, each comprised of one or
more 20-Hz-wide narrow bands of noise centered at the fre-
quency of the respective signal component. As depicted in
Fig. 1, the eight frequencies employed correspond to the cen-
ter frequencies of auditory filters which, when expressed in
equivalent rectangular bandwidths~ERBs! ~Moore and Glas-
berg, 1983!, are spectrally separated by one nonoverlapping
ERB.

All stimuli were digitally generated at a sampling rate of
11 025 Hz and output through digital-to-analog converters
~DACs! with 20-bit resolution~Digidesign Audiomedia and
SoundAccelerator!. Each noise band had components spaced
at 0.1 Hz, yielding an overall periodicity of the noise of 10 s.
Following output, the stimuli were antialias filtered at 4000
Hz ~Kemo VBF, 90 dB/oct!. The maskers were presented at
a spectrum level of 35 dB/Hz~about 48 dB/noiseband!. A
continuous broadband background noise~0–5000 Hz! from a
variable bandwidth noise generator~Hi-Mem Electronics
IHR-QNG! was also presented at a spectrum level of 15
dB/Hz. All stimuli were delivered monaurally to the left ear
via a Sony MDR-V6 headphone. Testing was conducted in a
double-walled sound-attenuating chamber. Stimulus timing
and response collection were controlled by a microcomputer.

3. Procedure

For each listener, threshold for each of the four signals
was measured in its complementary masker. For example,

FIG. 1. Schematic spectra of eight-tone complex signal masked by its complementary eight-band masker complex. A continuous low-level background noise
is also present. Abscissa gives center frequencies of successive ERBs~downward ticks!, as well as upper and lower cutoffs of successive ERBs~upward ticks!.
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threshold for the single-tone signal~1125 Hz! was measured
in the presence of the single masking noise band centered at
1125 Hz, threshold for the two-tone signal~87011125 Hz!
was measured in the presence of the two noisebands centered
at 870 and 1125 Hz, etc. For the multicomponent signals, the
levels of the individual components were equal. A three-
alternative, forced-choice~3AFC! procedure was used to
measure threshold, incorporating a three-down, one-up step-
ping rule which converged upon the 79.4% correct level. In
each of three intervals, the masker was gated on for 400 ms,
including a 50-ms, cosine-squared rise–fall~Wilsonics
BSIT!. In one of the intervals, chosen at random, the signal
was gated on and off synchronously with the masker. Sub-
jects indicated their responses by means of a microterminal
and feedback was provided after each trial. The step size for
signal attenuation was initially set at 8 dB and this was re-
duced to 4 dB after two reversals in level direction; the step
size was reduced to 2 dB after another two reversals, and the
run was terminated after 12 reversals. The average of the
final eight reversal levels was taken as the estimate of signal
threshold for that run. For each listener, at least six estimates
of threshold were obtained for each condition, and the final
threshold value was taken as the mean of those six or more
threshold estimates. The order of conditions was random
across subjects.

B. Results and discussion

The group mean results were representative of the per-
formance of the eight listeners and are displayed in Fig. 2.
Mean signal threshold in dB/component is plotted against the
number of signal components. A repeated measures analysis
of variance~ANOVA ! indicated a significant improvement
in threshold with increasing number of signal components
@F(3,21)530.03; p,0.01#. Post-hoc contrasts indicated
that the improvement in threshold with each doubling of
component number was significant. The solid line in Fig. 2 is
the function found by Buuset al. ~1986! for tonal complex
signals in a broadband noise masker@Eq. ~1!#. It is clear that

the observed data correspond very well to the prediction.
This is noteworthy because, as mentioned earlier, the mask-
ing paradigm used in the Buuset al. ~1986! study employed
a broadband noise which was the same for all signals. In the
present paradigm, the cumulative bandwidth of the masking
noise was a function of the number of components present in
any particular signal. Nevertheless, the expected improve-
ment in signal threshold with increasing component number
appears to hold even when the masker bandwidth is re-
stricted to spectral regions directly centered on the signal
components. The findings of this experiment therefore cor-
roborate established results concerning the integration of sig-
nal energy from across the spectrum, but extend them to
apply to the specific configuration wherein masker energy is
present only in frequency regions of signal energy.

II. EXPERIMENT 2. INCREMENT DETECTION AS A
FUNCTION OF THE NUMBER OF STANDARD
NOISEBANDS

The detection of pure tones in noise can be viewed as a
special case of intensity discrimination where the listener is
detecting a change in intensity brought about by the addition
of a tonal signal to a noise standard. This viewpoint moti-
vated the study of Bos and de Boer~1966! which compared
the detection of tonal signals in noise backgrounds of various
bandwidths with intensity discrimination measures for those
same noise bands. The intensity discrimination measures can
be thought of as the detection of noise signals added to noise
backgrounds. For relatively narrow bandwidths~less than
about 160 Hz!, performance for noise signals was 2 to 3 dB
poorer than for tonal signals, in terms of 10 log(DI/I). Bos
and de Boer~1966! attributed this to the perceptually marked
amplitude fluctuations which are inherent to narrow bands of
noise and which made the detection of the noise signals more
difficult than the tonal signals. Richards and Nekrich~1993!
have also noted that the detection of tones in narrow bands of
noise may involve strategies that are not applicable to the
detection of simple level changes in those same noise bands.
The purpose of experiment 2 was to measure intensity dis-
crimination for the same noise bands which formed the
maskers in experiment 1. The intent was to determine
whether intensity discrimination changed as a function of the
number of noise bands in a pattern similar to that found for
multicomponent signal detection.

A. Method

1. Subjects

Eight normal-hearing subjects, one male and seven fe-
male, participated in experiment 2. None of the eight sub-
jects had participated in experiment 1. The listeners in this
experiment ranged in age from 22 to 33 years. All had pure-
tone sensitivities of 20 dB HL or better at octave frequencies
from 250 to 8000 Hz. Each subject received at least 2 h of
training prior to the collection of data until performance was
stable; that is, until no systematic improvement in threshold
was obvious.

FIG. 2. Group mean results depicting signal threshold~dB SPL/component!
as a function of the number of signal components. Error bars indicate61
standard deviation. See text for explanation of solid line.
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2. Stimuli

The stimuli for experiment 2 were the same eight narrow
bands of noise that were used as maskers in experiment 1
~see Fig. 1!. The level of the noise bands remained at 35
dB/Hz and a broadband background noise was again con-
tinuously present at a spectrum level of 15 dB/Hz.

3. Procedure

For each listener, increment detection threshold~inten-
sity discrimination! was measured for four stimuli made up
of some combination of the 20-Hz-wide narrow bands of
noise. The four stimuli were the one-band, two-band, four-
band and eight-band maskers of experiment 1. A 3AFC task
was employed wherein an intensity increment was added to
the standard stimulus in one of the three observation inter-
vals. In each observation interval, the standard was gated on
for 400 ms, including a 50-ms rise–fall time. In the target
interval, the increment, which was 200 ms in duration, was
added 100 ms after the onset of the observation interval. The
increment resulted from an in-phase addition of a replica of
the stimulus waveform to the standard. The amplitude of the
replica waveform was the dependent variable and its addition
to the standard waveform was controlled by an electronic
gate~Wilsonics BSIT! having a cosine-squared rise–fall time
50-ms in duration. Implementation of the adaptive procedure
and the number of replications per condition for each listener
were the same as in experiment 1. Threshold was expressed
in terms of 10 logDI/I whereDI was derived as the intensity
of an independentnoise band which, when added to the stan-
dard,I , would have resulted in the same change in level~cf.
Bos and de Boer, 1966!.

B. Results and discussion

The group mean results were representative of the per-
formance of the eight listeners and are displayed as dia-
monds in Fig. 3, which plots increment thresholds
(10 logDI/I) as a function of the number of bands. It is ap-
parent that intensity discrimination improves as the number
of noise bands increases, a result confirmed by a repeated
measures ANOVA, which showed that the increment thresh-
olds decreased significantly with band number@F(3,21)
541.56; p,0.01#. Moreover, post-hocanalysis indicated
that the improvement was significant for each doubling of
noise band number. The squares in Fig. 3 are the data from
experiment 1 where the intensity of a tone at threshold has
been related to the overall intensity of the noise band mask-
ing the signal~48 dB SPL!. In agreement with Bos and de
Boer ~1966!, it is apparent that the discrimination of tones in
noise is superior to the discrimination of increments in the
fluctuating noise bands themselves by about 2 dB. An
ANOVA showed this difference to be significant@F(1,14)
55.42; p50.035# and the lack of a significant interaction
indicated that the difference remained constant for each noise
band number. The fact that the signal duration was 400 ms in
experiment 1 whereas the increment duration was 200 ms in
experiment 2 is unlikely to impact greatly on this pattern
since temporal integration for signal detection has largely
reached an asymptote by a 200-ms duration~Greenet al.,
1957; Watson and Gengel, 1969!. The parallel improvement

in discrimination with increasing number of bands is notable
and is highlighted by the solid diagonal lines which indicate
the function

DN5D1210 logAN, ~2!

whereD is the discrimination threshold expressed in terms
of 10 logDI/I for N noise bands. The close fit of the data to
this function strongly suggests that intensity discrimination is
a linear function ofAN, at least over the range of frequencies
examined here. Thus each constituent is treated as an inde-
pendent source of information.

III. EXPERIMENT 3. DECREMENT DETECTION AS A
FUNCTION OF THE NUMBER OF STANDARD
NOISEBANDS

Having established that intensity discrimination, or the
detection of intensity increments, improves as a function of
AN, it is of interest to consider the complementary situation,
viz. the detection of decrements in intensity as a function of
the number of stimulus constituents. A number of studies
have explored the general relation between increment detec-
tion and decrement detection~de Boer, 1986; Forrest and
Green, 1987; Macmillan, 1971; Moore and Peters, 1997;
Moore et al., 1993; Peterset al., 1995!. When expressed in
terms of level change in dB (DL), Moore and Peters~1997!
found that the absoluteDL required for detecting a decre-
ment in a mid- or high-frequency pure tone was usually
greater than that required for detecting an increment. Hall
and Grose~1991! also found that theDL for increments in
narrow bands of noise was smaller than theDL for decre-
ments. In contrast, de Boer~1986! found that thresholds for
increment detection and decrement detection for pure-tone
stimuli were the same as long as the duration of the energy
change was greater than about 20 ms. Forrest and Green
~1987! also found that the detectability of increments and

FIG. 3. Group mean results depicting intensity discrimination (10 logDI/I)
as a function of the number of signal components. Diamonds indicate inten-
sity discrimination data for noise bands, with11 standard deviation error
bars; squares indicate data for tonal signals from experiment 1, with21
standard deviation error bars. See text for explanation of solid lines.
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decrements in broadband noise was similar when expressed
in terms ofDL. However, they stressed that the interpreta-
tion of such results is strongly dependent on the choice of
response metric; if their metric was instead the ratio of the
change in amplitude relative to the standard amplitude
(DA/A), then for durations greater than about 10 ms, thresh-
olds for decrements were lower than for increments. While
the intent of these previous studies of increment and decre-
ment detection has been primarily to model the sensitivity of
the auditory system to intensity changes~positive and nega-
tive! without regard to spectral distribution of energy, the
specific purpose of this experiment was to compare the spec-
tral integration of intensity decrements to that for intensity
increments.

A. Methods

1. Subjects

The same eight subjects that participated in experiment
2 participated in experiment 3.

2. Stimuli

The stimuli for experiment 3 were the same eight narrow
bands of noise that were used as maskers in experiment 1
and as standards in experiment 2~see Fig. 1!. The level of
the noise bands remained at 35 dB/Hz and the level of the
broadband background noise remained at 15 dB/Hz.

3. Procedure

For each listener, decrement detection threshold was
measured for the same four standard stimuli as in experiment
2. The procedure was in all respects the same as in experi-
ment 2 except that a decrement, rather than an increment,
was added to the standard in the signal interval. The decre-
ment resulted from an antiphasic addition of a replica of the
stimulus waveform to the standard. Again, threshold was ex-
pressed in terms of a derivedDI which corresponded to the
intensity of an independentnoise band which, when sub-
tracted from the standard, would have results in the same
change in level.

B. Results and discussion

The group mean results were representative of the per-
formance of the eight listeners and are displayed as squares
in Fig. 4. The upper panel plots decrement detection in terms
of 10 logDI/I as a function of the number of bands~squares!.
Here, all points fall below zero since the level of the inverted
stimulus waveform which results in the decrement can never
exceed the level of the standard~uninverted! waveform. The
upper panel also replots the increment detection data of Fig.
3 for comparison~circles!. The lower panel plots the data in
terms of level change, orDL. HereDL for decrements cor-
responds to 10 log(12DI/I) and DL for increments corre-
sponds to 10 log(11DI/I).

As mentioned earlier, measurements which deal with
sensitivity to level changes in a sound can be quantified us-
ing a variety of interrelated metrics~cf. Green, 1988!. Buus
and Florentine~1991! argued that, at least for increment de-
tection,DL is the most appropriate metric sinced8 is nearly

proportional toDL over the entire range of difference li-
mens.1 In comparisons of increment and decrement detec-
tion, there is also a precedent for the predominant use of the
DL metric~de Boer, 1986; Moore and Peters, 1997!. Accord-
ingly, the results of this experiment will be discussed in
terms ofDL. It is apparent from Fig. 4~lower panel! that, for
a single 20-Hz-wide narrow band of noise, a much larger
absolute level change is required for decrement detection
than for increment detection~10.3 dB versus 6.7 dB!. For
eight independent narrow bands of noise, the absoluteDL
values are 5.4 and 3.8 dB for the decrements and increments,
respectively. The finding that the absoluteDL for decrement
detection is greater than that for increment detection is in
line with the data of Moore and Peters~1997! who found that
for 200-ms increments and decrements in mid- to high-
frequency pure tones, a significantly larger absoluteDL was
required for decrement detection in comparison to increment
detection. A similar finding for narrow bands of noise was
reported by Hall and Grose~1991!.

The results of experiment 2 were interpreted as indicat-
ing that intensity discrimination~detection of increments! is
a linear function ofAN. However, a different pattern appears
to hold for decrement detection. In order to better understand

FIG. 4. Group mean results depicting decrement detection~squares! and
increment detection~circles!. Upper panel shows data expressed in terms of
10 log(DI/I), with increment data replotted from Fig. 3. Lower panel shows
same data expressed in terms ofDL: for decrements,
DL510 log(12DI/I); for increments,DL510 log(11DI/I). Error bars indi-
cate 1 standard deviation.
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the behavior underlying decrement detection as a function of
the number of stimulus constituents, psychometric functions
were generated for two listeners for the single-noise band
stimulus and the eight-noise band stimulus. A modified
method of constant stimuli was used as implemented by Fu-
rukawa and Moore~1996!. Blocks comprised of 55 trials
were presented which contained five practice trials followed
by five sub-blocks of ten constant-decrement trials each. The
five sub-blocks spanned a predetermined range of decrement
levels, descending from large decrements~high detectability!
to small decrements~low detectability!. Each listener under-
took 20 such blocks per stimulus configuration so that each
point on the psychometric function was based on 200 trials.
The percent correct scores were converted tod8 scores using
standard tables~Green and Dai, 1991!.

The results for the two listeners are shown in separate
panels in Fig. 5. Each panel plotsd8 againstDL with number
of noise bands (N) as the parameter. Note thatd8 is plotted
on a linear scale whileDL is plotted on a dB scale. The solid
line in each panel is the best-fitting linear regression through
the data points for the single-band stimulus~squares! with no
constraint for passing through the origin. The dashed line
indicates expected performance ifd8 for eight bands was
simply A8 better thand8 for one band. The results suggest
that performance for detecting synchronous intensity decre-
ments in multiple narrow bands improves by less thanAN as
the number of bands increases. The reason for this effect is
not clear. However, it is likely not to be due to differences in
sensitivity to decrements as a function of noise band center
frequency. Pilot work measuring the detectability of decre-
ments in single 20-Hz-wide bands of noise centered at dif-
ferent points across the frequency range employed in this
experiment and presented against the same broadband back-
ground noise did not reveal any systematic change in detec-
tion threshold with frequency.

In summary, the results of experiment 3 indicate that the
detection of decrements in intensity improves by a factor of
less thanAN. This is in contrast to the detection of intensity
increments where theAN rule appears to hold.

IV. EXPERIMENT 4. GAP DETECTION AS A
FUNCTION OF THE NUMBER OF NOISE BANDS
CARRYING THE GAP

The extreme of decrement detection is gap detection.
That is, when the level of the antiphasic replica waveform is
the same as that of the standard, then perfect cancellation
occurs:DL is maximal and 10 log(DI/I)50 dB. Unlike dec-
rement detection, where the duration of the decrement is
constant and the procedure titrates along some dimension
related toDL, in gap detection the level of the decrement is
constant and the duration of the decrement is titrated. The
issue of interest in experiment 4 is therefore somewhat dif-
ferent from that in experiments 1–3. That is, how does the
duration of the just-detectable gap vary as a function of the
number of independent noise bands carrying the gap? Sev-
eral previous studies have addressed aspects of this question
~Green and Forrest, 1989; Grose, 1991; Grose and Hall,
1988; Hall et al., 1996!. The consensus appears to be that
gap threshold is shorter for synchronous gaps in multiple
carriers distributed across frequency than for a gap carried by
a single frequency-specific carrier. However, most of these
studies have not systematically varied the number of carriers
and, thus, the function relating gap threshold to carrier num-
ber remains unexplored.

A. Method

1. Subjects

The same eight subjects from experiment 1 participated
in experiment 4. Each subject received at least 2 h of training
on the task, until performance appeared stable; that is, until
no systematic improvement in threshold was obvious.

2. Stimuli

The stimuli for experiment 4 were the same eight narrow
bands of noise used as maskers in experiment 1 and as stan-
dards in experiments 2 and 3. The level of the noise bands
remained at 35 dB/Hz and the level of the broadband back-
ground noise remained at 15 dB/Hz.

3. Procedure

For each listener, gap threshold was measured for each
of the four stimuli. Where stimuli consisted of multiple noise
bands, the gap occurred synchronously across all noise bands
present. A 3AFC task was again employed where now the
target event was the presence of a gap, or interruption, in the
stimulus in one of the three observation intervals. The stimu-
lus was gated on for 800 ms in each of the observation in-
tervals. In one of the intervals, chosen at random, the stimu-
lus was gated off and on~Wilsonics BSIT!, beginning 400
ms into the interval. The gap was imposed with 20-ms,
cosine-squared fall–rise times and the duration of the gap
was taken as the time between the initiation of gate closure
and the initiation of gate opening. Subjects indicated their
responses by means of a microterminal and feedback was
provided after each trial. The step size for gap duration was
a constant factor of 1.2. A threshold run was terminated after
ten reversals in gap duration and the geometric mean of the
final six reversal levels was taken as the estimate of threshold

FIG. 5. Sensitivity (d8) as a function ofDL ~dB! derived from psychomet-
ric functions for decrement detection for two listeners. Squares indicate data
for decrements in a single narrow band of noise; triangles indicate data for
synchronous decrements in eight narrow bands of noise. See text for expla-
nation of solid and dashed lines.
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for that run. For each listener, at least six estimates of thresh-
old were obtained for each condition and the final threshold
value was taken as the geometric mean of those six or more
threshold estimates.

B. Results and discussion

The group mean results were representative of the eight
listeners and are shown in Fig. 6. Gap threshold is plotted
against the number of signal components. A repeated mea-
sures ANOVA on the logarithmic transform of the data in-
dicated that gap threshold improved significantly as the num-
ber of noise bands carrying the gap increased@F(3,21)
5176.31; p,0.01]. Post-hoccontrasts indicated that gap
threshold improved significantly for each doubling of noise
band number. The solid line in Fig. 6 is a function whose
equation is

log~GN!5 log~G1!2A2log~AN!,

whereGN is gap threshold for anN-band stimulus andG1 is
gap threshold for a single-band stimulus. TheA2 term signi-
fies that the improvement in gap threshold with increasing
band number is not a linear function ofAN. Rather, gap
threshold improves more steeply than predicted by a simple
AN rule. This observation is consistent with the studies of
Grose~1991! and Green and Forrest~1989!. For example,
the Grose~1991! study examined gap detection as a function
of the spectral distribution of the noise bands making up the
stimulus and found that the improvement in gap threshold
when increasing the number of bands from one to five was
greater thanA5. Green and Forrest~1989! also noted that
gap threshold appeared to improve with increasingN by a
factor greater than would be expected on statistical grounds
alone, even when taking into consideration the observation
that gap detectability (d8) was unlikely to be simply propor-
tional to gap duration.

In order to gain a better understanding of how sensitivity
to the presence of a gap depends upon the number of gap
carriers, psychometric functions were generated for two lis-

teners in a manner similar to that described for experiment 3.
Blocks of 55 trials were presented wherein each block con-
tained five practice trials followed by five sub-blocks of ten
constant gap duration trials each. The five sub-blocks
spanned a predetermined range of gap durations, descending
from long gaps to short gaps. Each point of the psychometric
function was based on 200 trials for each listener. Functions
were generated for the single-band stimulus and the eight-
band stimulus. These data are shown in Fig. 7 whered8 is
plotted against gap duration for the single-band stimulus
~squares! and the eight-band stimulus~circles!. Each panel
indicates data from a single listener. The solid line in each
panel represents the best-fitting linear regression through the
data for the single-band stimulus with no constraint for pass-
ing through the origin. The dashed line represents expected
performance ifd8 for eight bands was simplyA8 better than
d8 for one band. The results suggest that, at least for values
of d8 not close to zero, performance for detecting synchro-
nous gaps in multiple noise bands improves more steeply
with increasing gap duration than would be expected from a
simpleAN rule. This is in line with the pattern of threshold
data seen in Fig. 6.

It is notable that the results of this experiment indicate
that gap detection improves more steeply with increasingN
than predicted by aAN rule, whereas the results of experi-
ment 3 show that decrement detection improveslesssteeply
thanAN. This contrast is striking because, conceptually, both
tasks hinge on the ability to detect a reduction or absence of
stimulus energy. A key difference across tasks, however, is
that the duration of the change in energy was much longer in
the decrement detection task~200 ms! than it was in the gap
detection task, suggesting that factors related to temporal in-
tegration may have played fundamentally different roles in
the two tasks. Further work is required to clarify this issue.
For example, a study comparing the detection of shorter-
duration decrements and the detection of gaps would be in-
formative. Green and Forrest~1989! have already shown that
psychometric functions for partially filled gaps~i.e., constant
decrements! are more shallow than psychometric functions
for complete gaps. The effect of presentation level is also a
matter of consideration. Hallet al. ~1996!, examining the

FIG. 6. Group mean results depicting gap threshold as a function of the
number of noise bands carrying the gap. Error bars indicate61 standard
deviation. See text for explanation of solid line.

FIG. 7. Sensitivity (d8) as a function of gap duration derived from psycho-
metric functions for gap detection for two listeners. Squares indicate data for
gaps in a single narrow band of noise; circles indicate data for synchronous
gaps in eight narrow bands of noise. See text for explanation of solid and
dashed lines.
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improvement in gap threshold as the number of bands in-
creased from one to two, found that the degree of improve-
ment appeared to vary as a function of presentation level. At
low sensation levels~15 dB SL!, gap threshold for two bands
was lower than for one band by more than a factor ofA2.
However, at a higher sensation level~30 dB SL!, threshold
for two bands was roughly a factor ofA2 lower than for one
band. Importantly, for a given presentation level, Hallet al.
~1996! found that threshold change as a function of the num-
ber of carriers was independent of the spectral location of the
carriers over a five-octave range.

V. SUMMARY

The purpose of this study was to examine the processing
of energy fluctuations which occurred synchronously across
relatively independent spectral regions. The results of experi-
ment 1 showed that the detection of multitonal complexes
masked by narrow bands of noise was directly related to the
square root of the number of signal componentsAN. The
function was the same as that observed for broadband mask-
ing noise~e.g., Buuset al., 1986; Green, 1958!. Thus each
signal component appeared to contribute equally and inde-
pendently to threshold. Experiment 2 extended this to show
that, when the signal was a nontonal increment in the level of
a noise band carrier, threshold was about 2 dB worse than for
a comparable tonal signal. Nevertheless, threshold continued
to be a linear function ofAN, indicating statistical indepen-
dence of the signal components in the integration process.
This was not the case for energy decrements, as shown in
experiment 3. The detection of a decrement in energy in one
or more noise bands was relatively poorer than was the de-
tection of an increment in energy in the same stimulus. Psy-
chometric functions for decrement detection suggested that
performance improved by less thanAN with increasing num-
ber of stimulus constituents. Experiment 4 examined the de-
tection of energy decrements in the form of imposed silent
intervals. As with previous gap detection studies using
stimuli presented at low levels~e.g., Green and Forrest,
1989; Grose, 1991; Hallet al., 1996!, gap detection was rela-
tively poorer for single narrow bands of noise than for mul-
tiple spectrally distributed narrow bands of noise. However,
gap detection improved more steeply with increasingN than
predicted by a simpleAN rule, a finding confirmed with an
analysis of psychometric functions for gap detection.

Overall, the results of the first two experiments suggest
that, for energy increments, the auditory system integrates
information from across the spectrum in a statistically inde-
pendent manner, at least over the range of frequencies and
levels examined here. The detection of relatively long dura-
tion energy decrements appears to improve by less than
AN, whereas the detection of shorter-duration energy gaps
appears to improve by more thanAN. The factors underlying
this somewhat paradoxical situation require further investi-
gation.
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The effects of two temporal cues on pitch judgments
Robert P. Carlyon
MRC Applied Psychology Unit, 15 Chaucer Road, Cambridge CB2 2EF, England
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A series of experiments required listeners to judge which of two sequentially presented pulse trains,
bandpass filtered to contain only unresolved harmonics, had the higher pitch. The effects of two
temporal cues were explored. The ‘‘common interval’’ cue refers to the fact that the interval
between any two pulses in each train is an integer multiple of 1/F0, whereF0 is the period of the
pulse train. The ‘‘mean rate’’ cue arises from the fact that the number of pulses in any period of time
is proportional toF0. It was manipulated, independently of the common interval cue, by removing
a proportion of the pulses in each of two trains with differentF0s. The mean rate cue was removed
in one condition of the experiments by deleting more pulses in the stimulus with the higherF0; in
other conditions, the number of pulses deleted was either independent ofF0, or was higher for the
stimulus with the lowerF0. The results both of forced-choice and of pitch-matching experiments
showed that pitch judgments were affected by the mean rate cue, even though, at least when only
a few pulses were deleted, listeners could make consistent judgments using only the common
interval cue. Performance in all conditions deteriorated when the number of pulses to be deleted was
increased, or when a masking pulse train with a similar spectrum to the targets was mixed with
them. Under such circumstances, performance in the absence of the mean rate cue was close to
chance. ©1997 Acoustical Society of America.@S0001-4966~97!04408-1#

PACS numbers: 43.66.Fe, 43.66.Hg@JWH#

INTRODUCTION

To estimate the fundamental frequency (F0) of harmon-
ics which are unresolved by the peripheral auditory system,
listeners process the temporal features of the outputs of au-
ditory filters that are driven by those harmonics~Hoekstra,
1979; Houtsma and Smurzynski, 1990; Shackleton and Car-
lyon, 1994!. They use this information not only to estimate
the pitch of sounds where only the higher~unresolved! har-
monics are audible, but also to compare theF0s of groups of
harmonics, such as the formants of speech, to determine
whether or not they arise from the same source~Carlyon
et al., 1992; Carlyon, 1994; Carlyon and Shackleton, 1994;
Carlyon, 1996!. There are a number of models of this form
of temporal processing~Moore, 1989; Slaney and Lyon,
1990; Meddis and Hewitt, 1991; Pattersonet al., 1995!, all
of which exploit what will be termed here the ‘‘common
interval’’ cue. This cue is illustrated schematically in Fig.
1~a! and ~b!, which shows two pulse trains having different
fundamental frequencies (F0s). In each case, the time be-
tween any two pulses is an integer multiple of a common
interval, which is shorter in the sound with the higherF0
@Fig. 1~a!# than in the one with the lowerF0 @Fig. 1~b!#. It is
this common interval which is represented along the abscissa
of the ‘‘summary autocorrelogram’’~Meddis and Hewitt,
1991! and which is the focus of similar temporal models of
pitch ~Licklider, 1951; Moore, 1989; Slaney and Lyon, 1990;
Pattersonet al., 1995!.

In 1985, Dobie and Dillier pointed out that there is an-
other difference between the two pulse trains in Fig. 1~a! and
~b!, which is simply that one contains more pulses than the
other. In order to investigate the importance of this ‘‘mean
rate’’ cue, they deleted some of the pulses in each train, with
more pulses being deleted in the stimulus with the higher

F0, resulting in two pulse trains with identical mean rates
@Fig. 1~c! and~d!#. Dobie and Dillier found that listeners still
performed above chance on a ‘‘pitch discrimination’’ task
with these two stimuli, and concluded that listeners could
make pitch judgments in the absence of the mean rate cue.
However, the pulse trains were not bandpass filtered, and so,
as the authors pointed out, the discrimination could have
been based on changes in the frequencies of one or more of
the lower, resolved, harmonics.1 The experiments described
in the present paper used a similar manipulation to the one
described by Dobie and Dillier, with the important difference
that the stimuli were bandpass filtered so as to contain only
unresolved harmonics. The results show that, although the
mean rate cue is not essential for the perception of pitch, it
can affect the pitch judgments made by listeners in both
forced-choice and pitch-matching experiments. It will be
concluded that the mean rate cue can influence the percep-
tion of pitch, at least when this is defined loosely~e.g., ‘‘that
subjective attribute of sound which admits a rank ordering
from low to high’’—Ritsma, 1963!. The extent to which the
data can be interpreted in terms of more specific definitions,
such as tone chroma and tone height, will be discussed in
Sec. IV B.

In addition to investigating the cues used to judge the
pitch of sounds presented in isolation, an important motiva-
tion for the present study was to shed light on the potential
role of temporal processing in the segregation of concurrent
sounds. In a recent study, Carlyon~1996! asked listeners to
detect anF0 difference~‘‘ DF0’’ ! imposed on a group of
unresolved harmonics which had been mixed with a second,
spectrally overlapping, group.~The unresolved harmonics
were similar to the bandpass-filtered pulse trains used here,
with the minor difference that the harmonics were summed
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in sine rather than in cosine phase.! Although listeners could
perform this task, and described the cue they used as a
change in pitch, they did not report hearing more than one
sound source; rather, they heard the mixture as containing
only a single, aperiodic sound. That article concluded that
listeners could not use purely temporal cues to segregate two
groups of unresolved harmonics, and argued instead that lis-
teners performed the task using a ‘‘composite’’ pitch which
was conveyed by the average rate at which peaks occurred in
the combined waveform. In order to test this conclusion,
experiment 3 required listeners to detect anF0 difference
imposed on a group of unresolved harmonics, masked by
another spectrally overlapping group, while controlling for
the ‘‘mean rate’’ cue.

I. EXPERIMENT 1

A. Method

Experiment 1 consisted of four conditions, termed
‘‘baseline,’’ ‘‘equated,’’ ‘‘exaggerated,’’ and ‘‘rate.’’ In
each of these, the standard stimulus was a 200-Hz 500-ms
pulse train which had been bandpass filtered between 3900
and 5400 Hz. The duration of each pulse was 0.05 ms. In the
first three conditions the signal consisted of a pulse train
which was passed through the same bandpass filter, but
which had anF0 of 208, 216, 234, or 274 Hz. Four-point
psychometric functions, with 200 trials per point, were mea-
sured using the method of constant stimuli as described by
Carlyon ~1996!; each block of trials consisted of ten mea-
sures per point, and commenced with six practice trials at the
largestDF0. On each two-interval forced-choice trial listen-
ers were instructed to identify which stimulus had the higher

pitch, and answers were scored as correct when this stimulus
corresponded to the one with the higherF0. The signals and
the method of scoring responses in the fourth~rate! condition
will be described later.

For each stimulus presentation, only a given proportion,
‘‘ P, ’’ of the pulses originally present in that pulse train were
actually played out, with the remaining pulses being deleted
in software. The decision to delete or retain any pulse was
taken by generating a random integer between 1 and 10 000,
and retaining that pulse if the integer was less than or equal
to P multiplied by 10 000. Throughout this article, the term
‘‘ F0’’ is defined as the ‘‘original’’F0 of a stimulus even
though, strictly speaking, the deletion of pulses rendered the
stimuli aperiodic.

In the baseline condition,P was set to 0.707 for the
standard and all signals. As shown in Table I~a!, this meant
that the mean pulse rate (P•F0) increased with increasing
F0; the proportional increase was in fact identical to that
occurring in ‘‘conventional’’ paradigms, where no pulses are
deleted~Hoekstra, 1979; Cullen and Long, 1986!. This was
not the case in the equated condition, whereP equalled
0.707 for the standard but decreased with increasingF0 for
the signals. As can be seen in the last column of Table I~b!,
this resulted in the mean pulse rate being the same for the
standard and signals. In contrast, the exaggerated condition
involved settingP50.517 for the standard, andincreasing
P for signals with increasingF0s @Table I~c!#. In this con-
dition, then, the increase in mean pulse rate with increasing
F0 was greater than in a conventional paradigm. Finally, in
the rate condition, theF0 of the standardand the signalswas
200 Hz, with the signals differing from the standard

FIG. 1. Parts~a! and~b! show schematic representations of two pulse trains
with differentF0s. The brackets underneath the first few pulses in each train
indicate the fact that the time between any two pulses is an integer multiple
of a common interval. Parts~c! and ~d! show the same pulse trains as in
parts~a! and ~b!, but with some pulses deleted so that the total number of
pulses is the same in each stimulus.

TABLE I. Each part of the table shows theF0, pulse probability (P), and
mean rate for the standard~bold type! and signal~plain type! stimuli for one
of the four conditions of experiment 1.

F0 ~Hz! P R5P•F0

~a! Baseline
200.0 0.707 141.4
208.0 0.707 147.1
216.3 0.707 153.0
234.0 0.707 165.4
273.7 0.707 193.5

~b! Equated
200.0 0.707 141.4
208.0 0.680 141.4
216.3 0.654 141.4
234.0 0.604 141.4
273.7 0.517 141.4

~c! Exaggerated
200.0 0.517 103.4
208.0 0.537 111.7
216.3 0.559 120.9
234.0 0.604 141.4
273.7 0.707 193.5

~d! Rate
200.0 0.517 103.4
200.0 0.559 111.7
200.0 0.604 120.9
200.0 0.707 141.4
200.0 0.968 193.5
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only by an increase in the value ofP @Table I~d!#. In this
condition, responses were scored as correct whenever the
listener identified the stimulus with the higher mean rate as
having the higher pitch.

An important feature of the experimental design was
that the conditions were interleaved, so that, on a given block
of trials, listeners did not know which condition they were
being tested on. This was done in order to encourage them to
identify the signal using the same perceptual attribute in all
conditions. Because the decision to include the rate condition
was taken after listener RC~the author! had been tested on
the other three conditions, the policy of not allowing listen-
ers to know which condition they were being tested on re-
quired the rate condition to be omitted for this listener.

The pulse trains were played out of a 12-bit DAC~CED
1401! at a sampling rate of 20 000 Hz, and were passed
through an antialiasing filter ~Kemo VBF 25.01,
cutoff58600 Hz, attenuation rate 135 dB/oct! before band-
pass filtering~one high-pass and one low-pass Kemo VBF
25.03 filters in series, attenuation rate 48 dB/oct!. The band-
pass filter had 3-dB-down points of 3900 and 5300 Hz. The
pulse trains were then attenuated~TDT PA4! and fed to one
input of a headphone amplifier. The attenuation was chosen
so that an ‘‘intact’’ pulse train (P51.0), with anF0 of 200
Hz, would produce harmonics in the passband of the filter
with levels of 45 dB SPL each. The amplitude of the pulses
in the stimuli actually used in the experiments were equal to
that of this calibrating stimulus. A continuous pink noise,
with a spectrum level of 9 dB SPL at 4000 Hz, was con-
nected to another input of the headphone amplifier. Both the
pulse trains and the noise were presented to one earpiece of a
Sennheiser HD414 headset. Four listeners, each with abso-
lute thresholds within 15 dB of the 1969 ANSI standard at all
audiometric frequencies, listened in a double-walled sound-
insulating booth.

B. Predictions

The relative levels of performance in the four conditions
of experiment 1 should depend on the effect of mean rate
cues on listeners’ judgments of pitch. A strong prediction is
that, if listeners use only the mean rate cue, then performance
in the equated condition should be at chance, but that it
should be above chance in the other three conditions. A dif-
ferent prediction arises from the scenario where listeners can
make reliable pitch judgments based on the common interval
cue alone, but where these judgments are partly influenced
by the mean rate cue. In this case, performance in the
equated condition should be above chance, but worse than in
the baseline or exaggerated conditions. In addition, perfor-
mance on the rate condition should also be above chance.
Finally, if the mean rate cue has no effect, performance
should be roughly similar in the equated, baseline, and exag-
gerated conditions, but that in the rate condition should be at
chance.

C. Results

The results of experiment 1 for the four listeners are
shown in the four panels of Fig. 2. The abscissa shows the
percentageDF0 between the standard and the various sig-
nals for the baseline, equated, and exaggerated conditions;
for the rate condition, it shows the difference in rate between
the standard and signals. In each case, the ordinate shows
sensitivity measured asd8.

For listener GN~top left!, performance in the equated
condition ~squares! is above chance, but lower than in the
baseline~triangles! or exaggerated~circles! conditions. This
suggests that his pitch judgments are partly, but not com-
pletely, influenced by the mean rate cue; further evidence for
a role for the mean rate cue comes from his above-chance
performance in the rate condition~inverted triangles!. Lis-
tener CG shows a similar pattern of results. The results are
also similar for listener NB, with the exception that he per-
forms at chance in the equated condition, suggesting that his
judgments are entirely dominated by the mean rate cue. The
major difference comes from the data of listener RC, whose
performance in the equated condition is similar to that in the
baseline and exaggerated conditions. This listener differed
from the other three in that there was no evidence for an
effect of the mean rate cue.

II. EXPERIMENTS 2 AND 3: EFFECT OF A MASKING
PULSE TRAIN AND OF REDUCED PULSE
PROBABILITY

A. Rationale

In one of the experiments described by Carlyon~1996!,
listeners were required to detect aDF0 imposed on one
group of unresolved harmonics that had been mixed with a
second, masking group of harmonics in the same frequency
region. It was concluded that, in order to perform this task,
listeners relied entirely on changes in the average rate at
which peaks occurred in the composite waveform of the
masker and target complexes. Experiment 2 therefore tested
the hypothesis that the mean rate cue would have a more

FIG. 2. Sensitivity (d8) measured in the four conditions of experiment 1.
For the baseline~triangles!, equated~squares!, and exaggerated~circles!
conditions, the abscissa shows the percentage difference inF0 between the
standard and each signal. For the rate condition, the abscissa shows the
percentage difference in pulse probability between the standard and the
signals.
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consistent effect on performance when the standard and sig-
nal pulse trains were mixed with a masking pulse train, com-
pared to the rather variable effects seen in experiment 1.
Experiment 3 measured the effect of another manipulation
designed to degrade the pitch strength of the stimuli, which
was simply to delete a higher proportion of pulses in all
conditions.

B. Method

The method used for experiment 2 was based on that for
experiment 1. Only the equated and exaggerated conditions
were run, and only two signalF0s, 217 and 274 Hz, were
tested. The main difference was that all stimuli were mixed
with a 234-Hz pulse train, having a pulse probability (P) of
0.604, which was gated on and off with the standard and
signal pulse trains. It was played out of a second DAC, band-
pass filtered and attenuated in a manner identical to the stan-
dard and signal trains, and fed into one input of the head-
phone amplifier. The level of each pulse in this masking
stimulus was the same as that in the standard and signals.

Experiment 3 included all conditions of experiment 1,
the only difference being that all pulse probabilities~both in
the standard and signal intervals! were divided by 1.414.
Unlike in experiment 1, listener RC was tested on all four
conditions.

C. Results

The results of experiment 2 are shown in Fig. 3. It can
be seen that performance was worse in the equated than in
the exaggerated condition for all four listeners, including
RC, who had shown no such difference in experiment 1.
Indeed, performance in the equated condition was close to
chance, with the possible exception of listener CG at a
DF0 of 37%. This suggests that, in the presence of a spec-
trally overlapping masker, all listeners used the mean rate
cue to make pitch judgments~cf. Carlyon, 1996!. In order to
determine whether the effect of the mean rate cue was

greater in experiment 2 than in experiment 1, the data points
which were measured in the two experiments were submitted
to a three-way ~masker presence/absence3condition
3DF0! ANOVA. Although the ANOVA revealed signifi-
cant effects of condition@F(1,3)544.1; p,0.01# and of
DF0 @F(1,3)5130.0; p,0.01#, the effect of masker just
failed to reach significance@F(1,3)58.6; p50.06#, and,
more importantly, did not interact with condition@F(1,3)
52.5; p50.21#. This means that, although listener RC only
showed a difference between the two conditions when a
masking train was present~experiment 2!, this interaction
was not observed when the data from all four listeners were
taken into account.

Figure 4 shows that the effect of reducing pulse prob-
ability was, roughly speaking, similar to that of adding a
masker. All four listeners showed very poor performance in
the equated condition, and rather better performance in the
baseline and exaggerated conditions. To compare the effect
of the mean rate cue to that in experiment 1, the data from
the baseline, equated, and exaggerated conditions from the
two experiments were submitted to a three-way
(pulse probability3condition3DF0) ANOVA.2 All main
effects were highly significant@pulse probability:F(1,3)
577.1; p,0.01; condition:F(2,6)536.5, p,0.01; DF0:
F(3,9)587.7, p,0.01#. In addition,DF0 interacted signifi-
cantly both with pulse probability@F(3,9)512.1, p,0.01#
and with condition@F(6,18)511.2, p,0.01#. Once more,
however, there was no statistical evidence that the effect of
mean rate differed from that in experiment 1, as demon-
strated by a lack of significant interaction between pulse
probability and condition@F(2,6)50.3, p50.73#. This may
seem surprising, given the fact that no listener performed
above chance in the equated condition of experiment 3.
However, this must be attributed to the marked reduction in
sensitivity in all conditions of experiment 3, compared to the
corresponding conditions of experiment 1; because perfor-
mance was initially high in the baseline and exaggerated

FIG. 3. Results of the equated~squares! and exaggerated~circles! conditions
of experiment 2. The abscissa shows the percentage difference inF0 be-
tween the standard and each signal.

FIG. 4. Sensitivity (d8) measured in the four conditions of experiment 3.
For the baseline~triangles!, equated~squares!, and exaggerated~circles!
conditions, the abscissa shows the percentage difference inF0 between the
standard and each signal. For the rate condition, the abscissa shows the
percentage difference in pulse probability between the standard and the
signals.
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conditions of experiment 1, reducing pulse probability did
not bring performance down to the chance levels observed
for the equated condition. The exception to this overall con-
clusion is again listener RC, whose performance in the
equated condition was worse than in the baseline and exag-
gerated conditions only in experiment 3. Again, we must
conclude that the interaction observed for RC did not gener-
alize to the other three listeners.

The overall reduction in performance as pulse probabil-
ity was decreased from experiment 1 to experiment 3 may
explain one further aspect of the data. Although both experi-
ments showed that, relative to the baseline condition, perfor-
mance was reduced when the mean rate cue was removed
~equated condition!, performance did not improve when the
cue was enhanced~exaggerated condition!. A comparison of
parts~a! and~c! of Table I reveals that the pulse probabilities
were lower, overall, in the exaggerated than in the baseline
condition, and this may have counteracted any advantage to
be gained from exaggerating the difference in mean rate be-
tween the standard and signal. The confounding influence of
overall pulse probability can be avoided when comparing
performance in the equated and exaggerated conditions. At a
signal F0 of 274 Hz, the pulse probabilities in the equated
condition for the standard and signal were 0.707 and 0.517,
respectively, with these values being simply swapped for the
exaggerated condition@compare Table I~b! and ~c!#. Inspec-
tion of the data in Figs. 2–4 shows that at this signalF0,
which corresponds to aDF0 of 37%, performance is sub-
stantially better in the exaggerated condition~circles! than in
the equated condition~squares!. This comparison, then,
shows that there is an effect of the mean rate cue even when
overall pulse probability is controlled for.

III. EXPERIMENT 4: PITCH MATCHES

A. Rationale and method

Experiments 1–3 provided strong evidence that pitch
judgments can be influenced by the mean rate cue. However,
those experiments used pulse trains with fairly low pulse
probabilities: even in experiment 1, the highest value ofP on
any trial in the baseline, equated, or exaggerated conditions
was 0.707, and all except the baseline condition included
trials where either the standard or signal had fewer than 52%
of the original pulses remaining~Table I!. This raises the
possibility that the usefulness of the ‘‘mean rate’’ cue is
restricted to the case where a fairly large proportion of pulses
has been deleted, rather than being generalizable to ‘‘intact’’
stimuli. Two aims of experiment 4 were to determine
whether the mean rate cue affects the pitch of pulse trains
when a high proportion of the original pulses has been re-
tained, and whether the size of any such effect varies with
the value of this proportion. A third aim was to study the
effect of the mean rate cue using a different technique, pitch
matching, which is commonly used in the study of pitch
perception. Finally, the experiment allowed us to quantify
the effect of a given change in pulse probability on the per-
ceivedF0 of a sound.

There were three conditions in the experiment, differing
only in the lowest pulse probability used for any match in

that condition. This value, termedPmin , was either 0.55, 0.7,
or 0.85. Half of the pitch matches in each condition started
with the listener being presented with a 500-ms 200-Hz
bandpass-filtered pulse train, generated in the same way as in
experiment 1, and with the pulse probability for this ‘‘fixed’’
stimulus,Pfix , equal toPmin . This was followed 500 ms later
by a second ‘‘variable’’ pulse train, with anF0 drawn at
random from a distribution which was rectangular on a log
axis and which ranged from 154–260 Hz. Its pulse probabil-
ity, Pvar, was 10% higher thanPmin . The listener could then
adjust theF0 of the second stimulus to be presented on the
next trial, by pressing one of four buttons on the response
box: the outer two buttons allowed theF0 to be multiplied or
divided by a factor of 1.1, with a smaller factor of 1.03 for
the inner two buttons. Whichever button was pressed, the
stimulus parameters for the first pulse train in the next trial
remained fixed~F05200 Hz, Pfix5Pmin!, as did the pulse
probability for the second, variable, stimulus. A different
random set of pulses to be retained was calculated afresh for
each pulse train. Listeners continued to adjust theF0 of the
variable stimulus until they were satisfied that the two
stimuli had the same pitch, and then terminated the match by
pressing a fifth button; they were encouraged to ‘‘bracket’’
the match before doing so.

The other half of the pitch matches for each condition
were similar, except that the pulse probability for the fixed
stimulus was 10% higher than that for the variable stimulus,
instead ofvice versa. This was done in order to separate the
effects of pulse probability from any bias listeners may have
had towards adjusting the second stimulus of any pair to
either a lower or higherF0 than the first.

In all other respects the method of stimulus generation,
including the continuous pink noise, was the same as in ex-
periment 1. Three listeners took part, and made nine matches
in each half of the three conditions. One listener, CL, had not
taken part in experiments 1–3.

B. Results

The F0 to which the second, variable stimulus was ad-
justed is shown in Fig. 5, each panel of which shows the data
for three listeners at a single value ofPmin . The adjusted
F0 was greater when the variable stimulus had a lower pulse
probability than the fixed stimulus~solid bars! than vice
versa~hashed bars!, consistent with a reduction inP lower-
ing perceived pitch, and with listeners compensating for this
by increasing theF0 of the variable stimulus. A two-way
ANOVA ~overall probability3stimulus with higher or lower
P varying! confirmed the statistical significance of this find-
ing @F(1,2)529.8; p,0.05#. The figure also shows that on
several occasions listeners displayed a bias towards adjusting
the F0 of the variable stimulus to be either lower~e.g., lis-
tener CL,p50.55! or higher ~e.g., GN,p50.55! than the
200-Hz fixed sound, regardless of which of the fixed or vari-
able sounds had the higher pulse probability.

Table II shows, for each listener and condition, the
square root of the ratio between the pitch matches forPfix

51.1•Pvar, and that whenPvar51.1•Pfix . This value, which
represents the change in perceivedF0 produced by a 10%
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change inP, is on average 1.04, 1.05, and 1.04 forPmin

equal to 0.55, 0.70, and 0.85, respectively. Thus, a 10%
change in pulse probability produces an approximately
4%–5% change in perceivedF0, a relationship which does
not vary markedly withPmin .3 Table II also shows that the
standard deviation of the pitch matches increased with de-
creasing values ofPmin . This is almost certainly due to a
decrease in pitch strength as more pulses are deleted, and is
consistent with the overall drop in performance as pulse
probability was lowered from experiment 1 to experiment 3.
The mean standard deviation of 4% forPmin50.85 can be

compared to that observed for ‘‘intact’’ groups of unresolved
harmonics by Shackleton and Carlyon~1994!.4 They re-
ported that, for a group of harmonics with anF0 of 250 Hz
and filtered in the same way as the present stimuli, the stan-
dard deviation was approximately 6%, slightly larger than
that observed here. This suggests that the pitch percept ob-
tained withPmin50.85 is about as accurate as that obtained
for unresolved harmonics with no pulses missing.

IV. DISCUSSION

A. Perceptual correlates of pulse probability

The experiments described here have shown that pulse
probability can affect the results of both forced-choice and
pitch-matching experiments, and that listeners consistently
judge stimuli with lower probabilities to have lower pitches.
Before concluding that the results demonstrate a genuine ef-
fect of the mean rate cue on pitch, it is worth considering
alternative explanations for the results. One possibility is
that, because the level of each pulse was constant throughout
the experiments, the apparent increase in pitch with increas-
ing mean rate may have been mediated by changes in loud-
ness. However, although it is well known that pitch can vary
with loudness, such effects are usually very small, and even
a 60-dB increase in the level of a 4000-Hz tone fails to
produce variations in pitch as large as the 4% observed in
experiment 4~Burns, 1982!. In addition, and in contrast to
the consistent direction of the effect observed here, the ef-
fects of level on pitch vary in direction across listeners
~Burns, 1982!.

A variant of the above explanation is that, although
loudness differences between our stimuli did not substan-
tially affect pitch, listeners learned to associate these differ-
ences with variations in a ‘‘genuine’’~i.e., common rate!
pitch cue. This may have occurred because mean rate was
correlated withF0 in the baseline and exaggerated condi-
tions of experiment 1, and listeners may have generalized
this association to other conditions and experiments. This in
turn might explain why they could perform above chance in
the rate condition, in which the common interval cue was

FIG. 5. Pitch matches measured in experiment 4 forPmin5(a) 0.55, ~b!
0.70, and~c! 0.85. Solid bars show theF0 to which the variable stimulus
was adjusted forPfix51.1•Pvar , whereas shaded bars are forPvar51.1
•Pfix .

TABLE II. Summary of the results from experiment 4. For each listener, the
numbers in bold type show the square root of the ratio between the adjusted
F0 whenPfix51.1•Pvar , and that whenPvar51.1•Pfix . This value reflects
the change in perceivedF0 produced by a 10% change inP. The numbers
in plain type show the standard deviation of the matches in each condition
~the square root of the mean of the variances in thePfix51.1•Pvar and
Pvar51.1•Pfix subconditions!, converted to a percentage of 200 Hz. Mean
data are shown in the last two rows.

Pmin50.55 Pmin50.70 Pmin50.85

CL ARatio 1.051 1.066 1.068
s.d. ~%! 8.84 6.08 3.13

GN ARatio 1.030 1.035 1.034
s.d. ~%! 9.70 6.95 6.52

RC ARatio 1.036 1.056 1.019
s.d. ~%! 6.97 4.45 2.56

Avg. ARatio 1.039 1.052 1.040
s.d. ~%! 8.50 5.83 4.07
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absent, but in which loudness increased with increasing pulse
probability. However, it seems unlikely that it could account
for the fact, apparent in Figs. 2 and 4, that performance was
generally better in the rate condition than in the equated
condition. This would require listeners to have placed a
greater weight on the ‘‘spurious’’ loudness cue than on the
‘‘genuine’’ common interval cue, despite having only
adopted the former cue by its association with the latter, and
despite instructions to respond to pitch rather than to loud-
ness. The explanation also fails to account for the effect of
mean rate on the pitch matches made in experiment 4 by
listener CL, as he had not taken part in experiments 1–3, and
could therefore not have learned to associate pitch with loud-
ness in the ‘‘baseline’’ and ‘‘exaggerated’’ conditions.

Another possibility is that listeners’ responses were af-
fected by the sensation of roughness which occurs when
some of the pulses are removed from a periodic pulse train,
and that they learned to associate an increase in roughness
with a decrease in pitch. This too seems unlikely, given that
roughness~defined here as being inversely proportional to
pulse probability! was correlated with the common interval
cue only in the exaggerated condition of experiment 1.
Rather, although we cannot rule out the possibility that some
form of bias had a small effect on our results, it seems rea-
sonable to conclude that the substantial and consistent effects
observed here reflect an influence of the mean rate cue on at
least loose definitions of pitch~e.g., ‘‘that subjective attribute
of sound which admits a rank ordering from low to high’’—
Ritsma, 1963!.

B. Nature of pitch changes

1. Tone height and chroma

Traditional musical representations of pitch are two-
dimensional, and often take the form of a helix, with tone
chroma varying along the circular dimension, and tone
height varying along the length of the helix. However, nei-
ther the forced-choice nor pitch-matching techniques used
here and elsewhere distinguish between these two dimen-
sions, and so it is worth considering the extent to which the
present results can be interpreted as an effect of mean rate on
chroma, on tone height, or on both.

The strongest evidence that temporal processing can me-
diate the perception of chroma comes from the finding that
listeners can reproduce musical intervals conveyed by the
repetition rate of amplitude modulated noise~Burns and Vi-
emeister, 1981!, by theF0 of unresolved harmonics~Hout-
sma and Smurzynski, 1990!, and by the rate of impulses
applied to single channels of cochlear implants~Pijl and
Schwarz, 1995!. In the context of the present experiments,
this raises the obvious question of whether the mean rate cue
can by itself support musical interval recognition and/or pro-
duction. Unfortunately, we do not have this information, and
preliminary considerations suggest that it may be hard to
obtain. The strength of the pitch percept decreases markedly
as pulse probability is reduced, and, given that a 10% de-
crease in pulse probability changes the perceivedF0 by only
4%–5%, any interval recognition task is likely to involve at
least one sound with a low pulse probability and therefore a

weak pitch.5 In this regard it is worth noting that the same
obstacle confronts attempts to isolate the ‘‘common inter-
val’’ cue, as such attempts would also require the deletion of
some pulses.

There is also evidence that tone height can be affected
by both spectral and temporal cues, and that it can be varied
in a continuous manner, independently of chroma. Patterson
et al. ~1993! varied the attenuation applied to the odd har-
monics of a complex tone, and observed a gradual shift in
the perceived tone height with increasing attenuation. This is
not surprising because, as they observed, an infinite attenua-
tion simply doubles theF0 of the complex, resulting in an
increase in pitch of one octave. A similar increase can be
produced in the temporal domain, by shifting the phase of
alternate components of a sine- or cosine-phase complex by
90°, provided that the components are unresolved by the pe-
ripheral auditory system~Pattersonet al., 1993; Shackleton
and Carlyon, 1994!. The important point about both these
manipulations is that one would not expect listeners to make
musical interval judgments to anything other than the octave
or fundamental, even for intermediate attenuations or phase
shifts.

2. Interspike interval histograms

As mentioned above, the procedures used in the present
study do not distinguish between the two musical dimensions
of pitch, and so we have no firm evidence that one or other
dimension was primarily affected by pulse probability. How-
ever, some insight may be gained by considering the ways in
which the manipulations used here might affect neural rep-
resentations of temporal information. Figure 6~a! shows a
simple simulation of an auditory-nerve interspike interval
histogram ~ISIH!, derived from the rectified output of a
‘‘gammatone’’ auditory filter centered on 4500 Hz~Patterson

FIG. 6. Interspike interval histograms~ISIH! simulated using the response
of an auditory filter centered on 4500 Hz to pulse trains filtered in the same
way as in the experiments. Each part shows the result of applying the ran-
dom algorithm described in the text to a single stimulus, 500 times. Part~a!
F05200 Hz, P51.0; ~b! F05158 Hz, P51.0; ~c!, F05200 Hz, P
50.6; ~d! F05100 Hz, P51.0.
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et al., 1988! in response to a 400-ms pulse train withF0
5200 Hz andP51.0. The simulation was implemented by
assuming that a spike was generated every time the output
exceeded a criterion amount, which varied randomly by
625% from sample to sample of the digitized~20 000 Hz!
filter output, subject to an absolute ‘‘refractory time’’ of 2
ms. The resulting ISIH shows a large peak at the period of 5
ms, and several small peaks at integer multiples of that pe-
riod. When theF0 is reduced to 158 Hz@Fig. 6~b!#, the
locations of these peaks shift to multiples of the new period.
In contrast, when the pulse probability is reduced to 0.6@Fig.
6~c!# while keepingF0 equal to 200 Hz, the peaks do not
shift, but, in addition to an overall decrease in the number of
spikes, change height relative to each other. This is in some
ways similar to the effect of reducing theF0 by an octave
@Fig. 6~d!#: in each case, none of the peaks change position,
but the one at 10 ms increases in height relative to that at 5
ms. The main difference between the two manipulations is
that reducing pulse probability@Fig. 6~c!# leaves peaks
present at odd multiples of the original period, whereas the
octave shift@Fig. 6~d!# does not. Nevertheless, the similarity
between parts~c! and ~d! of Fig. 6 tentatively suggests that
changingP may cause listeners to make a pitch judgment
based on a dimension akin to the octave~i.e., tone height!,
rather than to ‘‘chroma.’’ Thus, in terms of ISIHs, the signals
in the equated conditions of experiments 1 and 3 would have
differed from the standard in two ways: the individual peaks
in the ISIH would have occurred at shorter delays than those
in the standard, but relative heights of the peaks would have
changed in such a way as to favor longer delays. If listeners
were using some combination of these changes when judging
pitch, then they would have less reliably identified the signal
as having a higher pitch than the standard in the equated
condition than they would have in the baseline and exagger-
ated conditions. Such a pattern of results can be observed in
Figs. 2 and 4.

C. Pulse probability and sound pressure level

Further understanding of the way the auditory system
processes temporal information can be obtained by compar-
ing the effects on the firing patterns of auditory nerve fibers
of reducingP, with those of reducing sound pressure level.
Provided that the interpulse interval (1/F0) is long enough
to obviate the effects of refractoriness and of adaptation, the
firing pattern of an individual auditory nerve fiber can be
modeled as a Poisson process~Siebert, 1968!. A feature of
this process is that the probability of any one spike occurring
is independent of the occurrence of earlier spikes, a charac-
teristic shared by our generation of random pulses in the
stimulus. Thus, for a single neuron, the effect of reducing
level should be similar to that of reducingP: fewer spikes
will occur, with the ‘‘missing’’ spikes distributed at random
throughout the spike train. Informal observations reveal that
the two manipulations produce very different percepts, even
when 1/F0 is long enough~e.g., 10 ms! to rule out refractory
effects. Therefore, the firing patterns of several fibers must
be combined in some way. Furthermore, this combination
must take placebeforethe initial transformation~e.g., ISIH,
autocorrelogram! is made, rather than individual transforma-

tions being applied to single auditory nerve fibers. In the
latter case, the auditory system would sum a set of represen-
tations each of which did not distinguish between a change
in level and a change inP, and so the total ‘‘summary rep-
resentation’’ would not be able to make this distinction.

There are two ways in which information from different
auditory neurons can be combined in order to derive a pe-
ripheral representation of pitch which can discriminate be-
tween level and pulse probability. The firing patterns of neu-
rons with similar characteristic frequencies~CFs!, but which
innervate different inner hair cells, are independent of each
other, and the composite pattern from a number of such fi-
bers will differ between the two manipulations. A reduction
in level will produce some ‘‘missing spikes’’ in individual
neurons, but the absence of these spikes will occur at differ-
ent times for different neurons, and so every pulse will pro-
duce some activity in the composite pattern. In contrast, a
reduction inP will result in no fibers firing at those times
when a pulse has been deleted from the train, and so the
composite pattern will contain ‘‘silent’’ periods similar to
those in the stimulus.

In principle, a similar manipulation could be performed
for fibers with widely different CFs. Evidence against this
idea comes from experiments which show that temporal in-
formation from different channels cannot be combined into a
single percept: for example, listeners cannot discriminate be-
tween AM and FM tones when the components present in
each tone are separated by more than a critical band
~Zwicker, 1952!. Nevertheless, listeners may be able to use
across-channel cues by correlating the outputs of different
channels ~Hall et al., 1984; McFadden, 1987; Richards,
1987; Carlyon, 1994!, as this correlation will be greater for a
train with a low pulse probability than for one with a low
level.

D. Temporal cues for concurrent sound segregation

As discussed in the Introduction, it has recently been
argued~Carlyon, 1996! that listeners cannot exploitF0 dif-
ferences in order to segregate two spectrally overlapping
groups of unresolved harmonics. Those articles concluded
that, although listeners can detect an increase in theF0 of
one of the groups, they do so by exploiting an increase in the
‘‘mean rate’’ of the composite stimulus. This conclusion is
supported by the results of experiment 2, which showed that,
when the mean rate cue was removed, performance dropped
to chance. Thus, at least for the monotically presented
stimuli used in this laboratory, we can find no evidence that
F0-based segregation is aided by a within-channel mecha-
nism such as de Cheveigne´’s ~1993! ‘‘neural cancellation
filter.’’ This is not to suggest that temporal mechanisms do
not play a role in concurrent sound segregation: indeed, quite
the opposite is suggested by Hartmann’s~1988! finding that
sensitivity to the mistuning of a resolved harmonic depends
on its phase. However, the data presented by Carlyon~1996!
and extended here do indicate that, although temporal pro-
cesses may guide the selection of channels associated with a
particular source~cf. Assmann and Summerfield, 1990!, they
are not capable of extracting multipleF0s from within a
single channel.
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all on temporally based pitch perception. An additional reason why Dobie
and Dillier may not have ruled out the use of mean rate cues to pitch is that
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having differentF0s, they had to delete more pulses from one of the trains,
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Modulation detection interference with two-component
masker modulators
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Thresholds were measured for detecting amplitude modulation of a single tonal carrier in the
presence of modulated maskers. The masker modulator contained either one or two sinusoidal
components. As found in previous studies, there was a detrimental effect of masker modulation on
the detection of probe modulation. Interference was obtained with a 4-Hz separation between the
two components of the masker modulator with the probe modulated at the 4-Hz beat rate. The
amount of interference obtained with the two-component masker modulator was greater than that
produced by the individual components of the masker modulator. The amount of interference
increased with the depth of the masker-modulator beating and the number of masker carriers. The
interference due to beating of the masker-modulator components was reduced when the beat rate
was increased from 4 to 10 Hz. Results obtained with two-component masker modulators indicate
a masking effect not predicted by a spectral representation of the probe and masker envelopes.
© 1997 Acoustical Society of America.@S0001-4966~97!01508-7#

PACS numbers: 43.66.Mk, 43.66.Fe@JWH#

INTRODUCTION

The ability to detect amplitude modulation~AM ! of a
tonal carrier can be disrupted by modulation in another spec-
tral region ~Yost and Sheft, 1989, 1994; Yostet al., 1989;
Hall and Grose, 1991; Bacon and Konrad, 1993; Bacon and
Moore, 1993; Bacon and Opie, 1994!. The elevation in probe
modulation detection threshold due to the presence of a
modulated masker has been termed modulation detection in-
terference~MDI !. Interference is also obtained when the task
involves discrimination of probe modulation depth or rate
~Yost et al., 1989; Yost and Sheft, 1994; Mooreet al., 1991;
Moore and Shailer, 1994!. With sinusoidal amplitude modu-
lation ~SAM!, MDI is generally, but not always, greatest
when the probe and masker are modulated at the same rate
~Yost et al., 1989; Mooreet al., 1991; Bacon and Opie,
1994; Baconet al., 1995!. The amount of interference then
gradually declines with increasing separation between the
probe and masker modulation rates. This broad tuning sug-
gests that MDI in some way depends on the similarity be-
tween the probe and masker envelope fluctuations. When the
probe and masker are modulated at the same rate, the enve-
lope phase relationship has an inconsistent effect on MDI.
Results from some studies show large individual differences
in the effect of modulator phase~Yost and Sheft, 1989, Yost
and Sheft, 1994; Bacon and Konrad, 1993! while other stud-
ies indicate only a small or absent phase effect~Mooreet al.,
1991; Moore and Shailer, 1994!. With narrow-band noise
modulators, substantial MDI is present with both comodu-
lated and independently modulated envelopes~Mendoza
et al., 1995; Mooreet al., 1995; Moore and Jorasz, 1996!.
These results indicate that envelope correlation is not a good
metric for the modulation similarity underlying MDI.

The similarity between the probe and masker modula-
tions can be approached in terms of either a temporal or
spectral representation of the envelope fluctuations. If only
the amplitude information from the envelope spectrum is

processed and the phase information is discarded, the two
representations become distinct. Studies of multitone mask-
ing and spectral shape discrimination have led to the sugges-
tion that change in the power spectrum of the envelope can
be used as a detection cue~Martens, 1982; Greenet al.,
1992!. Houtgast~1989! and Bacon and Grantham~1989!
found that with wideband noise carriers, AM detection in the
presence of competing modulation was poorest when the sig-
nal and masker modulation rates were the same with perfor-
mance improving as the two rates diverged. These results led
to speculation on the relevance of a spectral representation of
complex envelope modulation. Recent modeling of auditory
processing by Dau and his co-workers~Dau et al., 1996!
proposed analysis of the stimulus envelope by a modulation
filterbank. The envelope spectrum is determined by this
modulation-rate specific analysis.

Aspects of MDI are consistent with this modeling ap-
proach. To account for the tuning observed in the modulation
domain, Yostet al. ~1989! suggested that MDI may be a
consequence of processing by modulation-rate specific chan-
nels. Yost and Sheft~1990! showed that a narrow-band noise
masker centered at 1 kHz can significantly interfere with
SAM detection for a 4-kHz pure-tone carrier. With a 32-Hz
masker bandwidth, detection thresholds for SAM rates from
2 to 32 Hz were in the range of27.5 to 25 dB in terms of
20 logm wherem is modulation depth. Without the masker,
thresholds were in the range of230 to222.5 dB. The broad
masking effect is consistent with the spectral representation
of the masker envelope which extends from dc to frequencies
above the noise bandwidth~Lawson and Uhlenbeck, 1950!.

When the characteristics of the probe and masker modu-
lation are reversed with modulation of the probe carrier by
narrow-band noise and sinusoidal modulation of the masker,
a different pattern of results is obtained. Mooreet al. ~1995!
measured modulation depth discrimination thresholds for a
sinusoidal carrier modulated by a 10-Hz-wide band of noise.
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The masker was sinusoidally modulated at a rate ranging
from 2 to 64 Hz. Results indicated a broadly tuned masking
effect with the greatest amount of interference obtained when
the masker AM rate was close to the mean modulation rate
of the probe as determined by the expected number of enve-
lope maxima per second. Since the spectrum of the probe
envelope does not show a peak at the mean modulation rate,
a spectral representation of the probe and masker envelopes
would not predict the experimental results. A temporal rep-
resentation based on the moment-to-moment fluctuations of
the two envelopes would also not predict the results. Moore
and his co-workers suggested that similarity in the long-term
statistical properties of the probe and masker envelopes, such
as the expected number of envelope maxima per second,
determined the pattern of interference.

Shailer and Moore~1993! independently varied the en-
velope shape and periodicity of the probe and masker to
determine the relative contribution of each to MDI. Envelope
shape was varied with the modulator rise–fall time, the time
for the cosinusoidal transition from the trough to peak val-
ues, and vice versa, of an envelope cycle. They found that
when the probe and masker were modulated at the same rate
of ten periods per second, MDI increased as the masker-
modulator rise–fall time was shortened if the probe rise–fall
time was constant. In other conditions, MDI increased as the
probe-modulator rise–fall time increased when the masker
rise–fall time was constant. MDI was therefore not greatest
when the probe and masker modulations were most similar,
regardless of whether similarity was defined in terms of tem-
poral or spectral representations of the two envelopes. MDI
can clearly be influenced by factors other than the similarity
between the probe and masker envelopes. Shailer and Moore
observed that the pattern of results is consistent with the
notion that the carrier with the shorter rise–fall time is per-
ceptually dominant. Since variation in the envelope rise–fall
time is reflected in the envelope spectrum, broadening as
rise–fall time is shortened, the effect of rise–fall time can be
considered in terms of either a temporal or spectral represen-
tation of the envelope.

The intent of the present study was to measure MDI
with a stimulus configuration in which temporal and spectral
representations of the probe and masker envelopes would
predict differing amounts of interference. Masker modulators
contained two sinusoidal components. With these modula-
tors, the masker envelope exhibits a periodicity at the beat
rate of the modulator that is not represented in its envelope
spectrum. By assessing the ability to detect probe modulation
at the beat rate of the masker modulator, results are used to
evaluate the extent to which the temporal pattern or spectral
composition of the envelope is the primary determinant of
the interference effects.

I. METHOD

A. Stimuli

Thresholds were measured for detecting amplitude
modulation of a probe tone in the presence of modulated
masker tones. The masker modulator contained either one or

two sinusoidal components. The stimuli can be represented
as the sum of the probe and masker complexes such that

s~ t !5Ap@11mp sin~2p f pt !#cp~ t !1Am@1

1mm1 sin~2p f m1t !1mm2 sin~2p f m2t !#cm~ t !,

~1!

wheremp , f p , and cp(t) are the probe modulation index,
rate, and carrier, respectively,mm1 and f m1 are the modula-
tion index and rate of one component of the masker modu-
lator andmm2 and f m2 are the modulation index and rate of
the other component, andcm(t) is the masker carrier.Ap and
Am are scaling factors that were varied to maintain constant
average power ofs(t) across changes in modulation depth
~see Viemeister, 1979!. When the masker modulation was
sinusoidal,mm2 and f m2 were equal to zero. In conditions
with two sinusoidal components in the masker modulator,
the sum of themm1 and mm2 never exceeded 1.0 to avoid
overmodulation. Examples of modulated-masker waveforms
are shown in Fig 1.

The probe modulation ratef p was either 4 or 10 Hz.
When f p was equal to the beat rate of a masker modulator
( f p5 f m22 f m1), the phase of the masker envelope beat
cycle led the probe envelope phase by 90°~i.e., for the wave-
forms shown in Fig. 1 with the beat cycle beginning at a
peak, the probe modulator would be in sine phase!. The

FIG. 1. A schematic diagram showing three examples of a 500-ms masker
carrier modulated by a two-component complex. The frequencies of the two
sinusoids of the modulator are indicated to the left of each waveform. The
amplitude of each component is equal to half the dc level. In all three
examples, the modulator components beat at a 4-Hz rate. The carrier fine
structure is not visible in any of the schematic representations.
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probe carrier frequency was always 909 Hz. The masker car-
rier cm(t) consisted of one to three equal-amplitude sinuso-
ids. Possible masker-carrier frequencies were 1414, 2432,
and 4186 Hz. The level of each component of the probe and
masker carriers was fixed at 70 dB SPL. Stimuli were 500
ms in duration and shaped by 10-ms cos2 rise–fall ramps.

A Masscomp minicomputer interfaced with a 16-bit
digital-to-analog converter was used for stimulus generation
and experimental control. Stimuli were generated at a 20-
kHz sampling rate. Following analog conversion, all stimuli
were low-pass filtered~Krohn-Hite, model 3343R! at 8 kHz.
Stimuli were presented monaurally to the left ear through a
TDH-49 earphone with the subjects seated in a double-
walled soundproof booth.

B. Procedure

Thresholds were measured using a two-interval two-
alternative forced-choice~2IFC! tracking procedure~Levitt,
1971!. The two observation intervals were separated by 500
ms. Feedback was provided after each trial. The task was to
identify the interval containing the probe modulationf p . The
modulation index (mp) was decreased by 2 dB in steps of
20 logmp following two consecutive correct responses and
increased by 2 dB following one incorrect response. A run
was terminated after 50 trials. Thresholds are reported in
terms of 20 logm, wherem equalsmp . Runs containing less
than ten reversals were discarded. Excluding the first four
reversals~five if the total number of reversals was odd!,
threshold was estimated as the average of the levels in dB of
the remaining reversals. Reported threshold values are the
mean of at least six threshold estimates per condition.

C. Subjects

Data were collected from seven subjects with pure-tone
thresholds within 10 dB of ANSI~1989! standard audiomet-
ric thresholds. Subjects received a minimum of 12 h of prac-
tice before data collection began. Three to four subjects par-
ticipated in each experimental condition.

II. RESULTS

A. Effects of masker-modulator beat rate and depth

If MDI results from the probe and masker sharing a
similar envelope periodicity, the two-component masker
modulator could interfere with probe AM detection at the
masker-modulator beat rate. If the similarity in modulation
underlying MDI is described by spectral representations of
the probe and masker envelopes, interference is not predicted
except to the extent that it is produced by the individual
masker-modulator components. The initial conditions evalu-
ated probe AM detection at the masker-modulator beat rate.
The depth of the masker envelope fluctuation at the beat rate
was controlled by varying the amplitude (mm2) of one of the
modulator components while the amplitude of the other com-
ponent (mm1) was fixed at 0.5. The frequency of the fixed-
amplitude component was 33 Hz. The frequency of the
variable-amplitude component was either 37 or 43 Hz. The
probe modulation rate was equal to the beat rate of the

masker modulator, either 4 or 10 Hz. A three-tone complex
of frequencies 1414, 2432, and 4186 Hz was used as the
masker carrier.

Thresholds for detecting either 4- or 10-Hz SAM of the
909-Hz probe carrier are shown in Fig. 2. Different symbol
shapes are used for the results from each of the four subjects.
On the left side of each panel are the thresholds obtained
when no masker was present and when the masker was not
modulated. Looking first at the results for detecting 10-Hz
probe modulation ~right panel!, thresholds without the
masker present ranged from roughly226.5 to 222.5 dB.
Addition of the unmodulated masker raised thresholds by
more than 5 dB for subjects S3~squares! and S4~inverted
triangles! while it had little effect on subjects S1~triangles!
and S2~circles!. Several past studies have shown that the
addition of an unmodulated masker can interfere with the
detection of probe modulation with individual differences
evident in the results~Bacon and Moore, 1993; Bacon and
Opie, 1994!. Subjects S3 and S4 also exhibited greater in-
creases in threshold than the other two subjects when the
masker was sinusoidally modulated at 33 Hz. The presence
of MDI in these conditions with a relatively wide separation
between the probe and masker AM rates is consistent with
past work showing relatively broad selectivity to masker AM
rate when measuring interference~Yost et al., 1989; Moore
et al., 1991; Bacon and Opie, 1994!. For all subjects, thresh-
olds were roughly the same when the modulation index of
the 33-Hz sinusoidal modulator was either 0.5 or 1.0. Bacon
and Konrad~1993! found a near linear relationship between
logarithmic measures of masker-modulation index and probe
AM detection threshold when the probe and masker were
both modulated at 10 Hz. The present results suggest that
this relationship may not hold when the probe and masker
are modulated at different rates.

The key conditions shown in the right panel of Fig. 2

FIG. 2. Thresholds for detecting either 4-Hz~left panel! or 10-Hz ~right
panel! probe SAM. The probe carrier frequency was 909 Hz and the masker
carrier consisted of three tones~14141243214186 Hz!. Different configu-
rations for the masker modulator are marked along the abscissa. Symbol
type indicates subject number: S1~triangles!, S2 ~circles!, S3 ~squares!, S4
~inverted triangles!. Error bars represent one standard deviation from the
mean threshold.
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involved modulation of the masker by both the 33- and
43-Hz components. Except for subject S1~triangles!, thresh-
olds were relatively stable across change from 0.0 to 0.5 in
the amplitudemm2 of the 43-Hz modulator in the four con-
ditions in which the amplitudemm1 of the 33-Hz modulator
was constant at 0.5. A repeated measures analysis of vari-
ance~ANOVA !was performed on factormm2 . The effect of
mm2 was not statistically significant at the 0.05 level. This
result indicates that the presence of masker modulator beat-
ing at the 10-Hz modulation rate of the probe does not affect
probe AM detection ability.

A different pattern of results was obtained in the condi-
tions measuring detection of 4-Hz probe modulation, as
shown in the left panel of Fig. 2. The unmodulated masker
and also the masker sinusoidally modulated at 33 Hz had a
smaller effect on 4- than 10-Hz AM detection thresholds.
More importantly, the 4-Hz beating of the masker modula-
tors at the 4-Hz rate of probe modulation led to an increase in
MDI. As amplitudemm2 of the 37-Hz modulator increased
from 0.0 to 0.5 with the amplitudemm1 of the 33-Hz modu-
lator constant at 0.5, thresholds for detecting 4-Hz SAM of
the probe carrier rose for all four subjects. A repeated mea-
sure ANOVA confirmed that the effect ofmm2 was signifi-
cant ~F3,9510.8, p50.002!. The additional interference is
not directly related to the increase in masker modulator
power asmm2 increases. A sinusoidal modulator with an
amplitude of 1.0 leads to 3-dB greater modulator power than
a two-component modulator with the amplitude of each com-
ponent at 0.5. When the masker was sinusoidally modulated
at 33 Hz with a modulation index of 1.0, thresholds were
lower than those obtained with any of the two-component
modulators.

The interference obtained with the two-component
masker modulator was also not simply due to the presence of
a masker-envelope beat fluctuation regardless of rate. In one
condition, the frequencyf m2 of the second masker modulator
was changed from 37 to 23 Hz so that the modulator would
no longer beat at the probe modulation rate. The amplitude
of each component of the masker modulator was 0.5. Thresh-
olds from this condition are shown on the far right of the left
panel of Fig. 2. Though one component of the masker modu-
lator was now closer to the 4-Hz modulation rate of the
probe, the amount of interference decreased when the
masker-modulator beat rate was increased from 4 to 10 Hz,
indicating that the interference was linked to beating at the
modulation rate of the probe.

B. Effect of the number of masker carriers

In the first set of conditions, a three-tone complex was
used as the masker carrier with all the masker carrier fre-
quencies above the probe carrier frequency. Results from
past studies that have used sinusoidal modulators indicate
that MDI is not influenced by the number of masker carriers
as long as the proximity of the masker carrier~s! closest to
the probe carrier frequency does not vary~Bacon and Moore,
1993; Moore and Shailer, 1994; Baconet al., 1995!. A recent
study by Moore and Jorasz~1996! measured MDI as a func-
tion of the number of masker carriers with narrow-band
noise modulators. Across conditions in which the proximity

of the closest masker carrier to probe carrier frequency was
constant, an effect of the number of masker carriers was
obtained in some cases. The difference in the effect of the
number of masker carriers among these studies may in part
relate to whether the modulators were sinusoidal or complex.

In the second set of conditions, the number of masker
carriers was varied in conditions which used both sinusoidal
and two-component masker modulators. Carriers were added
to the masker progressively farther from the 909-Hz probe
carrier frequency. The masker had either one~1414 Hz!, two
~1414 and 2432 Hz!, or three~1414, 2432, and 4186 Hz!
carriers. The masker modulator was either a 33-Hz sinusoid
or a two-component complex. The frequencies of the two
components of the masker modulator were 33 and 37 Hz, or
33 and 43 Hz. When modulated by the 33-Hz sinusoid, the
masker modulation index was 1.0. With the two-component
modulator, the amplitude of each component~mm1 and
mm2! was 0.5.

AM detection thresholds for the 909-Hz probe carrier as
a function of the number of masker carriers are shown in Fig.
3. Individual results are shown in separate panels. Results
obtained with either none or three masker carriers are replot-
ted from Fig. 2. The left side of each panel shows thresholds
for 4-Hz probe modulation and the right side for 10 Hz. The
filled diamonds indicate thresholds for detecting either 4- or
10-Hz probe modulation without masking. Thresholds for
detecting 4- and 10-Hz modulation in the presence of 33-Hz
masker modulation are shown with the filled circles and
filled triangles, respectively. The open symbols show the
thresholds from conditions in which the two-component
masker modulator was beating at the probe modulation rate.

The number of masker carriers had relatively little effect
when the masker was sinusoidally modulated at 33 Hz~filled
symbols!. In these conditions, the largest change in threshold
as a function of the number of masker carriers was roughly 5
dB for subject S4. There was also only a small effect of the
number of masker carriers on the detection of 10-Hz

FIG. 3. Thresholds for detecting either 4- or 10-Hz SAM of a 909-Hz probe
carrier. The abscissa indicates the number of masker carriers at the follow-
ing frequencies: 0~probe alone!, 1 ~1414 Hz!, 2 ~141412432 Hz!, 3 ~1414
1243214186 Hz!. The parameter is masker condition: no masker~filled
diamonds!, 33-Hz AM ~filled circles and filled triangles!, 33137 Hz AM
~open circles!, 33143 Hz AM ~open triangles!. Error bars represent one
standard deviation from the mean threshold.

1109 1109J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 S. Sheft and W. A. Yost: MDI with two-component modulators



probe modulation. Consequently, similar thresholds were ob-
tained in the presence of the one- and two-component
masker modulators with the 10-Hz rate of probe modulation.
This is indicated by the overlap of the functions marked with
the open and filled triangles. The one exception to this trend
was for subject S1 with three masker carriers; threshold in
the presence of the two-component masker modulator was
roughly 5-dB higher than that obtained with sinusoidal
masker modulation. This was also the only threshold from
the data of Fig. 2 that indicated additional interference with
the masker-modulator beating at the 10-Hz rate of probe
modulation.

The effect of the number of masker carriers was largest
with the two-component masker modulator beating at the
4-Hz probe modulation rate. The functions marked with the
open circles have the steepest slopes. The amount of addi-
tional interference due to masker-modulator beating is indi-
cated by the separation between the open and filled symbols
of the same shape. With 4-Hz probe modulation, interference
due to masker-modulator beating increased with the number
of masker carriers. Subjects S2 and S4 showed interference
due to modulator beating only with multiple-masker carriers.
For these two subjects, the functions marked with the open
and filled circles do not diverge until there were two to three
masker carriers.

Two separate repeated measures ANOVAs were con-
ducted with factors masker-modulator type~sinusoidal or
two component! and number of masker carriers. One
ANOVA was for the thresholds obtained with the 4-Hz rate
of probe modulation and the other was for the 10-Hz results.
For modulation detection at 10 Hz, the main effect of modu-
lator type was not significant while the effect of the number
of masker carriers was significant~F2,657.08, p50.026!.
Post-hocpairwise comparisons indicated that the only sig-
nificant difference (p,0.05) was between the two-
component-modulator conditions in which there were one or
three masker carriers.

For the detection of 4-Hz modulation, the main effect of
masker-modulator type was significant~F1,3515.34,
p50.03!. Thresholds were significantly higher with the two-
component rather than sinusoidal masker modulator indicat-
ing additional interference due to masker-modulator beating.
There was also a significant main effect of number of masker
carriers ~F2,6514.43, p50.005!. Post-hoc pairwise com-
parisons indicated that the effect of the number of masker
carriers was restricted to the two-component-modulator con-
ditions with all three comparisons~1 vs 2, 2 vs 3, and 1 vs 3
masker carriers! showing a significant difference (p
,0.05). Results obtained at both modulation rates are then
in agreement with previous studies showing no effect on
MDI of adding progressively distal masker carriers when us-
ing sinusoidal modulators~Bacon and Moore, 1993; Moore
and Shailer, 1994; Baconet al., 1995!. For 4-Hz modulation
detection, the interaction between factors masker-modulator
type and number of masker carriers was significant~F2,6

516.22, p50.004!, reflecting the increase in interference
due to modulator beating with number of masker carriers.
Thus in the present study as in the work of Moore and Jorasz
~1996!, an effect of the number of masker carriers was ob-

tained only when using a complex modulator.

C. Effect of masker-modulator component frequencies

The final set of AM detection conditions evaluated the
effect of the frequencies of the modulator components with
the beat rate constant at 4 Hz. The componentsf m1 and
f m2 of the masker modulator were either 13 and 17 Hz, or 75
and 79 Hz. The amplitude of each component~mm1 and
mm2! was 0.5. Thresholds were also measured with sinu-
soidal masker modulation at 15 Hz alone and 77 Hz alone
with a modulation index of 1.0. The three-tone complex of
frequencies 1414, 2432, and 4186 Hz was used as the masker
carrier.

Thresholds for detecting 4-Hz probe modulation are
shown in Table I for three new subjects. For these subjects,
thresholds without the masker and in the presence of the
unmodulated masker fell within the range exhibited by sub-
jects S1–S4 in the initial set of conditions~see Fig. 2!.
Masker modulation at 15 Hz elevated thresholds for all three
subjects. When referenced to the unmodulated-masker
thresholds, 77-Hz masker modulation led to MDI for only
subject S5. All subjects exhibited MDI for both two-
component modulators. The threshold shifts due to masker
modulation were greater with the two-component modulator
than with the proximal sinusoidal modulator. The increased
interference occurred despite the 3-dB drop in masker-
modulator power with the two-component modulator.

The data of Fig. 2 and Table I show for the two separate
groups of subjects 4-Hz AM detection thresholds obtained in
the presence of three different two-component modulators
with a 4-Hz beat rate. For these modulator pairs, thresholds
were poorest when the frequencies of the modulator compo-
nents were 13 and 17 Hz. However, 15-Hz SAM of the
masker also resulted in substantial MDI. Subtracting thresh-
olds obtained with sinusoidal modulation~mm1 equal to 1.0!
of the masker from those obtained with the two-component
modulator~mm1 andmm2 equal to 0.5! gives one measure of
the additional interference due to the envelope beat fluctua-
tion. This metric eliminates the effect on MDI of the prox-
imity of the masker-modulator component frequencies to the
modulation rate of the probe. The average additional inter-

TABLE I. Thresholds in dB for detecting 4-Hz modulation of a 909-Hz
carrier with standard deviations listed in parenthesis below each threshold.
When present, the masker complex consisted of three carriers, 1414, 2432,
and 4186 Hz. The masker modulation index was 1.0 when the modulator
was sinusoidal~e.g., 15 Hz!. When the masker modulator was a two-
component complex~e.g., 13117 Hz!, the amplitude of each component
was 0.5.

Subject No mask
Unmodulated

mask

Masker-modulator frequency~Hz!

15 13117 77 75179

S5 223.3 221.8 29.6 22.9 215.0 212.7
~1.9! ~3.3! ~2.9! ~0.9! ~2.7! ~3.0!

S6 225.8 217.7 28.9 25.0 217.3 214.1
~1.9! ~1.8! ~1.6! ~1.1! ~2.7! ~3.5!

S7 228.0 222.5 215.3 28.6 223.4 213.1
~1.6! ~2.0! ~1.6! ~1.5! ~2.4! ~2.8!
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ference was 5.8 dB with the 13- and 17-Hz modulator pair, 7
dB with the 33- and 37-Hz pair, and 5.2 dB with the 75- and
79-Hz pair. With this metric, the three modulator pairs re-
sulted in roughly the same amount of additional interference
due to modulator beating. Though the three masker modula-
tors all have a 4-Hz beat periodicity, the three masker enve-
lopes are distinguished by the rate of their more rapid enve-
lope fluctuation~see Fig. 1!. The rate of this more rapid
envelope fluctuation increases with the component frequen-
cies of the masker modulator. The roughly constant amount
of additional interference for the three modulators suggests
that the common periodicity between the probe modulator
and the masker beating rather than the ‘‘fine structure’’ of
the temporal pattern of the masker envelope determines the
amount of additional MDI due to masker-modulator beating.

III. DISCUSSION

The purpose of the present study was to evaluate enve-
lope characteristics that might be responsible for MDI. Pre-
vious studies reviewed in the Introduction indicate that the
interference is often dependent on some aspect of the simi-
larity between the probe and masker envelope fluctuations.
The question then is how to quantify the similarity in a man-
ner consistent with the amount of interference in various
conditions. Two-component masker modulators were used in
the present work in an attempt to distinguish between the
envelope spectrum and the temporal pattern of envelope
fluctuation as the basis of MDI. The primary finding of this
study was that interference due to beating of the masker-
modulator components was obtained with a 4-Hz separation
between modulator components. This interference was not
present when the beat rate was increased to 10 Hz.

Amplitude modulation of a carrier by a complex that
contains two sinusoidal components results in an envelope
periodicity at the beat rate of the modulator components that
is not represented in the envelope spectrum. Psychophysical
models of envelope detection utilize half-wave rectification
followed by low-pass filtering~e.g, Viemeister, 1979!. As
long as the carrier is not overmodulated, half-wave rectifica-
tion does not introduce distortion of the modulating signal
~Russell, 1962!. Half-wave rectification followed by low-
pass filtering thus functions as a linear envelope detector. To
generate in the detector output a spectral component at the
beat rate of a two-component modulator, a second processing
nonlinearity is needed. Shofneret al. ~1996! recorded the
responses of neurons in the chinchilla cochlear nucleus to
best-frequency tones modulated by two-component com-
plexes. Fourier analysis of the post-stimulus time histograms
showed spectral peaks corresponding to the envelope beat
frequencies. This distortion of the modulating signal was at-
tributed to the compressive nonlinearity of the neural input-
output function. For a fixed frequency separation between
modulator components, the effect of this neural nonlinearity
does not vary with component frequencies. With a 4-Hz
separation between modulator components in the present
study, the amount of MDI due to masker-modulator beating
did not vary markedly with modulator component frequen-
cies ~see Sec. II C!.

In the physiological study of Shofneret al. ~1996!, the
magnitude of the spectral peak at the beat frequency was
independent of beat rate for rates from 4 to 16 Hz. Thus
while demonstrating a possible basis for the psychophysi-
cally measured MDI at the masker-modulator beat rate, the
physiology does not account for the decrease in the amount
of MDI at the beat rate when the rate was increased from 4 to
10 Hz. The same difficulty exists with using the similarity of
pattern of envelope fluctuation as a basis for the interference;
this would not predict an effect of beat rate in the range of 4
to 10 Hz. Yostet al. ~1989! and Bacon and Konrad~1993!
measured MDI with sinusoidal modulators as a function of
the common modulation rate of the probe and masker. Re-
sults from both studies showed that the amount of interfer-
ence decreased as the modulation rate was increased from 5
to 10 Hz. The effect of masker-modulator beat rate in the
present study may then in part reflect a general effect that is
not unique to beating modulators. It is worth noting, how-
ever, that while the amount of MDI obtained with sinusoidal
modulators in the previous studies decreased as modulation
rate was raised, interference was still present with 10-Hz
modulation of the probe and masker. In the present study, the
effect of masker-modulator beating was not significant at the
10-Hz beat rate.

Interference was obtained at the beat rate of the masker
modulator only with multiple-masker carriers with less than
an octave separation between the probe carrier and the near-
est masker carrier. Bacon and Moore~1993! showed that a
within-channel interaction between the probe and masker
modulations is likely with a masker carrier less than an oc-
tave above the probe carrier frequency. With the 4-Hz
masker modulator beat rate, adding progressively distal
masker carriers led to greater interference in detecting 4-Hz
probe modulation. This result suggests involvement of
across-channel modulation processing. The intent of the
present study was to evaluate envelope characteristics that
may underlie MDI. An assumption of this work was that the
envelope characteristics potentially underlying MDI could be
studied in conditions in which both within- and across-
channel interactions of modulation may occur~see Bacon
and Konrad, 1993!. While the stimulus configuration allowed
for a distinction between spectral and temporal representa-
tions of the complex masker envelope, the effect of masker-
modulator beat rate did not distinguish either as the primary
determinant of MDI.

IV. CONCLUSIONS

This study examined AM detection in the presence of
two-component masker modulators. Interference was ob-
tained when the probe was modulated at the beat frequency
of the masker modulator. The amount of interference due to
beating of the masker modulator was reduced when the beat
rate was increased from 4 to 10 Hz. At the 4-Hz beat rate, the
amount of interference increased with the depth of masker-
modulator beating and the number of masker carriers. With a
4-Hz separation between modulator components, the amount
of additional interference due to modulator beating did not
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depend markedly on the modulator component frequencies.
The reason why the effects were observed only at 4 Hz and
not at 10 Hz is not known.
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The effects of randomizing values of interaural disparities
on binaural detection and on discrimination of interaural
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The purpose of this study was to assess whether randomizing~roving! baseline interaural parameters
of binaural stimuli would adversely affect performance in masking-level difference and in interaural
correlation-discrimination paradigms. Listeners’ detection thresholds were measured in NoSo and
NoSp configurations for both broadband~100–3000 Hz! and narrow-band~450–550 Hz! maskers
centered at 500 Hz. In addition, thresholds of interaural decorrelation~from a reference correlation
of 1.0! were measured for 100-Hz-wide bands of noise centered at 500 Hz. Data were obtained
under conditions in which either values of ITD or values of IID were roved both within and across
trials. Data were also collected in the absence of a rove. The range of the rove was6500 ms for
ITDs and was66 dB for IIDs. The duration of the stimuli was varied between 17 and 310 ms.
Overall, the results indicate that, independent of duration, roving the interaural cues produced small
degradations of performance as compared to data obtained in the absence of a rove. The data are
inconsistent with the notion that binaural detection depends upon reliable changes in laterality
produced by adding Sp signals to diotic maskers. On the other hand, the data are consistent with
modern models of binaural processing. ©1997 Acoustical Society of America.
@S0001-4966~97!06308-X#

PACS numbers: 43.66.Pn@JWH#

INTRODUCTION

A ubiquitous characteristic of experiments concerning
the binaural release from masking is that the addition of the
signal to the masker produces changes in interaural informa-
tion that serve as cues for detection. It is typically the case
that the interaural parameters of the masker are held constant
both within and across trials. From a perceptual point of
view, presentation of the masker typically results in an in-
tracranial image having a position~determined by its inter-
aural parameters! that is stable both within and across trials.
The stability of the perceived locus of the masker can foster
its use a ‘‘reference’’ against which the perceptual conse-
quences of presentation of the signal-plus-masker can be
compared~e.g., McFadden, 1966!. In perceptual terms, one
can conceive of the addition of the signal to the masker as
being detected on the basis of a change in the laterality of the
intracranial image in the spectral region~i.e., critical band! of
the masker corresponding to the frequency of the signal. In
fact, Hafteret al. ~1969! demonstrated that listeners’ ability
to detect the addition of a 500-Hz, antiphasic~Sp! tone to a
diotic ~No! broadband masker could be predicted from the
~separately obtained! listeners’ judgments concerning the
perceived laterality of the pitch of the signal. Hafteret al.’s
~1969! sophisticated analysis of their data indicates that, un-
der certain conditions, changes in perceived laterality pro-
duced by adding the signal to the masker can besufficientto
account for its detectability.

This does not mean, however, that reliable and valid
changes in perceived laterality are theoretically or logically
necessaryfor the detection of the signal in the NoSp con-

figuration or, for that matter, in any of the other stimulus
conditions that produce a release from masking. For ex-
ample, Hafter et al. ~1969! themselves discuss how
Durlach’s ~1963! equalization-cancellation~EC! model can
account for binaural detection without any reference whatso-
ever to intracranial space or location. Furthermore, the addi-
tion of the signal to the masker produces dynamically chang-
ing interaural temporal differences~ITDs! and dynamically
changing interaural intensitive differences~IIDs! and the lis-
teners’ use of such cues may account for the detectability of
the signal without requiring recourse to changes in lateral
position,per se. Both Henning~1973! and Zurek~1991! have
provided quantitative information concerning the distribu-
tions of ITD and IID that result from the addition of the
signal to the masker.

The purpose of this study was to examine empirically
whether and to what degree binaural detection would be af-
fected under conditions in which the addition of the signal
could notproduce an informative change in laterality. This
was accomplished by altering the ‘‘standard’’ paradigm such
that a randomly chosen value of ITD or IID was imposed on
both masker and signal-plus-masker waveforms, both within
and across trials. Roving the baseline interaural cues in this
manner precludes the use of the intracranial locus of the
masker as a ‘‘reference’’ and vitiates the use of changes in
lateral position,per se, as cues for detection of the signal. At
the same time, changes in the widths of the distributions of
the interaural cues produced by adding the signal are unaf-
fected by roving the waveforms in this manner. By compar-
ing binaural detection thresholds obtained under roving and
fixed conditions, our experimental paradigm provided an op-
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portunity to determine whether informative changes in later-
ality, per se, produced by the addition of the signal to the
masker are necessary as well as sufficient.

I. EXPERIMENT 1

A. Procedure

Listeners’ detection thresholds for 500-Hz tones were
measured utilizing the interaural configurations NoSo and
NoSp. Both broadband~100–3000 Hz! and narrow-band
~100-Hz-wide, centered at 500 Hz! noises served as maskers.
When the broadband masker was employed, three combina-
tions of masker/signal duration~including 10-ms cos2 rise/
decay ramps! were used: 35 ms/25 ms, 145 ms/125 ms, and
310 ms/300 ms. When the narrow-band masker was em-
ployed, one additional combination of masker/signal dura-
tion was employed: 17 ms/12 ms~including 5-ms cos2 rise/
decay ramps!. Signals were always temporally centered
within the maskers and were gated on and off within the
plateau of the gating function of the masker.

All stimuli were generated digitally with a sampling rate
of 20 kHz via a TDT array processor. The noises were con-
structed using inverse FFTs that yielded 32 768 points in the
time domain. Tonal signals were generated in the time do-
main and added to noise waveforms prior to D/A conversion.
All stimuli were low-pass filtered at 8.5 kHz~TDT FLT2!
and presented via TDH-39 earphones~mounted in MX/
41-AR cushions! to listeners seated in single-walled, IAC
booths. Three young adults, two males and one female, with
no evidence or history of hearing loss served as listeners. All
listeners received extensive practice before collection of data
began.

The stimuli were presented in a two-alternative temporal
forced-choice adaptive task. Each trial consisted of a warn-
ing interval~500 ms! and two observation intervals separated
by 450 ms. The observation intervals were marked by a vi-
sual display on a computer monitor. The tonal signal was
presented with equala priori probability in either the first or
second interval. Independent masker waveforms were pre-
sented during each and every observation interval.

The level of the signal was varied adaptively in order to
estimate 70.7% correct~Levitt, 1971!. The initial step size
for the adaptive track was 2 dB and was reduced to 1 dB
after two reversals. A run was terminated after 12 reversals
and threshold was defined as the average level of the signal
across the last ten reversals.

All conditions of the experiment ~interaural
configuration3bandwidth3duration! were run in both the
presence and the absence of roving interaural disparities.
When ITD was roved, a randomly chosen value of ITD was
imposed on both masker and signal-plus-masker waveforms,
with the magnitude of the ITD being independently selected
for each interval of each trial. The value of the ITD was
chosen randomly from a range of6500ms in 50-ms steps. A
particular ITD was implemented by appropriately choosing
‘‘later’’ digital samples for the waveform destined to the
delayed ear. Delays were imposed prior to applying rise/
decay ramps. That is, the delays were ‘‘ongoing’’ and there
were no onset/offset delays. When IID was roved, the value

of IID was chosen randomly from a range of66 dB in
0.5-dB steps and the IID was implemented via TDT pro-
grammable attenuators by an increase in the level of the
stimulus by IID/2 in one ear and a decrease of IID/2 in the
other. The spectrum level of the masking noise before any
IID was imposed was equivalent to 50 dB SPL. Roving the
ITDs and IIDs as described produced interval-by-interval
variation of the lateral position of the stimuli, which were
heard in one of many positions from far toward the left ear to
far toward the right ear.

Experimental conditions were assigned in quasi-random
order and, during each 1-h session, two estimates of thresh-
old were obtained for each of four to five conditions. Each
listener was tested twice in counterbalanced order at each
condition. The data presented in the figures represent the
average of four estimates of threshold.

B. Results and discussion

Figure 1 contains the data obtained with the broadband
masker. Thresholds~S/N in dB! are plotted as a function of
the duration of the signal. The data points represent the av-
erage across three listeners and the error bars represent61
standard error of the mean. Open symbols represent thresh-
olds obtained with the NoSo configuration; closed symbols
represent thresholds obtained with the NoSp configuration.
Squares indicate data obtained with no rove, triangles indi-
cate data obtained while roving ITD, and diamonds indicate
data obtained while roving IID.

We begin by discussing the data obtained in the stan-
dard, ‘‘no rove’’ conditions. As expected from previous find-
ings, thresholds obtained in both the NoSo and NoSp condi-
tions increased as the duration of the signal decreased~e.g.,
Blodgettet al., 1958; Green, 1966; Robinson and Trahiotis,
1972!. They did not increase, however, in a parallel fashion.
There was a relatively steep increase in NoSp thresholds, as
compared to their NoSo counterparts, as masker/signal dura-
tion was decreased from 135/125 to 35/25 ms. The data in
Fig. 1 indicate that the masking-level differences~MLDs!
decreased with duration and were 13.0, 11.5, and 5.5 dB for

FIG. 1. Threshold S/N~in dB! as a function of masker duration obtained
with the broadband~100–3000 Hz! masker. Open and closed symbols rep-
resent data obtained with the NoSo and NoSp configurations, respectively,
under conditions of no-rove~squares!, a 6500-ms ITD rove~triangles!, and
a 66-dB IID rove ~diamonds!. The data points represent the average across
three listeners. Error bars represent61 standard error of the mean.
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masker/signal durations of 310/300, 145/125, and 35/25 ms,
respectively. This outcome is consistent with data obtained
earlier by Robinson and Trahiotis~1972! and by Yost
~1985!. The relatively greater loss in sensitivity in NoSp
conditions is known to be due to gating the masker on and
off with the signal and is often referred to as the ‘‘pulsed
effect.’’ The phenomenon was originally described by Mc-
Fadden ~1966!. Robinson and Trahiotis~1972! and Yost
~1985! showed that the relative loss of sensitivity in the
NoSp condition becomes more pronounced as duration is
decreased.

We now turn to the thresholds obtained while roving
either ITDs or IIDs. The data obtained in the NoSo condition
~open symbols! indicate that roving the interaural parameters
did not affect thresholds. To the degree that detection of the
signal in the NoSo configuration is based on purelymonau-
ral cues, roving ITDs would not be expected to affect detec-
tion in the NoSo condition. This is so because an ITD only
results in an absolute time delay of the noise or signal-plus-
noise waveform in a monaural channel. We used indepen-
dent samples of noise during each and every observation
interval and estimated threshold by pooling information ob-
tained across many such observation intervals. Conse-
quently, absolute time delays, which only serve to determine
the particular random sample of noise presented during a
particular observation interval, could not affect our esti-
mates of threshold. On the other hand, roving IIDs resulted
in interval-by-interval variations in the overall level of the
stimuli within a monaural channel. Such changes in the over-
all level of the stimuli have little, if any, affect on the ‘‘mon-
aural’’ detectability of tonal signals in noise~e.g., Gilkey,
1987; Richardset al., 1991; Kiddet al., 1993!. In summary,
neither roving ITDs nor roving IIDs affected detectability in
the NoSo condition, an outcome expected based on the as-
sumption that detection in that condition depends on monau-
ral rather than binaural information. At the same time the
data indicate that the listeners were not ‘‘distracted’’ by
interval-by-interval changes in the intracranial locus of bin-
aural images produced by the stimuli.

The data obtained in the NoSp condition ~closed sym-
bols! also indicate that roving the interaural parameters had
little or no effect on thresholds. When the duration of the
masker/signal was either 35/25 or 310/300 ms, the data ob-
tained with and without roves are virtually superimposed on
each other and the error bars for each condition overlap.
When the duration of the masker/signal was 145/125 ms, the
thresholds obtained with roving IIDs or roving ITDs were
1.4 and 2.7 dB greater, respectively, than the threshold mea-
sured in the absence of a rove.

The data in Fig. 1 were subjected to a three-factor,
within-subjects analysis of variance. The error terms for the
main effects and for the interactions were the interaction of
the particular main effect~or the particular interaction! with
the subject ‘‘factor’’ ~Keppel, 1973!. Consistent with visual
evaluation of the data, the main effect of duration was a
highly significant factor @F(2,4)5488.19, p,0.001, v2

50.55# and accounted for 55% of the variability of the data.
The main effect of signal type~So or Sp! was also highly
significant @F(1,2)5932.11, p50.001, v250.35# and ac-

counted for 35% of the variability in the data. Although rov-
ing the stimuli did not produce a significant main effect
@F(2,4)51.77, p50.28)#, the interaction of rove by signal
type was significant@F(2,4)58.35, p50.037, v250.004#
but only accounted for 0.4% of the variability in the data.
This means that the differences in threshold produced by
roving the NoSp stimuli were relatively small, were not due
to chance, but were larger than those obtained with the NoSo
stimuli. At the same time however, those differences do not
account for any substantial portion of the variability in the
data. The duration by signal-type interaction was also signifi-
cant@F(2,4)545.90,p50.002,v250.04# and accounted for
4% of the variability in the data. This interaction reflects the
smaller binaural release from masking obtained for short-
duration stimuli when the masker is gated on and off with the
signal. Neither the interaction of duration by rove, nor the
triple interaction of duration by rove by signal type were
statistically significant@F(4,8)51.44, p50.31 andF(4,8)
50.66, p50.636, respectively#. In summary, the significant
main effects and interactions accounted for about 94% of the
variability in the data while indicating that the effects of
roving ITDs or IIDs in the NoSp condition were relatively
small and only occurred in the NoSp condition.

In order to evaluate the effects of roving ITD or IID on
binaural processingper se, a second, two-way analysis of
variance was performed only including the data obtained in
the NoSp condition. This analysis revealed significant main
effects of duration@F(2,4)5402.13, p,0.001, v250.94#
and of rove@F(2,4)510.45,p,0.03,v250.01#. The dura-
tion by rove interaction was not significant@F(4,8)51.65,
p50.25#.

Because both analyses of variance indicate that roving
the stimuli in the NoSp condition affects performance, it is
important to characterize and evaluate the effects of roving
the stimuli in terms of their psychophysical salience. The
largest effects of roving ITDs and IIDs occurred when the
duration of the masker/signal was 145/125 ms. Roving IID
increased the mean threshold by 1.4 dB, while roving the
ITD increased the mean threshold by 2.7 dB in comparison
to the mean threshold obtained in the no-rove condition.
These increases in threshold can be cast in terms of increases
in the standard deviations of the distributions of the interau-
ral cues~Zurek, 1991; Bernstein and Trahiotis, 1995! that are
produced by adding more intense Sp signals to the diotic
maskers in the conditions employing a rove. To perform the
analysis, we assumed an effective binaural ‘‘bandwidth’’ of
250 Hz ~a value in the upper range of various estimates of
the binaural critical bandwidth centered at 500 Hz~e.g.,
Bourbon, 1966; Sever and Small, 1979; Hallet al., 1983;
Durlachet al., 1986; Kohlrausch, 1988!. In the no-rove con-
dition, the average NoSp threshold of229 dB ~displayed in
Fig. 1!, resulted in a distribution of ITDs having a standard
deviation of 134ms and a distribution of IIDs having a stan-
dard deviation of 2.8 dB. When IID was roved over the range
of 66 dB, the NoSp detection threshold increased by 1.4 dB.
As a consequence, the underlying standard deviation of ITD
increased by 19ms and the underlying standard deviation of
IIDs increased by 0.4 dB. When ITD was roved over the
range of6500 ms, the threshold increased by 2.7 dB. This
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resulted in increases of the underlying standard deviations of
ITDs and IIDs of 40ms and 0.9 dB, respectively. These
changes represent, in an absolute sense, extremely small ef-
fects. When considered relative to the magnitude of the
ranges over which ITDs and IIDs were roved, the small
changes in threshold that did occur suggest to us that the
listeners effectively ignored or effectively overcame the
interval-by-interval variability in the baseline values of the
binaural cues. Stated in perceptual terms, the data suggest
that the listeners were relatively unaffected by the interval-
by-interval variability in the intracranial locus of the images
produced by the noise-alone and noise-plus-signal wave-
forms, respectively. This means that informative changes in
laterality arenot necessaryin order for threshold signal-to-
noise ratios typical of those measured in a ‘‘standard’’ mask-
ing paradigm to be obtained.

Figure 2 contains the data obtained when the bandwidth
of the masker was 100 Hz. The format of the figure is iden-
tical to that used in Fig. 1. Note that, as mentioned in Sec.
I A, a masker/signal duration of 17 ms/12 ms was added. The
trends in the data are qualitatively and statistically very simi-
lar to those obtained with the broadband masker~Fig. 1!.
Beginning with the no-rove condition, note that, once again,
thresholds obtained in both the NoSo and NoSp conditions
increased as the duration of the signal decreased, albeit in
a nonparallel fashion. Indeed, masking-level differences
~MLDs! decreased with duration and were 17.7, 14.7, 13.2,
and 11.7 dB for masker/signal durations of 310/300, 145/
125, 35/25, and 17/12 ms, respectively. These decreases in
the size of the MLD are smaller than those measured when
the masking noise was broadband. The finding of a smaller
‘‘pulsed effect’’ with the narrow-band masker is consistent
with data obtained earlier by Trahiotis~1973!.

As observed with the broadband masker, the data ob-
tained in the NoSo condition~open symbols! indicate that
roving the interaural parameters did not affect thresholds.
The data obtained in the NoSp condition ~closed symbols!
indicate that roving the interaural parameters consistently
produced increases in thresholds.

The data in Fig. 2 were subjected to the same three-
factor, within-subjects analysis of variance discussed above.
Consistent with visual evaluation of the data, the main effect
of duration was a highly significant factor@F(3,6)574.11,

p,0.001,v250.32# and accounted for 32% of the variabil-
ity in the data. The main effect of signal type~So or Sp! was
also significant@F(1,2)576.66, p50.013, v250.58# and
accounted for 58% of the variability in the data. As before,
although roving the stimuli did not produce a significant
main effect @F(2,4)54.50, p50.095)#, the interaction of
rove by signal-type was significant@F(2,4)57.93, p
50.041, v250.005# but only accounted for 0.5% of the
variability in the data. This interaction occurred because the
differences in threshold produced by roving the NoSp
stimuli were larger than those obtained with the NoSo
stimuli. The duration by signal-type interaction wasnot sig-
nificant @F(3,6)52.90, p50.124# providing statistical con-
firmation of the weaker ‘‘pulsed effect’’ with the narrow-
band masker. Neither the interaction of duration by rove, nor
the triple interaction of duration by rove by signal type were
statistically significant @F(6,12)51.24, p50.354 and
F(6,12)51.11,p50.41, respectively#. In summary, the sig-
nificant main effects and interactions accounted for about
95% of the variability in the data. The effects of roving ITDs
or IIDs in the NoSp condition were somewhat larger than
those measured with the broadband masker.

As before, in order to evaluate the effects of roving ITD
or IID on binaural processingper se, a second, two-way
analysis of variance was performed only including the data
obtained in the NoSp condition. This analysis revealed sig-
nificant main effects of duration@F(3,6)541.84,p,0.001,
v250.82# and of rove @F(2,4)57.2, p50.05, v250.05#.
The duration by rove interaction was not significant
@F(6,12)51.27, p50.34#.

The effects of roving ITDs and IIDs in the NoSp con-
dition can, once again, be cast in terms of relative increases
in the standard deviations of the distributions of the interau-
ral cues that result from adding relatively more intense Sp
signals to the diotic maskers in the conditions employing a
rove. To perform the analysis, we used a bandwidth of 100
Hz ~the bandwidth of our narrow-band masker!. This as-
sumes that the effective binaural ‘‘critical bandwidth’’ is at
least 100 Hz wide. Table I contains the standard deviations
of the distributions of ITDs and IIDs, respectively produced
by adding threshold-level Sp signals to diotic maskers for
the 12 experimental conditions. Again, the standard devia-
tions were calculated from Zurek’s~1991! equations and ap-
proximations. When the duration of the masker/signal was
310/300 ms, roving the ITD or IID resulted in 50%–60%
increases in the standard deviation of the distributions of
ITDs and IIDs. When the duration of the masker/signal was
145/125 ms, roving the ITD or IID resulted in 20%–35%
increases in the standard deviation of the distributions of
ITDs and IIDs. When the duration of the masker/signal was
35/25 ms, roving the ITD or IID resulted in about a 25%
increase in the standard deviations of the distributions of
ITDs and IIDs. Finally, when the duration of the masker/
signal was 17/12 ms, roving the ITD or IID resulted in 10%–
35% increases in the standard deviations of the distributions
of ITDs and IIDs. Overall, the effects of roving either ITDs
or IIDs were essentially equivalent. As found with the broad-
band masker, the increases in the widths of the distributions
of ITDs and IIDs necessitated by roving the stimuli were

FIG. 2. Same as Fig. 1, but for the 100-Hz-wide masker centered at 500 Hz.
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very small in comparison to the range over which the respec-
tive interaural parameters were roved. Thus the data col-
lected with the narrow-band masker suggest that the listeners
were relatively unaffected by the interval-by-interval vari-
ability in the intracranial locus of the images of the stimuli.
Overall, both sets of data suggest that changes in laterality,
per se, are notnecessaryin order for listeners to exhibit
‘‘normal’’ binaural detection thresholds.

II. EXPERIMENT 2

The data from experiment 1 show that interval-by-
interval changes in the intracranial loci of the stimuli pro-
duce only small degradations in listeners’ abilities to detect
an Sp signal added to diotic noise. This outcome suggests
that listeners can detect the addition of the signal on the basis
of changes in the widths of the distributions of the interaural
cues, independent of their mean values. In order to test the
generality of the findings from experiment 1, the same three
listeners were tested in interaural correlation-discrimination
conditions paralleling those employed for NoSp detection in
experiment 1.

A. Procedure

Listeners’ sensitivities to interaural decorrelation of 100-
Hz-wide narrow bands of noise centered at 500 Hz were
measured utilizing a two-cue, two-alternative temporal
forced-choice paradigm. In the absence of a rove, the first
and fourth intervals of each trial contained diotic noise and
served as cues. The listener’s task was to detect an interaural
decorrelation of the noise that occurred, with equala priori
probability, in either the second or third interval. The non-
signal interval also contained diotic noise. Three or four val-
ues of the interaural correlation were used to obtain a psy-
chometric function. The value of the interaural correlation
during the signal interval was fixed within a block of 80
trials. The values of correlation employed to generate each
psychometric function were determined separately for each
listener and each condition. The values of correlation were
assigned in random order and testing was conducted twice at
each value in a counterbalanced fashion. In this manner, two
80-trial blocks were run for each value of correlation tested.
Sensitivity (d8) at each of the values of correlation was
evaluated by averagingd8’s obtained in the two 80-trial
blocks. For each condition, the points were fit by the equa-
tion:

log d85 log m1k log~12r!, ~1!

wherer is the interaural correlation of the narrow band of
noise. By interpolation, the values ofd8 andr corresponding
to 71% correct in a two-alternative task, i.e., the level of
performance that defined threshold in experiment 1, were
obtained.

In order to present a particular interaural correlation of
the noise, we employed the well known and often used
‘‘two-generator’’ method of suitably scaling and mixing a
pair of independent, Gaussian narrow-band noises.~e.g.,
Licklider and Dzendolet, 1948; Grantham and Wightman,
1979!. Specifically, for each block of 80 trials, a pair of
1.6-s-long samples of noise having a desired interaural cor-
relation was generated. Each pair of 1.6-s-long samples of
noise was used to provide more than 50 temporally overlap-
ping, but statistically independent tokens. The tokens of
noise were selected randomly with replacement both within
and across trials. The durations and rise/decay ramps of the
bands of noise employed in this experiment were the same as
those of the maskers employed in experiment 1. Roving
ITDs and IIDs were employed as described for experiment 1.
Roving the ITD alters the interaural correlation of the stimu-
lus. However, because external delays can be compensated
by internal delays, themaximumof the cross-correlation
function, as well as itsdistribution about the maximumis
unaltered by the roving ITD. Consequently, we will treat the
baseline or ‘‘reference’’ correlations in the roving ITD con-
dition as though they have a value of unity. In addition, it is
assumed that roving IID has no effect on the computed value
of correlation because, in accord with correlation-based mod-
els of binaural processing, all interaural correlations are
‘‘normalized.’’ For these reasons, the dependent variable is
Dr, wherer is determined by the ‘‘two-generator’’ mixing
technique described above.

B. Results and discussion

Figure 3 displays threshold changes in interaural corre-
lation ~Dr! as a function of the duration of the stimuli~closed
symbols!. Error bars have been omitted for clarity. For 9 of
the 12 conditions, the standard error was less than 0.015. The
largest standard error was 0.0376, and was obtained at the
duration of 17 ms for the condition in which ITD was roved.
For comparison, the figure also contains the NoSp thresholds
from Fig. 2 transformed toDr using the relation:r5(1
2S/N)/(11S/N) ~e.g., Durlachet al., 1986!. As in Figs. 1
and 2, the data points represent the average across three lis-
teners. Note that both the ordinate and the abscissa are scaled
logarithmically. The direct measures of correlation discrimi-

TABLE I. Standard deviations of the ITD and IID distributions, respectively, resulting from the addition of the
Sp signal to the narrow-band diotic masker at threshold for each of the 12 experimental conditions~four
durations3three rove types!. Values were calculated using Zurek’s~1991! equations and approximations.

Duration ~ms!

No rove ITD rove IID rove

ITD ~ms! IID ~dB! ITD ~ms! IID ~dB! ITD ~ms! IID ~dB!

17 409 8.6 557 11.8 457 9.7
35 332 7.0 413 8.8 417 8.8

145 154 3.3 188 4.0 209 4.4
310 101 2.1 164 3.5 153 3.3
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nation ~closed symbols; solid lines! indicate thatDr de-
creases proportionately with duration such that a doubling of
duration leads to a halving ofDr. Consistent with the find-
ings from experiment 1~NoSp detection!, roving ITDs or
IIDs led to small, but consistent reductions in sensitivity. A
two-way analysis of variance using log10(Dr) as the depen-
dent measure revealed significant main effects of duration@
F(3,6)536.50, p,0.001, v250.81# and of rove
@F(2,4)513.91,p50.016,v250.03#. The duration by rove
interaction was not significant@F(6,12)50.20,p50.97#.

A comparison of these correlation-discrimination data
with the transformed NoSp detection thresholds obtained in
experiment 1~open symbols! reveals that~1! sensitivity to
changes in correlation was more acute in the direct correla-
tion discrimination task and~2! the effects of roving ITDs
and IIDs in the two conditions are very similar, with the
possible exception of the data obtained when the duration
was 310 ms.

Our finding that correlation thresholds obtained in the
direct discrimination task were lower than those obtained in
the NoSp detection task was surprising because thresholds
measured in the two types of task were found to correspond
much more closely in two earlier studies in which similar
comparisons were made~Koehnkeet al., 1986; Jainet al.,
1991!. We considered whether our results could be attributed
to our using the two-cue, two-alternative fixed procedure to
measure direct discrimination thresholds while using a stan-
dard, two-alternative adaptive task to measure NoSp detec-
tion thresholds. In order to evaluate this possibility, we ex-
amined other data obtained in our laboratory in an
experiment with different listeners. In that experiment, we
also obtained lower thresholds in the direct correlation-
discrimination task even though fixed levels of the indepen-
dent variables were used with the two-cue, two-interval para-
digm to measure correlation-discrimination and NoSp
thresholds. In addition, with the listeners in the present
study, we measured thresholds in both types of tasks using a
single-interval procedure. Once more, lower thresholds were
obtained with the direct correlation-discrimination task. Thus
multiple sets of data indicate that the lower thresholds ob-
tained with the direct discrimination task shown in Fig. 3

were not due to the use of different psychophysical proce-
dures to measure the two types of thresholds. Rather, the
differences in threshold appear to reflect true differences in
sensitivity.

We then considered whether our listeners had relatively
high NoSp detection thresholds and/or relatively low
correlation-discrimination thresholds as compared to the lis-
teners who participated in the studies of Koehnkeet al.
~1986! and Jainet al. ~1991!. Scrutiny of the data from each
of the studies indicated that this was not so. There was a
great deal of overlap in the thresholds obtained across the
studies both within and across the two types of measures.
Consequently, at this time we can offer no explanation for
the differences in the findings across studies.

Using computer simulations, we found that sample-to-
sample variations in the correlation weregreater when a
‘‘target’’ value of correlation was produced by mixing a pair
of independent sources of noise as compared to when that
same ‘‘target’’ value of correlation was produced by adding
an antiphasic tone to a diotic band of noise~NoSp!. In future
investigations, we plan to determine whether differences in
the sampling distributions of interaural correlation can ac-
count for our listeners’ having different thresholds, each de-
fined in terms ofDr, in the two types of psychophysical
tasks. Accounting for the differences in sensitivity with the
two tasks is beyond the scope of this investigation, which
concerns the effect of roving ITDs or IIDs on NoSp and
direct correlation-discrimination thresholds.

III. GENERAL DISCUSSION

The results of experiments 1 and 2 indicate that roving
ITDs or roving IIDs on an interval-by-interval basis leads to
only small increases in threshold obtained in both NoSp de-
tection and interaural correlation-discrimination tasks. The
small magnitudes of the increases in threshold due to roving
ITDs or IIDs, when considered in the context of the large
range over which the interaural cues were roved, support the
conclusion thatinformative changes in lateralityof the in-
tracranial images of the stimuli arenot requiredin order for
detection to occur. Instead, it appears that listeners are able
to detect on the basis of changes in the widths of the distri-
butions of ITDs and IIDs produced by adding the signal to
the masker. Such changes are independent of changes in lat-
erality produced by roving ITDs or IIDs across observation
intervals.

It should be noted that the changes in the widths of the
distributions of ITDs and IIDs produced by adding the signal
to the masker are probably manifested perceptually in a man-
ner dependent on the bandwidth of the masker. For narrow-
band maskers, listeners often report that the perceptual cue
they use is a ‘‘broadening’’ of the intracranial image when
the signal is added to the masker, as compared to the more
punctate intracranial image produced by the masker pre-
sented in isolation. For broadband maskers, listeners virtu-
ally always report that the perceptual cue they use to detect
the signal is the occurrence of a ‘‘tonal’’ or ‘‘pitchlike’’
quality that does not exist when the masker is presented in
isolation.

FIG. 3. Dr as a function of duration. Closed symbols represent data ob-
tained in the direct correlation discrimination task. Open symbols represent
the NoSp thresholds from Fig. 2 transformed toDr. The data points repre-
sent the average across three listeners.
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Overall, our data appear to be consistent with those re-
ported by Richards and Henning~1994! at the 127th meeting
of the Acoustical Society of America. They reported that
roving IIDs across observation intervals in a standard NoSo/
NoSp detection task generally reduced MLDs by ‘‘small
amounts.’’ To our knowledge, these are the only data avail-
able for purposes of comparison.

As mentioned above, we also studied the effects of rov-
ing ITDs and IIDs in a supplementary experiment using a
single observation interval task. Our purpose in using the
single interval task was twofold:~1! it allowed us to remove
within-trial information regarding the reference stimuli so
that ‘‘memory concerning the reference stimuli’’ had to be
accruedacrosstrials, and~2! it allowed us to partition the
data conditional on particular values of ITD or IID to deter-
mine whether deleterious effects due to roving the interaural
disparities were, in turn, due to large baseline ITDs or IIDs.

The effects due to roving ITDs and IIDs within the
single interval task were essentially equivalent to those ob-
tained in the main experiments using tasks with multiple
intervals. Furthermore, thresholds did not depend on particu-
lar values of ITD or IID. This indicates that the small del-
eterious effects due to roving the interaural disparities prob-
ably result from forcing the listeners to detect or to
discriminate within thecontextof roving ITDs or IIDs.

It occurred to us that it was logically possible for the
listeners to make themselves effectively immune to the rove
if they were somehow able to access,independently, internal
information regarding ITDs and IIDs. If that were true, the
listener could focus on changes in ITD~or, symmetrically,
IID ! when the physical dimension of the rove was IID~or,
symmetrically, ITD!, a strategy that would drive perfor-
mance toward the ‘‘no-rove’’ condition. We reasoned that
such a strategy could be defeated by rovingboth ITDs and
IIDs simultaneously. In order to test this, we reran all three
listeners in both tasks using the 310-ms duration. Roving
both ITDs and IIDs simultaneously produced deficits not un-
like those produced by roving either disparity alone. There-
fore, it appears reasonable to conclude that the listeners did
not avoid the effects of the rove in the main experiments by
having independent access to ITDs or IIDs.

The ability to detect and discriminate changes in the
distribution of binaural disparities independent of their ‘‘ref-
erence’’ or baseline value is, in fact, consistent with modern
models of binaural processing. For example, the data can be
accounted for via Durlach’s equalization-cancellation model
~e.g., Durlach, 1963, 1972! by incorporating his proposal that
multiple equalization transformations could be accomplished
in parallel. Recently, Schneider and Zurek~1989! success-
fully used Durlach’s EC model to account for their lateral-
ization data by incorporating the assumption that cancella-
tion could be accomplished, in parallel, at each of a number
of simultaneously available values of internal delay. In order
to account for the small effects of roving ITDsand IIDs in
our experiments, one need only assume that the listeners
could also equalize any of several differences of interaural
intensity in a parallel fashion. The assumption is that deci-
sions would be made using the compensatory ITD or IID that

minimizes the external noise masker~i.e., maximizes signal-
to-masker ratio!.

Our data can also be accounted for by cross-correlation
based models~e.g., Colburn, 1973; Stern and Colburn, 1978!
which utilize changes of the patterns of activity to account
for detection and discrimination data. In this context, roving
ITDs or IIDs would merely alter the left/right displacement
of the activity from midline without affecting the local prop-
erties of the distribution~i.e., shape! of the activity. This
approach provides a mechanistic framework which permits
the perceptual laterality of the stimulus to be varied by rov-
ing ITD or IID while simultaneously permitting detection or
discrimination to occur on the basis of local properties such
as the width or diffuseness/compactness of the intracranial
image.

IV. SUMMARY

The purpose of this study was to assess whether roving
baseline interaural parameters of the stimuli would adversely
affect performance in masking-level difference and in inter-
aural correlation-discrimination paradigms. Overall, the re-
sults indicate that roving the interaural cues produced little,
if any, degradations of performance as compared to data ob-
tained in the absence of a rove. This outcome occurred even
with stimuli of the shortest duration. In terms of the percep-
tual aspects of the task, the data indicate that interval-by-
interval variation of the lateral position of the stimuli~which
were heard in one of many positions from far toward the left
ear to far toward the right ear! did not affect performance.
Although not intuitively obvious, this ‘‘negative’’ outcome
is exactly what one would expect from modern models of
binaural processing.
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A detailed understanding of the aerodynamics of air flow in the larynx and the vocal tract is needed
to refine physiological models of human voice production. This understanding can be applied in
speech synthesis, voice diagnostics, and voice recognition. To date, most aeroacoustic models of
phonation have been based on Bernoulli’s orifice theory, i.e., the assumption that flow phenomena
within the larynx are ‘‘quasi-steady.’’ This assumption, however, has never been rigorously verified
experimentally. In this study, detailed aerodynamic measurements were performed of a pulsating
open jet through a modulated orifice with a time-varying area. Orifice geometry and characteristic
Reynolds numbers and Strouhal numbers of the pulsating jet flow were representative of speech
production. Simple source-filter models based on the quasi-steady flow assumption and an ideal
one-dimensional monopole source model were found to yield satisfactory velocity, flow rate, and
dynamic pressure predictions for most of the duty cycle. Significant deviations from quasi-steady
behavior were observed only during the early part of the duty cycle, where the flow velocity in the
center core rapidly reached a peak value immediately after release of the false folds. This acoustic
near-field phenomenon did not affect the pressure waves generated by the pulsating jet through the
orifice, propagated in the long rigid tube upstream of the orifice. The impact on this phenomenon on
actual sound generation within the larynx, and wall pressures on the vocal folds, is not clear.
© 1997 Acoustical Society of America.@S0001-4966~97!02408-9#

PACS numbers: 43.70.Aj, 43.28.Ra@AL #

INTRODUCTION

Phonation is the mechanism of human voice production.
It is used in speech, for vowels and voiced consonants
~Flanagan, 1965!. It is the essential part of singing. Progress
in many areas of speech sciences relies on our capacity to
understand, model, and reproduce the process of phonation.
Problems in vocal fold morphology such as early nodules,
cysts, granulomas, or cancer may be nonintrusively detected
and diagnosed by recording the changes occurring in a pa-
tient’s voice ~Scherer, 1991a!. Possible consequences of
phonosurgery on a patient’s ability to communicate may be
evaluated~Scherer, 1991b!. Speech synthesizers based on
physiological models of speech production may be used to
assist patients suffering from voice disorders. Other applica-
tions requiring a fundamental understanding of pulsating
flows through modulated orifices include intra-cardiac jets
~Diebold et al., 1990!, and also sprays, pulsed combustion,
pulse-tube refrigeration, sirens, and various musical instru-
ments~for example, Fletcher, 1979!.

The basic mechanics of phonation are well understood,
and have been explained by Wegel~1930!, Flanagan~1965!,
Titze ~1973, 1974!, Cranen~1987!, and others. The source of
phonation is located within the larynx. Phonation is initiated
when muscles compress the rib cage, thereby increasing lung
pressure and expelling air through the trachea into the phar-
ynx. The vocal folds, two lips of ligament and muscle at the

top of the trachea, are then brought together by muscular
action to form a constriction in the wind pipe. When a cer-
tain critical lung pressure is achieved, self-sustained oscilla-
tions of the vocal folds are initiated. A pulsating jet is
formed by the air flowing through the glottis, a time-varying
orifice between the vocal folds. Periodically, lung pressure
buildup forces the glottis to open. The decrease in pressure
accompanying the formation of the jet together with the vo-
cal folds compliance then force the glottis to close, and the
cycle repeats. Typical values for lung pressure, air flow rate,
and other flow properties can be found, for example, in
Flanagan~1965!.

The mechanism for self-oscillation of the vocal folds has
many characteristics of the oscillations of other similar
physical systems such as collapsible tubes~Berke et al.,
1991!, reed musical instruments~Hirschberget al., 1990!,
and tongue-tip trills~McGowan, 1992!. A pulsating flow is
established through a modulated orifice with deformable,
compliant walls. Approximate analytical models for these
systems are based on electroacoustical analogies~Kathuriya
and Munjal, 1979; Beranek, 1986; Allen and Strong, 1985;
Koizumi et al., 1985; Anathapadmanabha and Fant, 1982;
and others!. The Norton equivalent electrical circuit can be
determined in which the periodic flow through the modulated
orifice is represented by a current source with an internal
shunt impedance, and the surrounding pipes and cavities are
represented as an all-pole filter~Flanagan, 1965!. Since the
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internal impedance of the source varies with time~as the
geometry varies during one oscillation period!, the source
and the filter are not linearly separable, but the process con-
stitutes a nonlinear feedback loop. Computer predictions of
the output can be made using time-marching algorithms~see,
for example, Gupta and Schroeder, 1993!.

Although a small fraction of the sound emitted by the
vibrations of the vocal cords may be radiated through struc-
tural vibrations of the bones and cartilage, most of the acous-
tic energy is generated from the gas pulsations in the vocal
tract. These flow pulsations are converted into acoustic
waves that propagate into the vocal tract and are radiated
from the lips and the nasal cavity. The mechanism for con-
verting the pulsating jet into sound, i.e., the periodic injec-
tion of air mass into the vocal tract, is ordinarily modeled as
a classic one-dimensional monopole sound source in a duct
~Pierce, 1989; Davies and Ffowcs Williams, 1968!. The
acoustic source strength is consequently assumed to be di-
rectly proportional to the unsteady mass flux through the
orifice.

In speech, semi-empirical models for the behavior of the
human glottis have been suggested by Fant~1982!, Flanagan
and Landgraf~1968!, Ishizaka and Flanagan~1972!, Titze
and Talkin ~1979!, and others. Knowledge of the so-called
non-linear ‘‘glottal impedance,’’Zg(t), is essential to model
the glottal oscillation mechanism and the vocal tract acoustic
properties~for example formant frequencies!. The ‘‘glottal
impedance,’’ unrelated to the familiar acoustical or mechani-
cal impedance, characterizes the pressure-flow relationship
within the glottis, i.e., it is defined as the ratio of the trans-
glottal pressure head and the mass flow rate through the ori-
fice ~van den Berget al., 1957!. It is a time-varying quantity
with both steady~dc! and periodic~ac! components. The
steady component is due to the fact that the real glottis does
not completely shut; there remains a small opening after clo-
sure between the arytenoid cartilages.

Due to the complexity of pulsating jet flows, which in-
volve turbulence and flow separation, and that of the glottal
airway geometry, it is impossible to calculate the glottal im-
pedance exactly using analytical or numerical methods.@Re-
cent efforts in this direction were made by Alipouret al.
~1996!.# Direct measurementsin vivo are also difficult to
perform and do not allow the control of the glottis geometry,
which makes it necessary to take the vocal folds motion into
consideration. Despite progress in vocal tract imaging using,
for example, magnetic resonance imaging~MRI!, detailed
measurements of the time-varying geometry of the glottal
airway in human subjects are difficult. Furthermore, ‘‘in
vivo’’ flow measurements are also difficult, and may be haz-
ardous.

In a first category of glottal impedance investigations,
studies have been made using static configurations that rep-
licate the geometry of the human vocal apparatus. The in-
stantaneous impedance was then assumed to be equal to the
steady~dc! impedance of a geometrically similar system at
rest, i.e., the approximation was made that flow phenomena
were quasi-steady. Static pressure-flow relationships have
been obtained experimentally by Wegel~1930! using crude
mechanical models. Later, van den Berget al. ~1957! arrived

at an expression for the glottal impedance based on experi-
ments using an excised dog larynx. Further work on static
configurations was performed using mechanical models by
Ishizaka and Matsudaira~1972!, Scherer~1981!, Scherer
et al. ~1983!, Binh and Gauffin~1983!, and Scherer and Guo
~1990!. The steady glottal impedance and detailed informa-
tion about steady orifice flows may also be obtained compu-
tationally, using for example the finite element method~Guo
and Scherer, 1993!. The advantage of steady models lies in
their relative simplicity, due to the neglection of dynamic
flow phenomena. This approach could lead to detailed flow
simulations for complex orifice shapes that would require
much less computational effort than truly dynamic simula-
tions involving unsteady flow models. The underlying as-
sumption, however, needs to be verified for a representative
range of glottal operating conditions.

A second category of investigations addressed the prob-
lem of the acoustic impedance of fixed orifices. In these stud-
ies, the upstream pressure was modulated by driving the sys-
tem with a sound source, such as a loudspeaker, thereby
creating a pulsating jet. The acoustic impedance of fixed ori-
fices has been measured by Inga`rd and Labate~1950!, Ingàrd
~1953!, Laine and Karjalainen~1986!, and Rösler and Strube
~1989! using a geometry closer to that of the glottis. Detailed
aerodynamic measurements of modulated jets through static
orifices have also been performed by Iguchiet al. ~1990!,
Ikeda et al. ~1994!, Pelorsonet al. ~1994, 1995, 1996!, and
others. Although pulsating jets through fixed orifices are very
close to the actual flow field within the human glottis, such
flows may not reproduce some important effects due to the
periodic blockage of the orifice, the resulting subglottal pres-
sure buildup, and the impulsively created jet at the moment
of opening. Berkeet al. ~1989! first measured the particle
velocity at the discharge of an excised canine larynx using a
hot-wire anemometer. Using a similar approach, Alipour and
Scherer~1995! observed significant flow nonuniformity in
the pulsating jet velocity profile. However, these results may
have been caused by the difficulty in excised larynx studies
to maintain complete control over the orifice geometry and to
position the hot-wire probe very close to the orifice dis-
charge, in the potential core of the jet.

Shadleet al. ~1987! investigated a mechanically modu-
lated orifice with a time-varying area, but the scope was
limited to flow visualization and static impedance measure-
ments. There has been no detailed fluid dynamic studies of
pulsating jets through mechanically modulated orifices in the
range of pressures and flow rates encountered in speech, al-
though closely related studies may be found in the literature.
The initial stages of jet formation in a flue organ pipe, for
example, was investigated by Vergeet al. ~1994!. Kozenko
et al. ~1989! investigated the characteristics of a pulsating jet
produced by the transverse vibrations of a coaxial cylinder.
The properties of viscous jets with large velocity modula-
tions were examined by Bousfieldet al. ~1990! for applica-
tions to ink jet printers. These investigations, however, pro-
vide little useful information for glottal flow and glottal
impedance modeling.

Some attempts have also been made to measure the glot-
tal impedancein vivo. Sondhi ~1975! measured the wave-
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form of the unfiltered voice by placing a long anechoic tube
close to a human glottis. Cranen~1987! performed extensive
measurements of the transglottal pressure and the glottal
area, from which the mean lung pressure and the glottal flow
rate was deduced. Neither study, however, provided suffi-
ciently detailed information about the flow field in the glottal
region. Many questions were raised by Cranen~1987! re-
garding the detailed features of laryngeal flow. Such inquir-
ies can also be found in McGowan~1988!, Kaiser ~1983!,
and Teager and Teager~1983!.

The question of the range of validity of the quasi-steady
assumption is extremely important for the modeling of pho-
nation, as emphasized by McGowan~1993!. Building accu-
rate static mechanical models is relatively easy compared to
models with time-varying orifice geometries. There are many
detailed aerodynamic studies of open jet flows~Schlichting,
1979!, and confined steady jets~Soet al., 1987!. Comparable
studies of pulsating jets, however, are very sparse. Iguchi
et al. ~1990! recently compared the properties of steady open
jets and pulsating open jets through orifices with constant
area. They reported that the jet velocity profile was signifi-
cantly affected by the acceleration and the deceleration of the
flow field. The pulsating jet was more widely spread during
the deceleration phase than during the acceleration phase.
The growth rate of the boundary layer in the developing flow
region was greater during the deceleration phase than during
the accelerating phase. These results were obtained for con-
fined jets with flow velocities up to 30 m/s, an orifice diam-
eter of 51 mm, and tube diameters of 78 and 150 mm. Die-
bold et al. ~1990! performed a detailed study of pulsating
confined hydraulic jets, including precise measurements of
velocity profiles and flow patterns. Again, deviation from
quasi-steady behavior was observed. McGowan~1993! dis-
cussed the question and concluded that the quasi-steady as-
sumption may not always be valid in speech, based on stud-
ies of nonsteady channel flows, such as those of Pedley
~1983!, Pedley and Stepanoff~1985!, and others. Experi-
ments that are specifically designed for speech applications,
however, are still needed in order to determine the range of
validity of the quasi-steady assumption. Although acoustical
excitation by pulsating jets occurs in a large number of en-
gineering applications, such as sirens or pulsed combustion,
there have been few fundamental studies of the excitation of
plane waves in tubes by small pulsating jets though time-
varying orifices, and none that conclusively establishes the
validity of the quasi-steady hypothesis for the modeling of
speech production.

The main purpose of this study was therefore to verify
the quasi-steady assumption for a pulsating open jet flowing
through a modulated converging orifice with a time-varying
area, within a range of Strouhal numbers and Reynolds num-
bers typical of speech production. Another goal was to verify
the accuracy of the one-dimensional monopole model for
predicting the sound pressure generated by the pulsating jet,
propagated as plane waves in the subglottal tube upstream of
the glottal orifice. Finally, detailed flow measurements of the
flow through the orifice were made to provide some infor-
mation about the fluid dynamic characteristics of the pulsat-

ing jet flow, emphasizing dynamic effects, i.e., features that
do not obey steady flow relationships.

I. THEORETICAL BACKGROUND

A. Steady-state relationships for flow through a fixed
orifice

Consider a steady laminar flow through a straight rigid
tube terminated by a small orifice, similar to that illustrated
in Fig. 1. Assume the tube to be infinitely long in the nega-
tive z direction, with thez-coordinate axis coinciding with
the center of the tube. Assume the flow downstream of the
orifice, located in the center of the tube atz50, to be a
steady, open turbulent jet. Bernoulli’s equation can be ob-
tained by integrating the momentum equation along the
streamline along thez axis. For a small orifice-to-tube-area
ratio, the momentum of the fluid within the tube is negli-
gible, leading to the well-known pressure-flow relationship

p0t2patm5 1
2r0U0c

2 , ~1!

where r0 is the ambient density (kg/m3) ~assumed to be
uniform!, U0c is the centerline flow velocity at the orifice
discharge~m/s! ~within the potential core of the jet!, and
Dp05p0t2patm is the static pressure gradient across the ori-
fice ~Pa!. The flow velocity is not perfectly uniform across
the orifice. Because of viscous effects, boundary layers are
formed near the orifice walls. Flow entrainment and mixing
causes the net mass flux of the jet to increase in the stream-
wise direction, and the jet to diffuse and the velocity profile
to broaden. The volumetric flow rate,Q0 ~ml/s!, must there-
fore be obtained by integrating the mean flow velocity im-
mediately downstream of the orifice over the whole area of
the orifice,Ag (m2):

Q05E E
Ag

U0~x,y!dAg . ~2!

Because of the effects of viscous stresses in the proximity of
the walls, Eq.~1! is not satisfied exactly except towards the
center of the jet. To account for this, Bernoulli’s orifice
theory expresses the orifice flow rate as a function of the
pressure gradient:

Q05CAgU0c , ~3!

FIG. 1. Schematic of the rigid tube, the orifice, and the coordinate system.
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where the nondimensional orifice coefficientC(Re,Ag ,/At) is
given by the ratio of the space-averaged~indicated by an
overbar! flow velocity and the maximum flow velocity at the
center of the orifice:

C5
U0

xy

U0c
. ~4!

In general,C is a function of the flow Reynolds number, the
orifice geometry, and the ratioAg /At of the orifice area and
the tube area~White, 1986!.

B. Unsteady flow relationships

Consider now the case where the orifice areaAg(t) is a
function of time. The quasi-steady assumption implies that,
at every instant, the flow through the modulated orifice
should be similar to that through a fixed orifice of the same
geometry at that time. The pressure inside the tube may be
decomposed into the sum of a mean value,p0t , and a time-
varying ~acoustic! component,p8, associated with acoustic
waves~assumed to be plane waves! generated by the fluctu-
ating mass flux atz50 and propagated in the negativez
direction, down the tube. It is convenient to define the mean
pressurep0t as the ‘‘blocked’’ pressure in the tube, i.e., the
average pressure in the tube while the orifice is closed.

Since no wave reflections are assumed, the fluctuating
pressurep8 at any location down the tubez can be calculated
assuming an ideal one-dimensional monopole source, using
the relationship~Pierce, 1989!

p8~z,t !52
r0c

At~ t !
QS t1

z

cD , ~5!

wherec is the speed of sound~m/s! andQ is the flow rate
evaluated at the retarded timet1z/c ~see, for example,
Dowling and Ffowcs Williams, 1983!.

Equation ~5! can be expressed, accordingly with the
quasi-steady assumption, in terms of the instantaneous val-
ues ofC(t), Ag(t), andDp(t)5p0t2p01p8. A solution for
Q andp8 can then be obtained in terms of the mean pressure
gradient and the~assumed known! orifice area by solving Eq.
~5! together with Eq.~4! and one relationshipC5C(Q,Ag)
which must be established empirically~see Sec. III A!.

II. EXPERIMENTAL METHODOLOGY

The mechanical model of the human larynx was de-
signed and built to reproduce the essential features of laryn-
geal aerodynamics, but with simplified acoustic boundary
conditions, in order to allow a direct comparison between
experimental results and the theoretical model described in
the previous section. A sketch of the experimental apparatus
is shown in Fig. 2. The orifice plate was a rubber model of a
narrow section of the vocal tract that included the vocal folds
and the glottal orifice. The nominal larynx model dimen-
sions, shown in Fig. 3, were typical of those of a human
larynx ~Flanagan, 1965!. The model was cast using a liquid
rubber with a room temperature vulcanized~RTV! catalyst.
The center of a 15-cm-long Plexiglas cylinder, having a
2.54-cm diameter, was first machined and polished to the
dimensions of the glottal orifice in a rectangular Plexiglas

mold. The mold, having 10 cm310 cm31 cm inside dimen-
sions, hosted the negative through centered 2.54-cm-diam
holes through the top and the bottom. Before filling, two
cross-shaped stainless steel actuating rods were inserted
through each side of the mold. The resulting rubber model
had the shape of the larynx fully opened. The laryngeal ori-
fice could be closed by pressing the actuators, which de-
formed the rubber and brought the folds tightly together.
Note that rubber deformation~from stress and strain within
the material! may have induced some variability in the exact
orifice geometry during one cycle. For example, the line
formed by the point of closure may not have been exactly
centered, or glottal opening may not have occurred every-
where simultaneously.

FIG. 2. Schematic of the experimental apparatus.

FIG. 3. Orifice geometry.
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The larynx rubber model~or orifice plate! was clamped
between two 6-mm-thick aluminum plates. Holes aligned
with the laryngeal airway, 3.18 cm in diameter, allowed
tubes to be installed upstream and downstream of the orifice.
The vocal folds actuators, emerging from each side, were
driven by eccentrics, electric dc motors, and belt-pulley as-
semblies. The rotational speed could be varied in the range
10<V<150 Hz. A custom-made feedback controller was
used to synchronize the rotation of the two motors and regu-
late their speed. A tachometer mounted on one of the motor
shafts allowed the rotational speed to be read on an LCD
display and provided a periodic signal output to the data
acquisition system. The assembly was mounted on a rigid
aluminum frame, together with the motors and the driving
system. The resulting apparatus allowed accurate dynamic
control of the orifice geometry. Slippage of some rotating
and translating parts, however, together with relaxation of
the rubber material, caused the maximum area of the glottal
opening to drift~between 14 and 18 mm2, unpredictably!. A
monitoring procedure for the glottal area was therefore
implemented. A photoelectric sensor located inside the tube
provided an electric signal which was determined to be pro-
portional to the orifice area~see Sec. III C below!. The maxi-
mum area,Ag max, was within about 3% of 15 mm2 for most
of the dynamic measurements reported in the following sec-
tions.

Upstream of the larynx, a 15-cm-long copper tube with
an inside diameter of 2.54 cm was connected to a regulated
compressed air supply through a 6-m-long, flexible rubber
tube. Both extremities of the rubber tube were filled with
mineral wool in order to minimize sound reflections from the
tube end and to reduce extraneous noise from the air supply.
The transition between the orifice plate and the subglottal
tube was abrupt; no attempt was made to replicate the actual
transition between the trachea and the vocal folds, which is
more gradual. The mean flow rate through the air supply was
measured using a precision mass-flow meter~Baratron type
558A! and a digital voltmeter. The time-averaged pressure
drop across the laryngeal orifice,Dp8, was measured using a
precision manometer~Baratron type 698A!. The low-
pressure port of the transducer was open and the high-
pressure port was connected to a pressure tap located 2.5 cm
upstream of the glottal plane~the open jet discharged directly
to atmosphere!. Static pressure and air temperature were also
measured at the flow supply, immediately downstream of the
regulating valve. A dual channel anemometer system~TSI
type IFA 100! with hot-wire probes~TSI model 1210-T1.5!
and probe supports~TSI model 1150! were used for the flow
velocity measurements. A 3.8-mm-diam platinium-coated
tungsten wire was used, with a sensing element length of
1.27 mm, and a spacing between the wire supports of 1.5
mm. The wire was oriented along they direction~vertically!.
The hot-wire probes were traversed in thexy plane using
two orthogonal, manually actuated micrometric position con-
trol devices. The sensing element was located as close as
physically possible to the orifice, avoiding contact between
the rubber folds~which bulged out slightly when forced to-
gether by the actuators! and the very fragile hot-wire probe.
The maximum axial distance between the wire and the ori-

fice discharge plane was no more thanz53 mm. The orifice
discharge plane may actually have changed very slightly
over one cycle due to slight out-of-plane motion of the false
folds caused by rubber material deformation induced by the
forcing action of the actuating rods. The approximate hot-
wire discharge flow velocity measurement locations are
shown in Fig. 4. In fact, however, the point of closure was
not distributed along a perfectly straight line along they
direction. The abscissa of the point of closure was measured
for each one of the seven latitudinal locations indicated in
the figure. The probe was then traversed over exactly 1 mm
on each side of that point. Despite this measure, other slight
misalignments and imperfections occurred, which made the
measured flow velocity profiles appear to be asymmetric in
some cases, as discussed further below.

To obtain flow velocity, the hot-wire signals were pro-
cessed using the following equation:

U5ak@~V22esq!1/an#, ~6!

whereV is the output voltage, withesq50.501, an50.47,
and ak524.576. A TSI gas probe calibrator~model 1125!
was used to calibrate the probe. The calibration was also
frequently monitoredin situ, using the glottal orifice itself as
the calibrating apparatus. A static pressure rise of 1 mm Hg
~13.6 mm water!, corresponding to a flow velocityU0c

520 m/s from Eq.~1!, always yielded an output voltageV
51.187 V ~dc!.

The acoustic pressure was measured using a 6-mm-diam
condenser microphone~Brüel & Kjaer type 4136! located at
z526.16 cm, upstream of the orifice plane. Data were ac-
quired, stored, and postprocessed using a Concurrent 6300
data acquisition computer in conjunction with Stanford In-

FIG. 4. Orifice dimensions and flow velocity measurement locations.
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struments SR-650 antialias analog filters and preamplifiers.
The sampling frequency was 8192 Hz, which corresponded
to 69 samples per cycle for a jet pulsation frequency ofV
5120 Hz, with higher resolution at lower frequencies.

III. RESULTS

A. Static pressure-flow relationships

The static orifice flow resistance,Dp0 /Q0 , was first
measured for different orifice areasAg and approach Rey-
nolds numbers Re~based on tube diameter and tube flow
velocity!,

Re5
Q0Dt

Atn
, ~7!

whereDt is the tube inside diameter andn is the kinematic
viscosity (m2/s) Bernoulli’s obstruction theory, Eq.~3!, was

then used to determine the orifice discharge coefficientC.
The results are shown in Fig. 5. The coefficient was found to
depend weakly on the area. The following approximate em-
pirical relationship between orifice coefficient and Reynolds
number was obtained, neglecting the influence of orifice
area:

C~Re!5A~Re!31B~Re!21C~Re!1D, ~8!

with A53.89310211, B522.1831027, C54.1931024,
and D55.7531021. In the present case,At5507 mm2, n
51.531025 m2 s21, and Dt52.54 cm, which yields the
simple relationship Re53.343Q0 , with the flow rate,Q0 ,

FIG. 5. Orifice coefficient versus Reynolds number for different orifice
areas. o:Ag515.8 mm2, x:Ag58.4 mm2, * :Ag515.0 mm2, 1:Ag

511.5 mm2, ©:Ag57.5 mm2, ^ :Ag54.0 mm2; ———: Eq. ~8!.

FIG. 6. Sketch showing the illuminated region of the jet for flow visualiza-
tion.

FIG. 7. Picture of the fully established pulsating jet.p0t59 cm water,V560 Hz.
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expressed in ml/s. These experimental values of the orifice
coefficient, and Eq.~8!, are in good general agreement with
data from Scherer~1981! obtained using static models of the
laryngeal airway.

B. Flow visualization

Flow visualization experiments were performed in order
to detect possible changes in the flow characteristics of
steady versus pulsating open jets. Cigarette smoke injected
upstream of the orifice was used in conjunction with a laser
sheet illuminating a cross section of the jet, as shown sche-
matically in Fig. 6. Pictures were taken using a 35-mm cam-
era ~Canon!. For this particular case, the mean transglottal
pressure was 8 cm water, and the frequency was 60 Hz. No
attempt was made to synchronize the pictures with the orifice
motion.

A typical picture of the pulsating jet is shown in Fig. 7.
The main characteristics of the pulsating jet were found to be
qualitatively very similar to those of a comparable steady jet.
The mean discharge flow angle, i.e., the angle between the
shear layers and the normal to the plane of the glottis, was
seemingly unaffected by the flow pulsation. The value of 13°
is in good agreement with discharge angles reported in the
literature for low Mach number rectangular open jets~Schli-
chting, 1979!. Note that the thickness of the aluminum plate
resting against the orifice plate, which is clearly seem in the
picture, was 6 mm. This gives an indication of the size of the
jet plume. Attempts were made to resolve the early stage of
the developing jet immediately after opening of the orifice by
taking a sequence of pictures at high speed, using a framing
camera~Beckman & Whitley model 350!. The illumination
provided by the laser~0.7 W!, however, was not sufficient
for the film to be impressed. Pictures of steady jets and pul-
sating jets at a frequency of 120 Hz were also taken. The jet
plume appeared to be similar in all cases, although the
method is fairly crude and precludes accurate comparisons.

C. Glottal area

The orifice area was measured using a photoelectric sen-
sor located in the subglottal tube~see Fig. 2!. The orifice was
illuminated with a strong light source. The optical sensor
captured the light radiated through the orifice inside the sub-
glottal tube, producing an electric signal proportional to the
area of the orifice. The sensor was calibrated by measuring
the area of the orifice at rest following a different approach.
A pointer located very close to the orifice, between the ori-
fice plate and the light source, was traversed using the two-
dimensional micrometric hot-wire probe traverse. The
shadow of the pointer on the orifice plate was used to accu-
rately measure the position of the contour of the orifice~The
location of the point of closure was also measured in a simi-
lar fashion, which helped define the hot-wire sensor locations
reported below!. The glottal area was then calculated by nu-
merical integration.

The area waveform for one glottal cycle, shown in Fig.
8~a!, was approximately a sinusoid with a duty factor of
one-half. The orifice area can be approximated by the equa-
tion

Ag~ t !5Ag max sin vt, vt0<vt<vt01p,

50, vt01p<vt<vt012p, ~9!

where Ag max515 mm2 and t0 is the opening time of the
orifice ~the beginning of the duty cycle!. This area waveform

FIG. 8. Time history of orifice and flow variables for one period of oscilla-
tion. Dpav58 cm water,V5120 Hz. ~a! orifice area, ———: measured,
—•—•—: Eq. ~9!; ~b! pressure head, ———: measured, —•—•—: Eq.
~10!; ~c! flow velocity in the center of the orifice, ———: measured,
—•—•—: Eq. ~1!.

1127 1127J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Mongeau et al.: Characteristics of a pulsating jet



is typical of speech production~Gauffinet al., 1981!. It must
be noted again that the maximum area was not always abso-
lutely constant, and the orifice geometry not perfectly regular
as discussed in Sec. II. In one series of experiments, how-
ever, the photoelectric signals were found to be independent
of frequency~between 10 and 150 Hz!. This indicated that
the slight orifice deformations were induced by the forcing
rods rather than inertial stresses. For the dynamic flow char-
acteristics reported below, the maximum area~which was
measured before, during, and after the experiment! was
15 mm2 ~within 3%!.

D. Pressure head

The fluctuating pressure head,Dp(t), across the orifice
was calculated by summing the time-averaged static pressure
read by the static pressure transducer, and the fluctuating
pressure signal from the upstream microphone. The constant
discharge pressure assumption was verified by probing the
sound pressure in the vicinity of the orifice, outside the tube
and away from the air stream. The supraglottal pressure fluc-
tuations were lower than 0.1 cm water, and were primarily
caused by the background mechanical noise of the apparatus.
Since the radiation impedance of an orifice is much smaller
in free space than in a duct, the open jet did not radiate much
sound outside the tube compared with the sound waves radi-
ated inside the subglottal tube. These operating conditions
are different from actual speech, where significant pressure
fluctuations occur in the vocal tract. Removing the vocal
tract has an effect comparable to that of short-circuiting the
load impedance in the well-known electroacoustic equivalent
model of the vocal apparatus~Flanagan, 1965!. Since the
subglottal impedance is known and purely resistive, the only
unknown in the equivalent circuit is then the glottal resis-
tance~usually a variable resistance, with any inductive effect
neglected!. This approach was purposefully adopted for this
study because it eliminated the complications associated with
the presence of a reactive acoustic load. The effects related
to the presence of a pseudo-vocal tract will be the object of
future investigations.

Figure 8~b! shows a typical pressure waveform mea-
sured by the pressure sensor in the subglottal tube. A time
delay of a little more than one time step occurred between
glottal opening and the arrival of the pressure disturbance at
the microphone location, which is consistent with sonic
propagation~zmic /c050.0616/34450.18 ms or about 2% of
the period in this case!. The magnitude of the subglottal pres-
sure fluctuations, about 3 cm of water, corresponded to 35%
of the mean static pressure drop, or a sound level of 143 dB
~re: 20 mPa!.

Shown in Fig. 8~b! is the pressure predicted by the ana-
lytical model of Sec. II for a blocked pressurep0t59 cm
water, a maximum orifice area ofAg max515 mm2, and a
constant orifice coefficient ofC50.85. The following qua-
dratic equation for the pressure, obtained by combining Eqs.
~3! and ~5!, was solved analytically:

p8~ t !222r0c0
2C2FAg~ t !

At
G2

@p8~ t !1Dp0#50. ~10!

The agreement between experimental data and theory is very
good, which indicates the validity of both the quasi-steady
approximation and the source model. Discrepancies were at-
tributed to sound wave reflections within the tube due to
imperfect anechoic termination, a common problem for
small ducts at relatively low frequencies. The subglottal duct
input impedance, measured using a two-sensor method, indi-
cated the presence of a standing wave, implying a reflective
termination.

E. Velocity

The instantaneous jet flow velocity profile was measured
using hot-wire anemometry. The measurement locations, dis-
tributed on a plane located at approximatelyz53 mm away
from the orifice discharge, are shown in Fig. 4. The method-
ology was described in Sec. II. Only the first portion of the
velocity records~which were 1024 bytes long, corresponding
to 14 complete cycles at 120 Hz! is shown in the following.
The signals were acquired in synchronization with the mo-
tion of the glottis. A tachometer signal was used to trigger
the data acquisition computer clocks.

Figure 8~c! shows the waveform of the flow velocity at
the center of the orifice. The mean~time-averaged! pressure
head was 8 cm water, and the frequency was 120 Hz. The
instantaneous velocity waveform was smooth, and showed a
variation of less than 1% from one cycle to the next. It did
not exhibit a random component, which indicated a laminar
flow. It is therefore likely that the probe was located within
the potential core of the jet. Previous studies using excised
canine larynges reported significant turbulence in the veloc-
ity waveform ~Berke et al., 1989; Alipour and Scherer,
1995!. However, these measurements were made further
downstream from the orifice, because of physical interfer-
ence between dog larynx cartilage and the probe traversing
system. The instantaneous velocity measurements were
therefore probably made in the mixing region and the fully
developed region where the flow may have been turbulent.
Evidence of turbulence in the fully developed part of the jet
is clearly suggested by Fig. 7. No hot-wire measurements,
however, were made to confirm this hypothesis.

Precisely at the moment where the orifice opened, the
instantaneous discharge flow velocity increased very rapidly
until it reached a value around 40 m/s, or approximately
Mach 0.12. The velocity then dropped to around 30 m/s,
before increasing again slightly and regularly. The velocity
then dropped sharply to a very small value just after closure.

The instantaneous discharge flow velocity predicted by
Bernoulli’s equation~assuming the flow is quasi-steady! was
calculated using Eq.~1! and measured dynamic pressure
head data@shown in Fig. 8~b!#. The resulting flow velocity,
shown in Fig. 8~c!, is in good agreement with the measured
velocity waveform for most of the duty cycle. This observa-
tion confirms the validity of the quasi-steady assumption,
within experimental accuracy, for a significant portion of the
duty cycle. At orifice opening, however, the sudden jump
observed in the measured flow velocity signal is not pre-
dicted by Bernoulli’s equation. The velocity jump is fol-
lowed by an overshoot, before the velocity reaches the pre-
dicted value.
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It may be worth mentioning that the orifice did not close
uniformly, but with a slight, variable time-delay along the
y direction, which might explain the apparent delay between
velocity decay and closure.

F. Flow rate

Instantaneous velocity profiles across the glottis were
measured at different latitudinal positionsy as a function of
time. Figure 9 shows the instantaneous velocity profile along
thex axis at the instant where the orifice area was maximum.
This velocity profile was compared with that of a static jet
measured using the same methodology, but for a pressure
head of 5.73 cm H2O and with a fixed orifice geometry. The
relative velocity profiles, shown in Fig. 9, are in good gen-
eral agreement. The pulsating jet was slightly skewed with
respect to the axial direction, but the shear layers thickness
and the overall velocity profiles were similar. The difference
in the width of the jets was probably because the maximum
area was 17.8 mm2 for the static measurement, but only
15 mm2 for the dynamic measurement~the area changes
were caused by slippage of mechanical components, as men-
tioned in Sec. II!. Several adjustments were made to the ap-
paratus between the static measurements and the dynamic
measurements, which were performed at different times.
There is no sign of additional flow turbulence or flow non-
uniformity related to the pulsating character of the jet. This
was found to be the case not only at the instant where the
area is maximum, but for the entire glottal cycle. The instan-
taneous velocity profiles were always smooth and similar to
those shown in Fig. 9. Note, however, that single-wire hot-
wire probes do not allow the resolution of two velocity com-
ponents, therefore the measured velocity amplitudes within
the shear layer could be inaccurate.

The instantaneous flow rate,Q, was obtained at every
time step by integrating the instantaneous velocity profiles
over the surface of the orifice numerically, using a trapezoi-
dal rule. The result is shown in Fig. 10. Although the flow

rate waveform is~as expected! very close to that of the ori-
fice area, Fig. 8~a!, a burst at the beginning of the duty cycle
similar to that in the velocity signals can be seen. The flow
burst was detected for most probe locations in the vicinity of
the orifice, including off-centered locations. Note again,
however, that single hot-wire probes are not sensitive to flow
direction. The flow direction is not clear for the glottal open-
ing stage since the detailed flow structure associated with the
incipience of the flow burst is not known. Therefore it is
possible that negative flow velocities may have been improp-
erly accounted for in the flow rate calculation. For the ma-
jority of the cycle, however, there is no ambiguity in flow
direction since the jet appears to be nearly quasi-steady. The
time-averaged volume flux calculated from the space-
averaged velocity signals, 112 ml/s, was in excellent agree-
ment with the mean flow rate read by the mass flow meter,
108 ml/s, which supports the accuracy of the measured flow
velocities.

The flow rate calculated from the theoretical model of
Sec. I @with p0t , C, and Ag prescribed as for the pressure
calculation in Fig. 8~b!# is shown in Fig. 10. For comparison,
the flow rate,Q, calculated from Eq.~3! using measured
pressure and area data, as well as Eq.~8! for the orifice
coefficient is also shown in the same figure. Good agreement
between the experimental results and the theoretical models
was again found for most of the duty cycle, after the jet is
fully established. This result therefore supports the validity
of the quasi-steady assumption for an open jet through a
converging orifice with a time-varying area. The early phase
of flow development within the orifice is impulsive in nature,
and does not obey the quasi-steady model. This transient
phenomenon does not seem to contribute to the sound pres-
sure wave radiated in the subglottal tube, shown in Fig. 8~b!.
According to Eq.~5!, a jump in flow rate at glottal opening
should result in a comparably abrupt drop in the pressure
waveform. Instead, the pressure drop is comparatively
gradual with no overshoot as for the case of the flow rate
waveform.

FIG. 9. Comparison between the relative velocity profiles measured along
the x axis ~at y50! for steady and unsteady jets. ———: instantaneous,
measured forp0t59 cm water andV5120 Hz; —•—•—: measured for a
comparable, steady flow.

FIG. 10. Flow rate for one period of oscillation. ———: measured, obtained
by numerical integration of the velocity profile;•••••••••••••••••••: calcu-
lated from Eqs.~5!, ~8!, and ~9! with C50.85; —•—•—: calculated from
Eqs.~3! and ~8!, using experimental data for pressure and area.
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IV. FURTHER RESULTS AND DISCUSSION

A. The effects of frequency

The pressure head waveforms for frequencies of 10, 20,
40, 60, 80, 100, and 120 Hz are shown in Fig. 11. The
Strouhal number based on the wetted perimeter of the glottal
orifice and jet discharge flow velocity,St5 fAAg max/
U0cmax, varied within the range 0<St<0.02. The maximum
area drifted only slightly~less than 2%! over the duration of
the experiments. The pressure head curves are in good gen-
eral agreement. The significant discrepancies for certain fre-
quencies were attributed to the effects of wave reflections
from the tube end due to imperfectly anechoic termination,
as discussed earlier. In general, the time history of the flow
was independent of frequency~or Strouhal number!. For ex-
ample, Fig. 12 shows a typical plot of the velocity at 10 Hz
for the same mean pressure head, with the probe located
off-center~y50, x50.3 mm, samez location!. Once again,

the velocity predicted from Eq.~1! using measured pressure
data is shown in the figure. The flow burst is seen at the start
of the duty cycle. The velocity quickly reaches the quasi-
steady value after the developed jet wets the hot-wire probe
~the jet area increases with time!. The jet velocity during the
fully developed part of the duty cycle was equally well pre-
dicted by Bernoulli’s equation for the entire frequency range
investigated.

B. Glottal opening stage

Figure 13 shows a sequence of velocity profiles mea-
sured at regular time intervals, immediately after glottal
opening. For this case, data were sampled at 8190 Hz and the
glottal oscillation frequency was 120 Hz. Therefore each
time interval corresponded to about 2% of one glottal cycle.
Close examination of the evolution of the flow distribution
after glottal opening shows that, immediately after opening,
the velocity distribution is widespread across the glottal

FIG. 14. Velocity profile along thex direction (y50) at four successive
times, immediately after orifice closure.

FIG. 11. Effects of frequency on the pressure pulsations in the tube.

FIG. 12. Velocity for one period of flow oscillations, measured off-center at
x50.3 mm andy50. V510 Hz, Dpav58 cm H2O. ———: measured,
—•—•—: Eq. ~1!.

FIG. 13. Velocity profile along thex direction (y50) at four successive
times, immediately after orifice opening.
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plane. The burst of flow rapidly decays to be replaced by a
jet flow, whose characteristics appear to be similar to a
steady jet. Note again that inaccuracies in the flow velocity
amplitude and direction for the transient phenomenon are to
be expected due to the limitations of the hot-wire anemom-
eter. For comparison, the evolution of the velocity profile
during closure, shown in Fig. 14, is regular. The apparent
asymmetries in the flow velocity profiles are due in part to
the spatial resolution of the measurements, but also to the
slight imperfections in the orifice geometry outlined in Sec.
II. There is no other possible reason, since turbulent quasi-
steady jets through perfectly symmetrical orifices should be
symmetric.

An interesting discussion of developing, impulsively
started jets~and their impingement on a fixed obstacle! is
provided by Vergeet al. ~1994! for the case of an organ flue
pipe. Detailed flow visualization and pressure measurements
were performed using a fixed orifice. A sliding gate was
installed between the flow supply and the duct upstream of
the orifice. The device was rapidly opened, creating an im-
pulsively started flow within the orifice. The velocity of the
flow structure associated with jet formation was measured.
Different flow models, based on transient acoustic equations
and the unsteady Bernoulli equation, were suggested to pre-
dict the flow behavior. None of the models, however, pro-
vided very accurate predictions. In addition, flow accelera-
tion was limited by the time required to open the sliding
valve, which was around 0.5 ms. The flow structure of the
resulting developing, incompressible viscous jet involved the
formation of a vortex ring rolled up around the contour of the
orifice discharged by the forming laminar shear layer. As
time progressed, the vortex ring grew, and was entrained
away from the wall by the forming jet upstream. At that
point, the flow structure of the developing incompressible jet
resembled a mushroom. Eventually, the vortex ring gradually
disappeared to be replaced by a fully established jet. No
evidence of a flow burst associated with the formation of the
jet was reported.

The jet formation stage for an incompressible, impul-
sively started jet through a fixed orifice was investigated nu-
merically by Shimizuet al. ~1986! and Shimizu and Koko-
shima ~1990!. A finite difference method allowed the
calculation of the jet flow velocity as a function of time. It
was found that the velocity in the center core of the devel-
oping jet temporarily reached a value that was higher than
that for the subsequent, developed phase of the jet. The for-
mation of the vortex ring was found to occur over a time
period similar to that reported in Vergeet al. ~1994!. The
reported velocity increase, however, seemed to occur after a
time delay that was long compared with that observed in the
case of the present study, where the disturbance appears to
be propagating very fast, at a speed closer to sonic than to jet
velocity.

It seems therefore that forced flow through suddenly
opened orifices may have different characteristics than im-
pulsively started flows through static orifices. Although no
conclusive explanations or models were found to explain the
sudden flow acceleration associated with the release of the
folds, the following hypothesis was formulated. The sudden

rise in flow velocity could be an acoustic ‘‘near-field’’ effect,
involving a combination of inertial, compression, and vis-
cous stresses. At timet5t0

2 , just before orifice opening, the
flow on each side of the closed orifice is at rest. A discrete
pressure gradient~of about 10 cm water! is present between
the two sides of the orifice@see Fig. 8~b!#. At time t0

1 , when
the orifice opens, a very steep pressure gradient exists within
the airway created by the release of the false folds~the pres-
sure distribution is analogous to a step function!. This could
result in a very large flow acceleration, leading to a sudden
expansion of the higher pressure, higher density fluid within
the airway towards the lower pressure region where the hot-
wire probe was located. A small amount of air mass could
therefore have been expelled out of the flow passage imme-
diately after fold release, before any motion of the fluid
within the tube upstream of the orifice could take place. The
sudden flow expansion may have established very quickly a
constant pressure within the glottal passage, which was then
followed by the establishment of flow from the tube through
the orifice, which eventually resulted in the formation of the
jet flow. According to this hypothesis, flow compressibility
must therefore be taken into account to explain the initial
flow ‘‘burst,’’ which involves, perhaps, something similar to
a very weak shock wave. This phenomenon is not predicted
by Bernoulli’s equation. The fact that the strong velocity
surge recorded by the hot-wire probe did not affect the pres-
sure in the tube~the microphone was located roughly 6 cm,
or more than two duct diameters upstream from the orifice!
may be related to the fact that the phenomenon is a ‘‘near-
field’’ effect. A pressure sensor mounted within the orifice
wall may have registered a sudden pressure drop after glottal
opening. Because of viscous stresses, the fluid mass rapidly
expelled from the orifice may still roll up into vortex rings,
as for incompressible starting jets. Work is needed to provide
a more detailed description of the phenomenon.

This abrupt flow acceleration may be more a property of
the mechanical model than of real speech. Detailed action of
the driven rubber model may not reflect real glottal behavior
at the precise moments of closure and release. Most of the
time, real speech shows little or no evidence of abrupt glottal
release; a more gradual release may reduce the burst. Also,
much of the time the real glottis does not close completely;
there remains a small opening between the arytenoids. In that
case, a burst would probably not occur since the pressure
gradient responsible for the flow acceleration would be much
smaller immediately after release.

C. Importance of accounting for flow acceleration

For unsteady potential incompressible flows, the effects
of flow acceleration may be accounted using the so-called
‘‘unsteady Bernoulli’s equation’’@see, for example, Wylie
and Streeter~1978!#. Integration of Euler’s equation for un-
steady, incompressible, irrotational flow, neglecting gravity,
yields

]f

]t
1

p

r
1

1

2
uuu25 f ~ t !, ~11!
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where the velocityu5“f can be obtained from the velocity
potentialf, and f is one arbitrary function of time. The flow
velocity within the jet center core was calculated from Eq.
~11!, as well as measured pressure and area data. The influ-
ence of flow acceleration@the first term in Eq.~11!# was
estimated by comparing the predictions obtained using both
the steady and the unsteady versions of Bernoulli’s equation.
Besides at opening and closure, however, the effects of flow
acceleration were not significant, i.e., the velocity predictions
from Eqs.~3! and~11! were almost identical. This was prob-
ably because the velocity remained nearly constant for most
of the duty cycle in this case. For release and closure, the
unsteady Bernoulli equation predicted an exponential
buildup and decay@similarly to the step function response of
a resistive and capacitive~RC! electrical circuit#. These
trends, however, did not qualitatively agree very well with
the observed velocity waveform at glottal release and closure
@see Fig. 8~c!#. At opening, the actual flow velocity increased
suddenly rather than exponentially. At closure, the observed
decay rate was much more pronounced than that predicted by
the unsteady Bernoulli equation. These observations suggest
that viscous effects and acoustic near-field effects must be
accounted for in order to accurately model the details of the
flow associated with vocal fold release, which will be the
object of future work.

V. CONCLUSIONS

Experiments were performed in order to verify the le-
gitimacy of the quasi-steady assumption often made when
modeling voice production in articulatory speech synthesis
and speech recognition models. Detailed flow measurements
of a pulsating open jet through a modulated orifice with a
time-varying area indicated that the assumption was valid,
and yields accurate pressure and flow rate predictions during
the portion of the glottal cycle where the jet is fully estab-
lished. As foreseen by Flanagan~1965!, the assumption
breaks down during the jet formation stage, which corre-
sponded to about one-fifth of the duty cycle. A flow burst
occurred immediately after opening of the orifice. The asso-
ciated flow structure may involve fluid compressibility and
the formation of an elongated vortex ring entrained by the
main core of the forming jet. The phenomenon caused the
flow velocity to impulsively reach a peak immediately after
opening. This transient, however, did not affect the signature
of the pressure waves generated at the orifice and propagated
upstream along the ‘‘subglottal’’ tube. These pressure waves
were otherwise predicted very well by a simple one-
dimensional monopole model. Further work is under way to
investigate a confined pulsating jet flow, in the presence of
acoustical loading.
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Perceptual compensation for coarticulation by Japanese quail
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When members of a series of synthesized stop consonants varying in third-formant (F3)
characteristics and varying perceptually from /da/ to /ga/ are preceded by /al/, human listeners report
hearing more /ga/ syllables than when the members of the series are preceded by /ar/. It has been
suggested that this shift in identification is the result of specialized processes that compensate for
acoustic consequences of coarticulation. To test the species-specificity of this perceptual
phenomenon, data were collected from nonhuman animals in a syllable ‘‘labeling’’ task. Four
Japanese quail~Coturnix coturnix japonica! were trained to peck a key differentially to identify
clear /da/ and /ga/ exemplars. After training, ambiguous members of a /da/–/ga/ series were
presented in the context of /al/ and /ar/ syllables. Pecking performance demonstrated a shift which
coincided with data from humans. These results suggest that processes underlying ‘‘perceptual
compensation for coarticulation’’ are species-general. In addition, the pattern of response behavior
expressed is rather common across perceptual systems. ©1997 Acoustical Society of America.
@S0001-4966~97!01608-1#

PACS numbers: 43.71.An, 43.71.Es, 43.80.Lb@WS#

INTRODUCTION

One of the wonders of speech communication is the re-
markable symmetry between perception and production. Ar-
ticulatory dynamics and constraints shape the resultant wave-
form, and in many cases, perceptual processes of the listener
act in ways that appear to respect these constraints and dy-
namic properties. The beauty of this symmetry~or synergy!
has motivated several comprehensive theories of speech
communication. For example, in the revised Motor Theory
of Liberman and Mattingly~1985!, symmetry is said to arise
because of the shared currency of speech perception and pro-
duction: gestural representations. Auditorist theories, such as
espoused by Diehl and his colleagues~e.g., Diehl and Klu-
ender, 1989; Diehlet al., 1991; Kingston and Diehl, 1995!,
suggest that much of the symmetry is a result of talkers pro-
ducing speech sounds in a manner that exploits general op-
erating characteristics of the auditory system. Direct Realist
approaches~e.g., Fowler, 1986, 1996! account for such sym-
metry in terms of perceptual ‘‘recovery’’ of vocal-tract dy-
namics from the acoustic waveform. Despite this diversity of
theoretical accounts, it is clear that effective communication
requires perception and production to be in relatively close
accord.

One case of symmetry between speech perception and
production that has received a considerable amount of em-
pirical attention is the effect of a preceding liquid on stop-
consonant perception. Mann~1980! presented listeners with
members of a series of synthesized consonant–vowel~CV!
syllables varying perceptually from /da/ to /ga/ preceded by
natural utterances of either /al/ or /ar/. Subjects identified the
CVs as /ga/ more often following /al/ than following /ar/.

This shift in responses is complementary to the coarticula-
tory influences on CV production following /al/ and /ar/. Due
to the assimilative nature of coarticulation, the place of
vocal-tract occlusion of a stop consonant is more anterior
following /al/ than following /ar/. Because the alveolar stop
/d/ is produced at an anterior place in the oral cavity, and the
velar stop /g/ is produced with a posterior occlusion, /al/
productions result in subsequent CVs being more /da/-like
articulatorally and acoustically, while CVs following /ar/ are
more /ga/-like. Thus subjects’ perceptual responses seem to
compensate for acoustic effects of coarticulation; more /ga/
identifications result for CVs following /al/.

Subsequent research has demonstrated this context ef-
fect on CV identification for Japanese listeners who are in-
effective in distinguishing /al/ and /ar/~Mann, 1986! and for
four-month-old infants~Fowler et al., 1990!. These results
have been attributed to perceptual representations of, or re-
covery of, specific vocal-tract dynamics and constraints. Ac-
cording to Mann~1980!, ‘‘...speech perception must some-
how operate with tacit reference to the dynamics of speech
production and its acoustic consequences.’’

However, this theoretical view was strongly challenged
by results reported by Lotto and Kluender~in press!. Partici-
pating in a forced-choice identification task like that em-
ployed by Mann~1980!, subjects identified members of a CV
series as /ga/ more often following /al/ than when following
/ar/, even when the two syllables were produced by very
physically different talkers of opposite gender. Furthermore,
the effect remained when the preceding context was a sine-
wave caricature modeling a very limited aspect~F3 transi-
tion! of the /al/ and /ar/ syllables. Lotto and Kluender suggest
that ‘‘perceptual compensation for coarticulation’’ is prob-
ably not due to knowledge of or recovery of specific vocal-
tract dynamics because the context effect remains robust for
contextual sounds which were clearly not produced by a
similar

a!Correspondence to: Andrew J. Lotto, Department of Psychology, Univer-
sity of Wisconsin, 1202 West Johnson Street, Madison, WI 53706,~608!
262-6110, ajlotto@facstaff.wisc.edu
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vocal tract or, indeed, by any vocal tract. They propose that
the effect is of general auditory origin and describe the pat-
tern of results as frequency contrast. Redescribed in this
light, the results are: following a syllable with a high
F3-offset frequency~/al/!, more low-frequency-F3-onset
identifications~/ga/! result, and following a syllable with a
low F3-offset frequency ~/ar/!, more high-frequency-
F3-onset identifications~/da/! are obtained. In light of this
general framework, Lotto and Kluender~in press! presented
subjects with CV syllables similar to those used by Mann
~1980! preceded by constant-frequency sine-wave tones with
frequencies equivalent toF3-offset frequencies of natural
/al/ and /ar/ syllables which served as context in the Mann
study. The resulting shift in identification functions was ac-
tually slightly larger than that obtained by Mann~1980! for
natural-speech contexts.

One may assume that accounts which rely on speech-
specific mechanisms to accommodate coarticulatory influ-
ences would have difficulty explaining these nonspeech re-
sults. However, there remain concerns about the validity of
research with nonspeech analogs as critical experiments for
deciding issues of speech-specificity. Kuhl~1978, 1986a, b!
has discussed the possibility that nonspeech stimuli may be
accommodated by speech-specific mechanisms with rather
broad application. Processes which rely upon abstract kine-
matic consequences of articulatory dynamics have been prof-
fered, for example, to explain the finding that some subjects
are able to hear complexes of sine waves as speech~Remez
et al., 1981; Remezet al., 1994!.

Even if one does not accept that mechanisms have
evolved exclusively for perceiving speech, it is possible that
the overlearned nature of speech can affect the perception of
quasi-periodic nonspeech sounds. Perceptual heuristics1 for
managing the kinematic characteristics of speech may be de-
veloped through the near-constant exposure to these sounds.
As a result, contextual sine waves may be processed in a
speechlike manner.

In order to test the generality of this context effect and to
determine if an account based on general ‘‘frequency con-
trast’’ is viable, an experiment was designed exploiting a
nonhuman animal model of speech perception. Previous ani-
mal studies of speech perception have been used to assess
general auditory processes without confounds of effects of
experience and unencumbered by purported speech-specific
processes~e.g., Kuhl and Miller, 1975, 1978; Kluender,
1991; Kluender and Lotto, 1994; Doolinget al., 1995!. Ani-
mals are unlikely recipients of innate speech-specific mecha-
nisms. Consequently, analogous performance on speech
tasks for animals and humans, together with the virtue of
parsimony, discourages accounts of speech perception which
rely on innate representations of gestural dynamics.2

I. EXPERIMENT

Four Japanese quail~Coturnix coturnix japonica! served
as subjects in an experiment designed to test the species-
specificity of the contextual effects reported in Mann~1980!.
Japanese quail have been used successfully in previous ex-
periments concerning the complementary nature of speech
perception and production~e.g., Kluenderet al., 1987; Klu-

ender, 1991; Kluender and Lotto, 1994!. These birds have
shown the ability to ‘‘identify’’ CV syllables varying in in-
formation specifying place of articulation through differen-
tial pecking~Kluenderet al., 1987!. The present experiment
tested whether their CV ‘‘labeling’’ would be affected by
intersyllabic context.

A. Methods

1. Subjects

Four adult Japanese quail served as subjects in the label-
ing experiment. Free-feed weights ranged from 123 to 154 g.

2. Stimuli

Stimuli were identical to those from the synthesized-
speech condition of experiment 2 from Lotto and
Kluender~in press!. A ten-step series of CV syllables~/da/-
/ga/! varying in F3-onset frequency was synthesized using
the cascade synthesizer described in Klatt~1980!. End-point
stimuli were based on natural productions of a male talker
speaking the syllables in isolation. For these CVs, onset fre-
quency ofF3 varied from 1800 to 2700 Hz in 100 Hz steps.
Then, from onset,F3 frequency changed linearly to a
steady-state value of 2450 Hz over an 80-ms transition.3 Am-
plitude of F3 was approximately 3 dB less intense thanF1
andF2 at onset. All other synthesizer parameters remained
constant across members of the series. Frequency of the first
formant (F1) increased from 300 to 750 Hz and second-
formant (F2) frequency decreased from 1650 to 1200 Hz
over 80 ms. Fundamental frequency (f 0) was 110 Hz from
onset until decreasing linearly to 95 Hz over the last 50 ms.
Total stimulus duration of synthesized CVs was 250 ms.

Three syllables serving as preceding context were also
synthesized with values based on utterances of the same
talker upon whose productions the CV series was modeled.
All three syllables were 250 ms in duration and had a con-
stant f 0 of 110 Hz. Two of the preceding-context syllables
were synthesized versions of /al/ and /ar/. For each syllable,
the first 100 ms consisted of the same steady-state vowel.
The frequencies of the first four formants during this steady
state were 750, 1200, 2450, and 2850 Hz, respectively. Fol-
lowing this 100-ms vowel were 150-ms linear formant tran-
sitions. Offset frequencies for the first four formants in the
/al/ syllable were 564, 956, 2700, and 2850 Hz, respectively.
For the /ar/ syllable these values were 549, 1517, 1600, and
2850 Hz. The third preceding context was a 250-ms steady-
state vowel /a/ synthesized with the same parameters as for
the vowel in each VC.

Stimuli were synthesized with 12-bit resolution at a 10-
kHz sampling rate, matched in rms level and stored on com-
puter disk. Stimulus presentation was under control of an
80386 computer. Following D/A conversion~Ariel DSP-16!,
stimuli were low-pass filtered~4.8-kHz cutoff frequency,
Frequency Devices #677!, amplified, and presented to sub-
jects via a single 13-cm speaker~Peerless 1592! in a tuned
enclosure providing flat frequency response from 40 to 5000
Hz. Sound level was calibrated by placing a small sound-
level meter~Bruel & Kjaer 2232! in the chamber with the
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microphone positioned at approximately the same height and
distance from the speaker as the performing bird’s head.

3. Procedure

Quail first were trained by means of operant procedures
to discriminate stimuli from each end of the CV series. For
two birds ~quail 1 and quail 2!, CVs with low F3-onset
frequencies~1800 and 1900 Hz! signaled positive reinforce-
ment ~/ga/-positive!, while for the other two birds~quail 3
and quail 4!, CVs with highF3-onset frequencies~2600 and
2700 Hz! were reinforced~/da/-positive!. Following 18 to 22
h of food deprivation~adjusted to each bird individually for
optimal performance4!, birds were placed in a soundproof
operant chamber~Industrial Acoustics Corp., model AC1!
inside a larger single-wall soundproof booth~Suttle Acous-
tics Corp.!. In a go/no-go identification task, birds pecked a
single lighted 1.2-cm-square key located 15 cm above the
floor and centered below the speaker. Stimuli were pre-
sented, responses were recorded, and reinforcement was con-
trolled by an 80386 microcomputer.

For three quail, the training sequence was identical. CVs
were presented in the three contexts~/a/, /al/, and /ar/! from
the beginning of training. For the other quail~quail 4!, CVs
were presented in isolation until the bird’s peck ratios
reached a performance criterion~10:1 peck ratio for positive
versus negative stimuli!, then training was continued with
inclusion of contextual sounds. This alternative procedure
for quail 4 resulted in no discernible difference in the final
data.

During training with contextual sounds, stimuli con-
sisted of a disyllable including one of the three contexts~/a/,
/al/, or /ar/! followed by a 50-ms silent interval~typical of
natural productions! and then one of the four training CV
syllables ~with F3 frequencies of 1800, 1900, 2600, and
2700 Hz!. Appending of syllables was accomplished digi-
tally online during the experiment. On each trial, a disyllable
was repeatedly presented once per 1550 ms at an average
peak level of 70 dB SPL.~During the initial training of quail
4, single CVs were repeated once per 1550 ms.! On a trial-
by-trial basis, the intensity of the disyllable~or single CV!
was varied randomly from 70 dB by60–5 dB @mean570
dB SPL# through a computer-controlled digital attenuator
~Analog Devices 7111!. Average duration of each trial was
30 s, varying geometrically from 10 to 65 s. Intertrial inter-
val was 15 s. Responses to positive stimuli were reinforced
on a variable-interval schedule by 1.5–2.5 s access to food
from a hopper beneath the peck key. Duration of reinforce-
ment was also adjusted for each bird for consistent perfor-
mance. Average interval to reinforcement was 30 s~10–65
s!, so that positive stimuli were reinforced on an average of
once per trial. Note that when a trial was long~e.g., 57 or 65
s! and times to reinforcement were short~e.g., 10 or 12 s!,
reinforcement was available more than once. Likewise, on
shorter positive trials reinforcement did not become available
if time to reinforcement was longer than the trial. Any rein-
forcement interval that did not expire during one positive
trial carried over to the next positive trial. Such intermittent
reinforcement encouraged consistent peck rates during later
nonreinforced testing trials. During negative trials, birds

were required to refrain from pecking for 5 s for presentation
of the stimulus, and the trial to be terminated. This procedure
has been used successfully to train Japanese quail in similar
speech perception tasks~Kluender, 1991; Kluender and
Lotto, 1994!.

Following magazine training and autoshaping proce-
dures, reinforcement contingencies were gradually intro-
duced over a 1-week period in sessions of 60 to 72 trials
each. During that first week the average amplitude of the
stimuli was increased from 50 to 70 dB SPL in order to
introduce sound without startling the birds.~Following the
attainment of a performance criterion, contextual sounds
were gradually presented to quail 4. The average amplitude
of these context sounds was increased from about 40 to 70
dB over a 2-week period.! Also during this first week: aver-
age trial duration increased from 5 to 30 s; intertrial interval
decreased from 40 to 15 s; average time to reinforcement
was increased from 5 to 30 s; access to the food hopper was
decreased from 4.0 to 2.0 s; and ratio of positive to negative
trials decreased from 4:1 to 1:1.

All birds learned quickly to respond differentially to
high F3-onset frequency versus lowF3-onset frequency
CVs, pecking at least twice as often to positive stimuli versus
negative stimuli by the end of 50 days of training~3600
trials!. One bird ~quail 2! was pecking at a 2:1 ratio after
only 23 days of training~1656 trials!. Whereas Kluender and
Lotto ~1994! found 2:1 performance after only 20 days of
training for a voiced/voiceless distinction, the task for the
current birds may be considered more difficult in that rein-
forced discrimination must be made solely on a small change
in relative amplitudes of harmonics as opposed to the multi-
farious cues which result from changes in voice-onset time.
Birds continued to train with the four extreme CVs in three
contexts until they achieved 10:1 performance for positive
versus negative stimuli. Attaining this level of performance
required between 140 and 163 days of training~10 080 to
11 160 trials!. ~In addition, quail 4 needed 88 days~6336
trials! to reach 10:1 performance after contextual sounds
were added.!

Following training, the four birds were tested on novel
CV syllables with intermediateF3-onset frequencies ranging
from 2000 to 2500 Hz~100-Hz steps! in all three contexts
~/a/, /al/, and /ar/!. Due to uncontrollable scheduling con-
flicts, the number of testing trials with each novel disyllable
varied between birds. Quail 1 was presented all six interme-
diate CVs with each context eight times across 16 days of
testing. Quail 2 responded to each disyllable 10 times over
20 days; nine times over 18 days for quail 3; 20 times over
40 days for quail 4. During a single test session, nine of the
possible 18 novel disyllables (six CVs3three contexts) were
presented, each on one 30-s trial. During the presentation of
novel disyllables, no contingencies were in effect. Birds nei-
ther received food reinforcement nor needed to refrain from
pecking for presentation to terminate after 30 s. Each testing
session of 69 total trials began with 15 reinforced trials with
training disyllables followed by nine nonreinforced trials
with novel disyllables interspersed amongst 45 reinforced
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trials with training stimuli. Novel trials could not occur until
15 training stimuli trials had been presented to assure that
each bird ‘‘settled into’’ the task before responding to test
stimuli. For all training and testing sessions, stimuli were
randomly ordered for each bird.

B. Results and discussion

For each bird, raw pecks were collected for each test
trial. These test trials were all fixed at a duration of 30 ms.
Figure 1 displays the raw peck data for each of the six novel
stimuli in each of the three context conditions. Figure 1~a! is
a plot of the data averaged across the responses of the two
birds trained to peck to /ga/~low-frequencyF3! stimuli and
Fig. 1~b! is a plot of the data collected from the birds trained
to peck to /da/~high-frequencyF3! stimuli. Figure 1~c! is a
plot of human identification functions from Lotto and Klu-
ender~in press! for the novel stimuli. Note that there is a
nonlinearity for the birds and humans for the CV with an
F3 onset of 2200 Hz. This stimulus differs only in
F3-onset frequency from the other stimuli and experiments
are being conducted to discover the reason for this nonlin-
earity. It is interesting that there is such qualitative agree-
ment in the functions for two different species, presumably
performing different tasks.

An alternative data representation was also calculated to
deal with the inherent variance arising from the different
peck rates of individual birds. Total pecks to each disyllable
were summated for each ‘‘run’’ through all of the novel
stimuli, i.e., the data for all 18 novel disyllables collected
across two days. Mean peck rates~pecks per 30-s trial! were
calculated for each of the three contexts~/a/, /al/, /ar/!. These
means were then transformed into percentages of the mean
range. The lowest mean for each bird was subtracted from
each mean and the result was divided by the range of mean
scores (maximum mean2minimum mean). For example, for
quail 3, the highest mean peck rate for any context was 39.33
pecks/30 s. This was the mean peck rate across all novel
stimuli with the /ar/ context on its first testing run. The mini-
mum mean peck rate for this bird was 0.0 pecks/30 s for all
novel stimuli in the /al/ context on the sixth run. The nor-

FIG. 1. Mean raw peck rates for each of the six novel /Ca/ stimuli in each
of the three context conditions.~a! Average peck rates for birds trained to
peck to /ga/ stimuli.~b! Average peck rates for birds trained to peck to /da/
stimuli. ~c! Mean percentage of /ga/ identifications for human listeners from
Lotto and Kluender~in press!.

FIG. 2. Histogram contains normalized peck rates~percentages of range of
mean peck rates! along with attendant standard errors for intermediate CV
syllables in the context of /al/ and /ar/. Human data is from Lotto and
Kluender ~in press! synthesized-speech condition of experiment 2. Repre-
sented here are the percent /ga/ responses to those CVs which served as test
stimuli in the current quail experiment. Mean percentages were normalized
so that they summed to 1.00 to put them on a scale similar to that used for
peck rates.
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malized mean peck rate for the /ar/ context of the third run
would be

~mean for /ar/ of third run!2~minimum mean!

~maximum mean!2~minimum mean!

5
~20.83!2~0.00!

~39.33!2~0.00!
50.53.

This transform normalizes the mean peck rates in terms
of the range of peck rates for an individual bird, thus mini-
mizing variance that arises from the fact that some birds are
‘‘heavier’’ peckers than others. It has been determined
through Monte Carlo simulations that such a range transform
increases power without increasing the likelihood of type I
error ~Bush et al., 1993!. Normalized mean peck rates with
attendant standard errors for the /al/ and /ar/ contexts are
presented in Fig. 2. Quails 1 and 2 were trained to peck to
/ga/ stimuli and show increased pecking in the /al/ condition.
Conversely, quails 3 and 4, which were trained to peck to the
/da/ end points, pecked more to novel stimuli following /ar/.
For comparison, data from adult humans hearing the same
stimuli ~Lotto and Kluender, in press! are presented. These
data were normalized by dividing the number of /ga/ re-
sponses in each condition by the total number of /ga/ re-
sponses across conditions.

Matched-pairst tests were computed for the difference
between normalized peck rates in /al/ and /ar/ contexts for
each bird. Runs through the stimuli~i.e., 2-day sessions in
which each stimulus is heard once! were treated as the ran-
dom variable for the tests. For each bird, normalized peck
rates were significantly different in /al/ than in /ar/ contexts.5

Table I presents the outcomes of eacht test along with the
outcomes of independently conducted nonparametric Wil-
coxon signed-rank tests. For birds trained to peck in response
to CVs with highF3-onset frequencies~/da/-positive: quail 3
and quail 4!, peck rates increased for CV syllables following
/ar/. For birds trained to peck to CVs with lowF3-onset
frequencies~/ga/-positive: quail 1 and quail 2!, peck rates
increased for CV syllables following /al/. This pattern of
responses is analogous to that of human listeners in identifi-
cation tasks, who respond with /ga/ identifications more of-
ten following /al/ than following /ar/~Mann, 1980, 1986;
Fowler et al., 1990; Lotto and Kluender, in press!.

II. GENERAL DISCUSSION

The experiment in this report was designed to test the
generality of the effect of preceding liquid identity on stop-
consonant identification first reported in Mann~1980!. The
fact that nonhuman animals demonstrated effects of context

on labeling of CV syllables similar to that found for human
listeners suggests that this effect is of general auditory ori-
gin. Japanese quail are unlikely to possess processes de-
signed specifically for the domain of human speech. These
birds also had no chance to learn the covariation of formant
frequencies caused by assimilative processes of coarticula-
tion. As a matter of parsimony, one is thrust into the theo-
retical position to recommend that ‘‘perceptual compensa-
tion for coarticulation’’ is the outcome of a rather general
auditory process.

Consequences of this general process can be described
as contrastive. Quail trained to peck to CVs withlow
F3-onset frequencies~/ga/-positive! pecked more to interme-
diate values ofF3-onset frequency when CVs were preceded
by a syllable witha high-frequencyF3 offset ~/al/!. Quails
trained to peck to CVs withhigh F3-onset frequencies~/da/
-positive! pecked more to intermediate values ofF3-onset
frequency when CVs were preceded by a syllable with a
low-frequencyF3 offset ~/ar/!. This contrastive pattern has
now been shown for adult human English speakers~Mann,
1980; Lotto and Kluender, in press!, adult human Japanese
speakers~Mann, 1986!, 4-month-old infants~Fowler et al.,
1990!, and Japanese quail.

In fact, contrastive perceptual effects, as those noted
here for human and bird listeners, are epidemic. In the visual
system, perceptual contrast has been described for lightness
perception~Koffka, 1935; Wallach, 1948!, line orientation
~Gibson, 1933, 1937; Gibson and Radner, 1937!, size, posi-
tion, and curvature~Kohler and Wallach, 1944!, spatial fre-
quency~Blakemore and Sutton, 1969!, depth~Ames, 1935;
Kohler and Emery, 1947; Bergman and Gibson, 1959!, and
color ~Cathcart and Dawson, 1928–1929!. Contrastive ef-
fects have been witnessed in tempo of behavior~Cathcart
and Dawson, 1927–1928! and lifting of weights~Guilford
and Park, 1931; Sherifet al., 1958!. In audition, frequency
contrast has been demonstrated~Cathcart and Dawson,
1928–1929; Christman, 1954! as has contrast in lateraliza-
tion of a sound~Flügel, 1920–1921!.

In speech perception literature, subjects’ responses often
can be described in terms of contrast of some type. For ex-
ample, identification boundaries for members of a stop/glide
series varying in transition duration shift toward longer tran-
sitions ~i.e., moreshort-transition responses! when syllable
duration is increased~Miller and Liberman, 1979!. Simi-
larly, syllable-final consonants are judged more often to be
voiced~shortersilent interval! when the duration of the pre-
ceding vowel isincreased~Denes, 1955; Raphael, 1972; Port
and Dalby, 1982!. In each of these cases, including VC CV
context effects described in this report, contrastive percep-
tion appears to compensate for articulatory regularities.

Given the ubiquity of contrastive perception, one may
conjecture that it serves an important adaptive purpose. But
what purpose is served by a general perceptual characteristic
which causes, at first blush, seemingly nonveridical per-
cepts? Why would a Japanese quail benefit from a process
which alters perceived frequency of spectral components de-
pending on context?6 Part of the answer may lie in the re-
markable symmetry between speech perception and produc-
tion that was noted in the Introduction.

TABLE I. Results oft tests and Wilcoxon signed-rank tests on normalized
peck rates for each subject.

Bird /al/ mean /ar/ mean t value p value Wilcoxon p value

Quail 1 0.48 0.16 3.57 0.009 0.0 0.008
Quail 2 0.59 0.30 2.50 0.034 8.0 0.047
Quail 3 0.15 0.37 2.74 0.025 4.0 0.028
Quail 4 0.32 0.57 6.41 0.000 6.0 0.000
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Due to the variables of inertia and mass, physical sys-
tems tend to be assimilative. The configuration of a system at
time t is significantly constrained by its configuration at time
t21. The set of possible transformations from timet to
t21 is also limited~e.g., by a constraint of rigidity; Ullman,
1984!. Perceptual systems have developed in an environment
governed by particular physical laws and it is probable that
perceptual processes respect these laws. This is a form of an
argument advanced by Shepard~1984! under the name
‘‘Psychophysical Complementarity.’’

Because very rapid change is the exception for physical
systems with mass and inertia, signs of change are empha-
sized through the processes of perceptual contrast. This is
due, perhaps, to the ecological importance of rapid change,
especially as it relates to the default of continuance in physi-
cal systems. For example, lightness contrast emphasizes
boundaries at which there is a rapid change in luminance.
This may help establish the borders of separate objects. This
is similar to accounts of perceptual contrast which assume
that perception is referenced to or ‘‘anchored’’ upon some
previously presented standard~e.g., Helson, 1964; Warren,
1985!.

As for speech communication, coarticulation is due, at
least in part, to physical constraints on articulators and to
dynamic variables of mass and inertia~Ostry et al., 1996!.
Vocal-tract shape changes relatively smoothly over time. At
conversational speaking rates, articulators often undershoot
target articulations which are produced in clear speech~Lind-
blom, 1963!. Because it is a physical system, signals gener-
ated by a vocal tract are perceived in a contrastive manner by
both humans and Japanese quail. The resulting symmetry of
production and perception is not serendipitous, but is a con-
sequence of organisms having evolved to interact with physi-
cal systems which are constrained across time. In this light,
the results with Japanese quail are not too surprising. The
physical environment of the antecedents of the quail likely
resemble that of early hominids and analogous perceptual
solutions probably have developed.

This account is, for now, too superficial to qualify as a
full theoretical account. However, it does have some con-
cepts in common with major theories in speech communica-
tion. Along with Motor Theory, it acknowledges that articu-
lators are highly constrained across time and that the
resultant signal is largely a product of articulatory constraints
and dynamics. It mirrors Direct Realism in its appreciation
for the ecology of sound and the sources which produce it. It
shares with Auditorist theories a tenet that general auditory
processes are culpable for many of the phenomena of speech
perception.

The disjunctions between this account and those which
precede it must also be given consideration. It denies the
necessity of tacit gestural representations and speech-specific
processes as proposed by Motor Theory. It cannot be char-
acterized as Direct Realism in as much as the proposed per-
cepts are not veridical and need not correspond to real ‘‘ob-
jects.’’ And finally, its emphasis is shifted from traditional
Auditorist accounts. In the present account, the symmetry
between speech perception and production arises from the
perceptual system accommodating the constraints on physi-

cal systems such as articulators, and not from the dictatorial
demands of the operating characteristics of the auditory sys-
tem.

As facile as this account may be, it addresses the mount-
ing evidence of similar perceptual behavior for nonhuman
animals and humans with speech stimuli~e.g., Kluender
et al., 1987; Kluender, 1991; Kluender and Lotto, 1994;
Dooling et al., 1995!. In the present case, Japanese quail
have shown context effects for speech sounds; an effect pre-
viously described as ‘‘perceptual compensation for coarticu-
lation’’ ~e.g., Mann 1980!. As impressive as the symmetry
between speech perception and production is, it is not an
exclusively human achievement.
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1‘‘Heuristic’’ is intended only to refer to a class of algorithms which offer
potentially fallible solutions to problems, but are nevertheless useful in
most situations. The term is often expanded with theoretical content in
cognitive science.

2Comparable perceptual behavior of humans and animals should not bother
purveyors of Direct Realist theories. To the contrary, since, by this view,
the information specifying articulatory dynamics is inherent in acoustic
signals produced by vocal tracts, nonhuman animals should be able to
recover this information~see, e.g., Fowler, 1996!. However, the results of
Lotto and Kluender~in press! should be particularly troubling as they dem-
onstrate contextual effects for sounds which clearly originate from different
sources.

3Formant transitions of 80-ms duration may seem to be rather long, but these
were measured from natural productions and are comparable to the 100-ms
transitions used by Mann~1980!.

4Optimal performance was defined as the highest ratio of pecks to positive
versus negative stimuli. Birds were idiosyncratic with regard to the amount
of deprivation that resulted in the most stable performance, and weights
ranged from 80% to 95% of free-feed weight at the time of training/testing.

5For all birds, mean peck rates to CVs in the /a/ context fell between those
for CVs in the /al/ and /ar/ contexts.

6It should be noted that changes in formant frequencies are not changes in
frequency,per se. Harmonics remain at the same frequency, but there is a
change in the relative energy across the spectrum. It may be more correct to
state that the perception of relative energy is context-dependent.
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A procedure for estimating the parameters of a sinusoidal model from speech corrupted by additive
noise is described. Anapproximate harmonicrepresentation is used wherein voiced speech is
represented by a set of sine waves at multiples of the fundamental frequency and several additional
components at frequencies near each harmonic. Amplitudes and phases of the sinusoidal
components are estimated using a state-based technique that employs hidden Markov models
~HMMs! to classify speech and noise spectra. Voicing and fundamental frequency are determined
using an analysis-by-synthesis approach. Simulation results are presented, comparing the
performance of the proposed algorithm to that of the standard HMM-based minimum mean square
error ~MMSE! estimator. The proposed method was found to reduce the structured residual noise
associated with HMM-based algorithms. ©1997 Acoustical Society of America.
@S0001-4966~97!02407-7#
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INTRODUCTION

Speech communication in mobile environments is often
difficult due to high-energy ambient noise. The reduction in
speechquality due to noise is known to cause listener fa-
tigue. Moreover, speechintelligibility is severely reduced
when low-energy, perceptually important speech is masked
by high-energy noise. Speech enhancement algorithms at-
tempt to improve these perceptual aspects of degraded
speech.

In addition to improving speech quality or intelligibility
for the human listener, speech enhancement preprocessors
can improve the performance of other speech processing al-
gorithms. For example, the accuracy of speech recognition
algorithms used for ‘‘hands-free’’ dialing of mobile cellular
telephones is severely reduced when speech is corrupted by
background noise. In this situation, a speech enhancement
preprocessor can be added to improve recognition accuracy,
In addition, speech compression algorithms used in digital
cellular telephones perform poorly in noisy environments,
especially when coding at low bit rates. A speech enhance-
ment preprocessor can be employed in this case to decrease
loss in the coder.

The sinusoidal model represents speech over short time
intervals by a finite set of sinusoids that capture most of the
signal energy. This model has been used in speech coding
applications because it provides an accurate, compact repre-
sentation for speech.1 Sinusoidal analysis/synthesis has also
been successfully applied to co-channel talker interference
suppression.2 This model is also of interest for the enhance-
ment of voiced speech corrupted by additive noise. In cases
where the interference has a fairly flat spectrum, the model
tends to select the components with the highest SNR~signal-

to-noise ratio!. These components can be estimated more ac-
curately than those ‘‘buried’’ in noise. In addition, the model
naturally rejects interference whose energy is concentrated
between the frequencies of the selected components.

In this paper, we describe a procedure for estimating
sinusoidal parameters~amplitudes, phases, and frequencies!
from speech corrupted by additive noise. The technique used
to obtain amplitude and phase estimates is the hidden Mar-
kov model ~HMM ! based minimum mean square error
~MMSE! estimator.3 The HMM approach is attractive here
because~a! it is well suited to nonstationary noise,~b! it
requires only one microphone, and~c! it may be trained for a
variety of noise conditions. Unlike the original HMM-based
estimator,3 however, the algorithm described in this paper
estimates areducedset of frequency-domain parameters. In-
terestingly, the MMSE bit allocation scheme used in adap-
tive transform coding~ATC!4 results in many nonharmonic
components of voiced speech being set to zero~i.e., repre-
sented by zero bits!. However, the algorithm presented here
differs in that a hidden Markov model is used to describe the
noise process, interharmonic components arealwaysset to
zero, and surviving spectral components are, of course, not
quantized. The Soft-Decision Sine Wave Vector Quantizer
~SDSWVQ! proposed by Quatieri and McAulay5 makes use
of the sinusoidal model for noise reduction. However, the
SDSWVQ was designed specifically for white, stationary
noise. Furthermore, it is dependent on accurate estimation of
the fundamental frequency during voiced speech segments.
The method proposed here uses hidden Markov modeling to
cope with variations in noise between speech pauses and
utilizes anapproximateharmonic representation to reduce
dependence on accurate fundamental frequency information.

The rest of the paper is organized as follows. The sinu-
soidal model and its application to noisy speech are de-
scribed in Sec. II. Section III contains a short summary of the
HMM-based speech enhancement approach. The proposed

a!Electronic mail: Michael_Diesher@ccm.jf.intel.com
b!Electronic mail: spanias@asu.edu
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speech enhancement system is described in Sec. IV. Section
V presents the experimental results and is followed by con-
cluding remarks in Sec. VI.

I. THE SINUSOIDAL MODEL

The sinusoidal speech model1 represents short speech
segments as a sum of weighted sinusoids. Specifically, the
i th sample of speech within a 20- to 30-ms block is repre-
sented by

y~n!5 (
k51

Ks

Ak cos~vkn1fk!, ~1!

whereKs is the number of sinusoids used in the representa-
tion andAk andfk are the amplitude and phase associated
with the kth frequency track vk . The parameters
$Ak ,vk ,fk% provide a representation for one block of
speech. The amplitudes$Ak% and phases$fk% are typically
measured from a high-resolution discrete Fourier transform
~DFT!. Although the frequenciesvk need not be harmoni-
cally related, the model is often simplified by assuming a
harmonic relationship during voiced speech and an equidis-
tant relationship during unvoiced speech, especially in
speech coding applications where a compact representation
is desired.

When the harmonic sinusoidal model is applied in the
presence of additive noise@with samples denotedv(n)# the
parameters$Ak ,v0 ,fk ,s% must be estimated from noisy ob-
servations,z(n)5y(n)1v(n). The variables represents the
ternary voicing state~voiced, unvoiced, or nonspeech!. Esti-
mation of the fundamental frequency from noisy speech is a
difficult problem. However, the synthesis model in a speech
enhancement application need not be as compact as the one
used in sinusoidal transform coding~STC!. In fact, a rich
parametric setmustbe chosen to ensure good quality speech
and avoid ‘‘vocoding’’ noise. The approach taken here to
weaken the dependence on an accurate fundamental fre-
quency measurement and suppress vocoding noise is to
choose several additional sinusoidal components surrounding
the harmonics, namely all DFT components in the intervals

$@v0~k2r/2!,v0~k1r/2!#%k , ~2!

where 0<r<1. During unvoiced speech or pauses,r is set
to one. This corresponds to using all DFT components. Dur-
ing voiced speech, the value ofr must be chosen to trade off
the effects of fundamental frequency and model errors versus
the effects of interharmonic noise. Selection ofr is discussed
further in Sec. IV.

In addition to the fundamental frequency, amplitudes
and phases must also be determined from noisy measure-
ments. LetVt(k), Yt(k), andZt(k) be thekth DFT compo-
nents of the noise, speech, and noisy speech, respectively.
The subscript (•) t is an integer block index. One possible
estimate ofYt(k)5 1

2At,k/f t,k is the minimum mean square
error ~MMSE! estimate,

Yt~k!̂5E$Yt~k!uZt~k!%. ~3!

To calculate this estimate, the following assumptions are
made. Clean speech and noise blocks~yt andvt! are assumed

to be realizations of zero mean, stationary random processes.
The DFT components of speech$Yt(k)%k50

K21 and noise
$Vt(k)%k50

K21 are each assumed to have jointly Gaussian prob-
ability densities. Since DFT components are uncorrelated,
the assumption that they are jointly Gaussian is equivalent to
assuming that they are independent~wrt frequency index
k!. Finally, the clean speech and noise are assumed to be
statistically independent of one another. Under these as-
sumptions, the MMSE estimate stated in~3! is

Yt~k!̂5Ht~k!Zt~k!5
E$uYt~k!u2%

E$uYt~k!u2%1E$uVt~k!u2%
Zt~k!.

~4!

Here, Ht is known as an ‘‘approximate Wiener filter.’’6

Equation~4! is not directly applicable because the second-
order statistics of a particular block of speech and noise are
not usually known in advance. Fortunately, the HMM-based
speech enhancement approach provides a way to circumvent
this problem.

II. HMM-BASED ENHANCEMENT APPROACH

Hidden Markov models have proven to be quite useful
in modeling the probability density functions of speech pa-
rameters in voice recognition. The HMMs are also useful
models for other time-varying signals including many classes
of noise sources. The HMM-based speech enhancement ap-
proach assumes that both speech and noise are well modeled
by HMMs. This method requires training two Gaussian, au-
toregressive,ergodic HMMs ~i.e., HMMs where all state
transitions are allowed!: one for clean speech and another for
noise. Typically, a large amount of training data is required
to sufficiently train the models. Given the trained models, a
MMSE estimation strategy is then pursued.3

A state-based soft-decision version of the estimator in
~4! is possible, given the hidden Markov model of noisy
speech. Ephraim3 derived a soft-decision formulation of the

MMSE estimateYt(k)̂5E$Yt(k)uz0 ,...,zt1te21 ,lz% where
the estimation delay in blocks,te.0, determines the number
of future observations included andlz is the noisy speech
model. Ephraim’s implementation of this estimator can be
shown7 to be asymptotically equivalent to a weighted sum of
MMSE DFT component estimators similar to~4!, specifi-
cally,

Yt~k!̂5(
j 51

Nz

(
m51

Mz

H jm~k!

3p~xt5 j ,ut5muz0 ,...,zt1te21 ,lz!Zt~k!, ~5!

wherext is the model state,ut is the Gaussian mixture,j is
the noisy speech state index,m is the noisy speech mixture
index, and
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H jm~k!5
E$uYt~k!u2uxt5 j ,ut5m,lz%

E$uYt~k!u2uxt5 j ,ut5m,lz%1E$uVt~k!u2uxt5 j ,ut5m,lz%
~6!

is the approximate Wiener filter corresponding to noisy
speech statej , mixturem. The state occupancy probabilities
p(xt5 j ,ut5muz0 ,...,zT ,lz) are computed using the
‘‘forward–backward’’ procedure.8 Since autoregressive
~AR! HMMs8 are used, a set of AR parameters is available
for each state in both models. The second-order statistics
required to evaluate~4! may be estimated using the AR pa-
rameters from the speech and noise models. One advantage
of ~5! over the classical Wiener filtering estimator~4! is that
a priori knowledge of the dynamic behavior of the noise is
utilized via the noisy speech HMM.

III. PROPOSED SYSTEM

The proposed speech enhancement system applies the
HMM-based MMSE method to estimate sinusoidal synthesis
parameters from noisy speech. From one point of view, this
approach attempts to make the sinusoidal model more robust
in the presence of noise by using a state-based estimator to
find its parameters. From another point of view, this ap-
proach attempts to remove the residual noise associated with
a HMM-based enhancement system by capitalizing on the
noise suppression properties of the sinusoidal model. The
harmonic spectral structure of voiced speech is implicitly
emphasized and interharmonic noise is attenuated. A block
diagram of the proposed system is shown in Fig. 1.

The lower half of Fig. 1 depicts the off-line training
portion of the algorithm, i.e., selection of HMM and Wiener
filter parameters. An ARHMM is trained using speech col-
lected from a group of people representing potential users of
the system. A similar model is trained with noise from the
expected operating environment. A composite noisy speech
model is then formed from the two independently trained
models. Finally, an approximate Wiener filter is designed for
every mixture of the noisy speech model.

The upper portion of Fig. 1 illustrates the operation of
the algorithm after initial training. The box marked ‘‘ACS’’

represents calculation of the autocorrelation sequence~ACS!
from a windowed block of noisy speech. Zero-padding is
used in the implementation to achieve better frequency reso-
lution for selection of the harmonic components of voiced
speech. The forward–backward algorithm is applied to com-
pute mixture likelihoods from the ACS for one or more noisy
speech models. If more than one model is available, the
model with the highest likelihood score is chosen. The har-
monic widening factorr for the selected model is chosen
empirically. The estimators associated with the noisy speech
mixtures are weighted and summed to yield the soft-decision
estimator or Wiener filter for the current block. This estima-
tor is applied to the DFT components of the noisy speech to
produceYt

hmm. Voicing and fundamental frequency is esti-
mated fromYt

hmm. If the current block of speech is classified
as unvoiced or nonspeech, then the enhanced spectral com-
ponents are not modified. If the block is voiced, the DFT
components within6rv0/4p Hz of the harmonics are se-
lected. All other components are set to zero. Finally,ŷt is
reconstructed from the surviving spectral components using
an inverse DFT, post-windowing, scaling, and the overlap-
add procedure.

A. Estimation of $A k ,fk%

The system uses ergodic, continuous density, Gaussian
mixture AR-HMMs. Two sets of training data are collected,
one consisting of speech recorded under quiet conditions,
and another consisting of noise from the expected operating
environment. An AR-HMM representing clean speech and
another representing noise are trained using the Baum–
Welch reestimation procedure.8 Both AR-HMMs have state
output densities of the form

bj~y!5(
m

cjmbjm~y!, ~7!

wherecjm are mixture weights associated with thej th state
output density andbjm are Gaussian autoregressive densities.

The composite~noisy speech! model lz is constructed
by using the assumptions of statistical independence and ad-
ditivity of the speech and noise. The new state output densi-
ties are obtained by convolving each speech state output den-
sity with every noise state output density and approximating
the result with an AR Gaussian density of sufficient order.
The new transition probability matrix isAc5Ay^ Av , where
^ is the Kronecker product andAy andAv are the transition
probability matrices of the clean speech and noise models,
respectively. If the speech model hasNy states withM y mix-
tures per state and the noise model hasNv states withM v
mixtures per state, then the composite model will have
NyNv states withM yM v mixtures per state.

During enhancement, likelihoods are first computed for
all mixtures of the noisy speech model using the forwardFIG. 1. Block diagram of proposed system.
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algorithm8 (te51). The score for themth mixture in the
j th state is

w jm~ t !5a j~ t !bj
m~zt!. ~8!

This is the likelihood that observationzt was generated ac-
cording to themth mixture density of statej . In Eq. ~8!,

a j~ t !5p~z0 ,...,zt ,xt5 j ulz! ~9!

is computed according to the forward algorithm,

bj
m~zt!5

cjmbjm~zt!

bj~zt!
, ~10!

andbjm is the AR Gaussian density of themth mixture in the
j th noisy speech state. Spectral components are then esti-
mated by applying a weighted combination of MMSE esti-
mators to each DFT component of the input, i.e.,

Ŷhmmt
~k!5F(

j
(
m

w jm~ t !H jm~k!GZt~k!, ~11!

where

H jm~k!5
Pyy, jm8 ~k!

Pyy, jm8 ~k!1g jm
21Pvv, jm8 ~k!

. ~12!

Here,H jm(k) is an approximation of~4!, the MMSE estima-
tor of the kth DFT component, in terms of the AR param-
eters (sy

2,$an
y%,sv

2,$an
v%) from the clean speech and noise

HMMs corresponding to noisy speech statej and mixture
m:

Pyy~k!5E$uYt~k!̂u2%5
sy

2

u11(nan
yejnvku2 , ~13!

Pvv~k!5E$uVt~k!̂u2%5
sv

2

u11(nan
vejnvku2 . ~14!

The primes~8! in Eq. ~12! indicate thatPyy(k) and Pvv(k)
have been normalized to unit energy so thatg jm in ~12! is a
signal-to-noise ratio. The value ofg jm may be adjusted if the
SNR is determined to be significantly different than the
g jm obtained during training.

B. Estimation of v0

Streit and others have demonstrated the utility of hidden
Markov models in frequency line tracking.9 A conceptually
similar approach is formulated here for fundamental fre-
quency estimation of voiced speech. Assume that the funda-
mental frequency track is bounded below byv0min

and
bounded above byv0max

. Divide the interval@v0min
,v0max

#

evenly intoNv cells and denote the center frequency of each
cell

v0~ i !5S i 1
1

2D v0max
2v0min

Nv ,

where i 50,...,Nv21. If the quantized fundamental fre-
quency is assumed to behave as a first-order, stationary Mar-
kov chain, a hidden Markov model may be defined forv0 by
associating each cell with a state of the model. Unvoiced and
nonspeech blocks may be assigned to an additional ‘‘gar-
bage’’ state. The new model is denotedlv5$pv,Av,Bv%.

The state transition matrixAv then characterizes the dy-
namic behavior ofv0 . The state of the model is observed
through some parametrization of speech that strongly indi-
cates its fundamental frequency. The state output observation
sequence is denotedO5(o0 ,o1 ,...,ot1tv

) where tv is the
fundamental frequency estimation delay in blocks. The den-
sity parameters must be selected using asupervisedtraining
procedure to maintain the association of the HMM states and
frequency cells.

The maximum likelihood~ML ! fundamental frequency
trajectory given the model satisfies

XML
v 5arg max

Xv

f ~O,Xvulv!.

The Viterbi algorithm can be used to efficiently solve for the
ML pitch track, XML

v 5( x̂0
v ,...,x̂t1tv

v ).10 The frequency cor-

responding tox̂t
v is then chosen as the fundamentalv̂0 .

As in other hidden Markov modeling applications,
proper choice of parametersot is critical to performance. A
parametrization that strongly indicates pitch and is well
suited to the proposed speech enhancement algorithm is de-
sirable. The synthesis procedure for voiced speech used in
the proposed algorithm involves sampling the set of esti-
mated DFT components at the bins corresponding to har-
monics. If the noise is completely removed by the Wiener
filter and if the harmonics are perfectly resolved, then the
unique harmonic frequency-sampling ofŶt

hmm that preserves
its energy is that with fundamentalv0 . Although neither of
these conditions can be met exactly, it is still possible to
determine the fundamental frequency by finding the har-
monic sampling that preservesmost of the energy of a
flattenedversion of Ŷt

hmm. Spectral flattening is necessary
because of the effects of windowing on the voiced speech
harmonics. Unless the spectrum is flattened prior to sam-
pling, spectral leakage in the high-energy formant regions
will bias thev0 estimate. If the flattened spectrum is denoted
Ỹt

hmm, then the parametrization based on spectral sampling is

ot5F (
nPW 1

UỸt
hmmS bnv0~0!K̃

2pFs
c D U2

•••

(
nPW Nv

UỸt
hmmS bnv0~Nv21!K̃

2pFs
c D U2GT

, ~15!

where Fs is the sampling frequency,W mPZNharm, and
Nharm is the number of harmonics included in the sum.

Although it was developed independently, the procedure
for computingot can be considered a refinement of the pitch
extraction method of Steiglitzet al. that fits a finite Fourier
series to the speech waveform in the least squares sense.11

McAulay and Quatieri12 also proposed a procedure based on
sampling the spectral magnitudes. However, in that case the
objective was to find the fundamental frequency that mini-
mized the mean squared error between speech synthesized
with a peak-picked spectrum and speech synthesized with
harmonic components. Their method used a time-varying
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analysis window whose size is based on the average pitch.
The proposed method is simpler in that it does not require a
preliminary estimate of the average pitch.

The upper half of Fig. 2 illustrates the calculation of
ot . First, the squared magnitudes of the estimated DFT com-
ponentsŶhmm are computed. Spectral flattening is accom-
plished by subtracting a smoothed version of the magnitude
squared spectrum and setting any negative components to
zero. Smoothing is performed using a moving average filter.
Entries of ot are computed by summing the harmonic
samples of the flattened squared-magnitude spectrum for
each of the fundamental frequency candidates. The setW m

is defined to contain the indices of the largestNharm consecu-
tive harmonic samples for themth fundamental frequency
candidate whereNharm5 bpFs /v0max

c.
If the HMM-based fundamental frequency estimation al-

gorithm was implemented directly, the cost in terms of com-
putational load and memory would be high. Since the largest
cell width that provides satisfactory results for the proposed
speech enhancement algorithm is about 1 Hz and the fre-
quency range of interest is approximately@70,400# Hz a 332-
state model is needed! Therefore, several simplifications are
made to avoid an unnecessarily high computational load.
First, each state output probability densitybj

v is replaced by

b̂ j
v~ot!5

ot~ j !

iŶhmmi2

so that explicit calculation of state output probabilities is
avoided. In addition, the state transition probabilities for the
quantized fundamental frequency computed based on a dis-
tribution of continuous, relative incrementalv0 which is ap-
proximated as Gaussian, i.e.,

âi j
v5E

q1

q2 1

Apsv2
e2q2/2~sv!2

dq, ~16!

whereq15minuv82v9u/v8 and q25maxuv82v9u/v8 for v8
Pcell i and v9Pcell j , q5uv0(i )2v0( j )u/v0(i ) , andsv

2 is
determined experimentally. Although a histogram of the
relative change measured fromot is asymmetric and multi-
modal, the main lobe is centered onv0 , is significantly
larger than the others, and is fit reasonably well by a normal
curve. Equation~16! is evaluated using a crude rectangle-
rule approximation. Sincebj

v(ot) and ai j are computed on-
line, there is no need for training in the usual sense. Finally,
the Viterbi search is ‘‘pruned’’ such that only theNtracks

largest values ofbj
v(ot) are considered. One block of delay is

introduced (tv51) and the fundamental frequency candi-

date contained in the most likelyv0 trajectory is chosen.
Instead of using a garbage state to determine voicing, the
likelihood of the MLv0 trajectory is compared to that of the
other trajectories considered. If the sum of the absolute dif-
ferences exceeds a threshold, the block is classified as
voiced.

C. Selection of harmonic components

The frequency-domain output of the HMM-based algo-
rithm ~denotedŶhmm! is used to determine the parameters for
sinusoidal synthesis. Once an estimate of the fundamental
frequency,v 0̂, has been determined, the amplitudes of the
harmonic components are chosen to beÂt,k52uŶhmmt

(k)u,
wherek is the index of the component closest in frequency to
kv 0̂. The phases for the harmonic model aref̂ t,k

5/Ŷhmmt
(t). This is equivalent to using the measured

phase,/Zt(k), sincew jm andH jm are real. If the block of
speech is unvoiced, all components are used for synthesis.

Given v 0̂, Ât,k , and f̂ t,k , the parameterr determines
the number of additional DFT components selected during
voiced speech. The best values ofr were chosen experimen-
tally as a function of average input SNR and are shown in
Fig. 3. Figure 4 illustrates the effect of the choice of the
harmonic widening factorr on the average output SNR@see
Eq. ~18!# computed using utterances from sixty speakers at 0
dB input SNR~details of the experiments are given in Sec.
V!. The average output SNR using the HMM-based estima-
tor is shown for comparison. Whenr51, the proposed algo-
rithm is equivalent to the ‘‘baseline’’ HMM-based algo-
rithm. When r is fixed at zero for all voiced segments, a
purely harmonic model is used for voiced speech. This re-
sults in an increase of 0.4 dB in average output SNR since
the noise between the chosen components has been com-
pletely suppressed. However, errors in the fundamental fre-
quency estimate cause a slight degradation in this case. In
addition, the fact that voiced speech is not always perfectly
periodic means that some important components are missed.
Whenr50.4 the best compromise between fundamental fre-
quency estimator/modeling errors and interharmonic noise
suppression is achieved. It should be noted that the average
output SNR is not very sensitive to choice ofr. Values be-
tween 0.3, and 0.6 give similar results.

The vector of selected components is denotedŶsm. Af-
ter sinusoidal synthesis, the gain of the reconstructed signal
is adjusted by multiplying with

g5
iŶhmmi2

iŶsmi2

~17!

to produce the clean speech estimate,ŷt .

IV. SIMULATION RESULTS

The proposed speech enhancement system was evalu-
ated using speech from the TIMIT database.13 One hundred
sentences~approximately 5 min total! were selected for train-
ing the speech model. Fifty were chosen from the ‘‘si’’ natu-
ral phonetic sentences~25 male, 25 female! and fifty were
chosen from the ‘‘sx’’ phonetically compact sentences~25

FIG. 2. Block diagram of simplified fundamental frequency estimation al-
gorithm.
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male, 25 female!. Speech was modeled by an eight-state,
four-mixture, 12th-order AR-HMM. ‘‘Speech-shaped’’ noise
from the NOISEX-92 database14 was used to train the noise
model. Speech-shaped noise is white noise that has been
spectrally shaped using a filter whose frequency response
matches the long-term spectrum of speech. Spectrally shaped
noise was judged to be a better choice than white noise for
demonstrating the merits of the proposed algorithm since it
produces a lower average SNR in the first and second for-
mant regions of voiced speech. Noise was modeled by a
one-state, single mixture, fourth-order AR-HMM. The com-
posite model was an eight-state, four-mixture, 16th-order
AR-HMM. The algorithm was tested using 60 sentences
from the TIMIT database. Thirty were taken from the ‘‘si’’

sentences~15 male, 15 female! and thirty were taken from
the ‘‘sx’’ sentences~15 male, 15 female!. Speech-shaped
noise was then added to the test sentences at SNRs between
210 and 20 dB in increments of 5 dB. Training and testing
were carried out at these input SNRs. The resulting output
SNRs averaged over the entire testing set are shown in Fig.
5. Here, SNR is defined as

SNR510 log10

(ny2~n!

(n„y~n!2 ŷ~n!…2
, ~18!

where the sums are taken over all nonoverlapping blocks of
clean speech whose energy is at least240 dB. The average
output SNR obtained when using the fundamental frequency

FIG. 3. Best widening factor versus average input SNR.

FIG. 4. Effect of choice ofr(3100%) on average output SNR at 0 dB input SNR.
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estimated from clean speech is also shown in Fig. 5 for com-
parison. For input SNRs at and below 0 dB, fundamental
frequency estimation errors prevent the proposed algorithm
from achieving a large SNR improvement.

The effect of fundamental frequency errors was studied
by adding uniformly distributed random noise to the values
of v0 estimated from clean speech. The results are shown in
Fig. 6 for an input SNR of 0 dB. When the maximum error
v 0̂ exceeds 2.5 Hz, the benefit of the proposed algorithm is
lost. However, the value ofr may be adjusted to compensate
for fundamental frequency estimator errors. The average out-
put SNR using the bestr ~chosen experimentally! is plotted
in Fig. 6 to illustrate this.

Although the improvement in average output SNR is

small, the subjective improvement is noticeable, particularly
for female speakers. Figure 7 shows the segmental SNR for
an utterance by a female speaker. The text of the sentence is
shown at the top of the plot. The segmental SNR is com-
puted using~18! for each block rather than the entire utter-
ance. As much as 2 dB improvement is shown in Fig. 7
during voiced segments. In particular, /,/, /e/, /u/, and /l/ are
most improved. The degradation in segmental SNR during
/s/ is due to erroneous voicing decisions. The degradation is
small relative to the overall improvement of /s/ and is not
audibly perceptible.

Although the HMM-based speech enhancement algo-
rithm does not produce tonal artifacts in the output speech as
some other methods~e.g., spectral subtraction15! do, it is

FIG. 5. Comparison of baseline HMM-based algorithm, SM/HMM-based algorithm, and SM/HMM-based algorithm withv0 estimated from clean speech.

FIG. 6. Effect of errors inv 0̂ at 0 dB input SNR. Output SNR obtained using the baseline HMM-based method3 is shown for comparison.
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known to produce ‘‘a low-level structured residual noise’’
which is more noticeable for female speakers.3 The residual
noise increases in intensity as the SNR is reduced. When the
input SNR is at or below 0 dB, processed speech sounds
‘‘hoarse’’ or ‘‘breathy.’’ The proposed algorithm noticeably
attenuates this residual noise. In fact, the best noise reduction
is obtained for high-pitched speakers since the harmonic
components are spaced further apart.

Formal intelligibility and quality tests have not been car-
ried out at the time of this writing. However, casual tests
involving four listeners and the 60 processed TIMIT sen-
tences indicate that~a! the low-level residual noise associ-
ated with HMM-based algorithms was perceptibly reduced,
~b! the intelligibility of the processed speech was not af-
fected, and~c! there were no additional artifacts~e.g., vo-
coding noise! introduced by harmonic modeling.

V. CONCLUSIONS

A new HMM-based speech enhancement scheme has
been presented. Noise reduction is achieved by applying the
HMM-based MMSE estimator to find the harmonic sinu-
soidal model parameters of clean speech from speech cor-
rupted by additive noise. The proposed technique was com-
pared to the standard HMM-based approach with respect to
average increase in total SNR, segmental SNR and subjec-
tive quality. A small gain in average output SNR was ob-
tained. At 0 dB input SNR, the proposed algorithm improved

the segmental SNR during voiced speech by as much as 2
dB. Informal listening tests indicate that the low-level re-
sidual noise associated with HMM-based algorithms was
perceptibly reduced.
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In this paper the incorporation of important phonetic properties into hidden Markov models~HMM !
is studied. Phones have characteristic properties such as unique temporal structure, context sensitive
behavior and specific duration, etc. New HMMs which incorporate the above properties with
additional degrees of freedom to the standard HMM states are proposed. The use of each of the
phonetic property for speech recognition is demonstrated using the new HMMs. All the algorithms
required for using these new models in various applications of speech recognition have been
presented. Experimental comparison with the standard discrete HMM for a speaker-independent
continuous speech phone recognition task show that consistent improvement is achieved by the new
models. © 1997 Acoustical Society of America.@S0001-4966~97!02007-9#

PACS numbers: 43.72.Ne@JS#

INTRODUCTION

Acoustic phonetic decoding is one of the classic speech
recognition problems that has been addressed for more than
three decades with gradual success. Better success in this can
change the methodology of many current speech recognition
systems that are based on word detection. Since a phone is
the smallest unit of speech, any improvement in its recogni-
tion will lead to improvement in word recognition. The
acoustic manifestations of phones have specific properties,
such as unique temporal structure, duration, context sensitive
behavior, etc. Most successful phone recognizers try to use
as many of these properties as possible~Lee and Hon, 1989;
Ljolje and Levinson, 1991; Robinson and Fallside, 1991;
Lamel and Gauvain, 1993; Ljolje, 1994!. In this paper, we
study the incorporation of these properties directly into an
HMM, resulting in new HMMs with more degrees of free-
dom and better performance.

Spectrograms reveal the dynamic behavior of a phone,
particularly stop consonants and diphthongs, which have a
unique temporal structure that differentiates them from other
phones. The phones also have significant variability due to
different talkers and different contexts, which has to be spe-
cifically modeled. Expert spectrogram readers identify
phones based on the dynamic behavior of formant tracks
rather than their absolute location. Therefore, proper statisti-
cal modeling of the dynamic behavior of phones and its in-
corporation into phone recognizers can achieve better results.

Among the differentiating features of a phone, duration
is an important cue. The vowels /ae/~e.g., baIt! and /eh/~e.g.,
beIt! are acoustically similar but their durations are very dif-
ferent. While discriminating between confusable words, like
rider andwriter, where the differentiating phones /d/ and /t/
are very similar, the duration of these phones plays an im-
portant role. Due to talker variability, the spectral structure
of some phones may become closer to different phones, but
the duration offers an important cue for discrimination.

In realizing a sound, the articulators are highly influ-
enced by the articulatory configuration of the preceding and
following sounds. Therefore there is a systematic variability
in the acoustic manifestation of a sound due to its context.
The context affects the spectral content, temporal structure,
and also the duration of a phone. In speech recognition, to
counter this type of variability, knowledge of different con-
textual effects on each phone has to be used.

Most of the present day speech recognizers are based on
hidden Markov modeling~HMM !, which is a statistical tool
to model dynamic patterns. Typically, a spoken word is mod-
eled by an HMM of ‘‘N’’ states, where each state is intended
to characterize a single phone. But this single state to phone
relationship is not well realized in practice because a single
observation probability density function~pdf! of an HMM
state cannot model the dynamic behavior of the phone; such
a stationary model, at best, suits a stationary segment of a
phone. Figure 1~a! shows spectrograms of two nonstationary
phones, diphthongs /ay/~e.g., biIte! and /aw/ ~e.g., bout).
These two phones have distinct temporal structure such as
rising second formant vs falling second formant. But single
discrete pdfs~vector quantized! of each diphthong, estimated
using many occurrences of them@Fig. 1~b!# are very similar,
thus failing to capture differences in the temporal structure,
leading to recognition errors. One commonly followed
method to ease the above problem is to use constrained left
to right HMMs of multiple states, per phone, so that each
state is modeling a short stationary segment of the phone,
and the left–right constraint preserves the sequencing~tem-
poral structure! of subphonetic segments.

However, even using multiple states to model a phone is
inadequate in discriminating confusable words likerider and
writer, where the duration of the differentiating phones is the
important discriminating feature. For example, if three states
are catered to each phone in these word models, there is a
need to model the total duration spent in the three states of
each phone and use this duration probability in the forward
computation of word utterance likelihood. However, specific
duration modeling by multiple connected states in HMM isa!Electronic mail: sitaram@protocol.ece.iisc.ernet.in

1149 1149J. Acoust. Soc. Am. 102 (2), Pt. 1, August 1997 0001-4966/97/102(2)/1149/10/$10.00 © 1997 Acoustical Society of America



not achieved automatically in forward–backward training. It
is possible to add a penalty for the duration spent in each
state at the end of Viterbi scoring of the word. There are
several attempts in the literature~Ramesh and Wilpon, 1992;
Rabiner, 1989; Levinson, 1986; Russel and Moore, 1985;
Russel and Cook, 1987! to model the state duration in a
HMM. In particular, for modeling phone duration to dis-
criminate confusable words, Russel and Cook~1987! have
used semi-HMMs. Since a HMM state occupancy follows a
geometric distribution, whereas the required phone duration
pdf is a Gamma distribution~Crystal and House, 1982!, they
have used a HMM without self-transitions, for explicitly
modeling the state duration. They have reported improved
performance using semi-HMMs for discriminating confus-
able words. Thus even though a single HMM state can be
made to model duration of phones accurately, it cannot
model the temporal structure as mentioned earlier.

One important assumption of an HMM is that the obser-
vation vectors corresponding to consecutive speech frames
are independent of each other. Such a model simplifies the
difficulty of evaluating the probability of long sequence of
speech frames, in addition to representing the acoustic vari-
ability in a phone due to many talkers. However, in a specific
phone, successive frames have a certain time-dependent pat-
tern which differentiates it from other phones. Also, the ini-
tial and final portions of a phone are affected by the neigh-
boring phones. Triphone models~Leeet al., 1990! have been
developed to accommodate this coarticulation effect. How-
ever, triphone models also use standard HMMs, and hence
have the weakness of not capturing the temporal dependence
in speech.

We would like to incorporate both the temporal structure
and durational property of a phone into an HMM state,
which have rather contradicting requirements; i.e., temporal
modeling requires more states to be catered to a phone and

duration modeling requires a single state to be catered to a
phone. If we can make the HMM state more powerful so that
it can model temporal structure of the phone, then durational
constraint can also be incorporated. Clearly, there is a need
to develop new HMMs which can better model the dynamics
of speech, its characteristic durations, and the contextual ef-
fects. We would then have realized a one-to-one relationship
between a phone and an HMM state. Also, it would resolve
the often faced problem of choosing the number of states in
an HMM for a given word. In this study, three new HMMs
are proposed, each incorporating an important property of
the phone with the addition of a new degree of freedom to
the HMM state.

The proposed new models have been tested for a phone
recognition task. The single state per phone feature allows
the phone recognizer to be an ergodic network with the num-
ber of states equal to the number of phones. The HMM pa-
rameters are derived using the phonetically labeled speech
database,TIMIT . Phonetic decoding of a test utterance is ob-
tained through maximum likelihood state sequence decoding.
The merit of the new models is assessed using relative im-
provement of phone recognition scores; however, no effort is
made to improve the absolute phone recognition scores to
that of the state of the art. This task has been deferred be-
cause of the complexity involved in repeating the experi-
ments for different acoustic front ends and use of continuous
observation density HMMs. In all experiments, discrete
HMMs with a single codebook are used for simplicity of
training.

Section I discusses how a single HMM state can be
made to model the temporal structure of a phone. In this
section a new HMM with a restriction on the probabilities of
observation symbols emitted from the state, based on the
duration spent in the state is proposed, along with the solu-
tions of the three standard problems of HMM. In Sec. II,
HMM state duration modeling is discussed with a special
reference to inhomogeneous HMM~Ramesh and Wilpon,
1992! for capturing phone durations. And Sec. III deals with
coarticulation modeling, with the proposal of a new HMM
with context-dependent observation pdfs, followed by Sec.
IV, comprised of experiments and discussions.

I. TEMPORAL STRUCTURE MODELING

The acoustic manifestation of phones, such as long vow-
els, is quasistationary over most of the segment, and hence
they can be modeled using a single observation pdf of a
state. However, nonstationary phones, such as stop conso-
nants, diphthongs, etc., are characterized by their dynamic
behavior and they may not have any quasistationary region.
The specific sequence of acoustically distinct events charac-
terize these phones, in spite of the acoustic variability within
a subphonetic segment. A different sequencing of the same
acoustic subsegments would correspond to a different phone
or phones. Thus recognition of a phone requires recognizing
the order of events. If a single HMM state could realize such
ordering of events, then it can characterize a nonstationary
phone. This can be achieved by restricting the pdf of obser-
vation symbols emitted from a state to depend on the time
spent in the state. Thus a set of time-dependent observation

FIG. 1. ~a! Typical spectrograms of diphthongs /ay/ and /aw/.~b! Discrete
pdfs ~256 size codebook! of two diphthongs, /ay/ and /aw/, estimated from
the TIMIT database.
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symbol pdfs are associated with each state, each pdf corre-
sponding to the time elapsed in the state. Considering dis-
crete HMMs, the observation symbol distribution,bj (k), is
made dependent on the durationd spent in the statej ; i.e., it
becomesbj (k,d), a different observation distribution after
staying in statej for d clock intervals. Thus each state will
have a sequence of observation distributions, one for each
clock interval, until a maximum limit ofD. For d.D, the
distributions are truncated tobj (k,D); i.e., bj (k,d)
5bj (k,D) for d.D. The value ofD has to be chosen so as
to cover the maximum duration of the phone modeled by the
state. This new extension is referred to as Trend-HMM~T-
HMM !.

Considering again the example of Fig. 1, one can see
that the two sequences of discrete pdfs of both diphthongs
/ay/ and /aw/~see Fig. 2!, calculated over many occurrences
of the two phones at each frame instant are quite distinct at
the frame numbers 16, 17, 18, etc., thus helping in their

discrimination; whereas the combined single pdfs of Fig.
1~b! calculated from the whole length of phones are not dis-
tinct, causing confusion. Thus a T-HMM state which has a
sequence of observation pdfs, one for every time frame, can
model the temporal structure of a phone.

A. Training/scoring of T-HMM

Given the form of T-HMM, for it to be useful in speech
applications, the re-estimation formulae for all the param-
eters have been derived. Also, the Viterbi algorithm for
maximum likelihood state sequence decoding, required for
the phone recognizer, is derived. First, the forward–
backward algorithm, which is useful in the re-estimation of
the parameters and also in the evaluation of an observation
sequence given a model, is presented.

1. Forward –backward algorithm

Let two variables,a t( i ,d) andb t( i ,d), denote the for-
ward and backward probabilities used in the efficient com-
putation of probability of the observation sequence given a
T-HMM, l. The forward variablea t( i ,d) is the joint prob-
ability of the partial observation sequence$O1 ,O2 ,...,Ot%
such that the state occupied at timet is i and that the ma-
chine is in statei for the pastd21 instants, given the model
l; i.e.,

a t~ i ,d!5P„O1 ,O2 ,...,Ot ,qt5 i ,dt~ i !5dul…, ~1!

wheredt( i ) is the duration spent in statei at time t; here
l5(A,B,P,N,M ), A, P, M , N, have the same meaning
as in a standard HMM~Rabiner, 1989!; whereas,B denotes
the set of duration-dependent observation probability distri-
butions bj (k,d), 1< j <N; 1<k<M ; 1<d<D, with the
statistical condition (k51

M bj (k,d)51;d and j . Let C
5$vk,1<k<M % be the codebook of observation symbols.
The forward probabilities are computed using the following
algorithm:
Initialization: for 1< i<N

a1~ i ,1!5p ibi~O1,1!, ~2!

a1~ i ,d!50, d.1; ~3!

Recursion:

a t11~ j ,1!5 (
t51

t

(
i 51

N

a t~ i ,t!ai j bj~Ot11,1!, iÞ j ~4!

a t11~ j ,d11!5a t~ j ,d!aj j bj~Ot11 ,d11!; ~5!

d51,2,...,t, j 51,2,...,N and t51,2,...,T21.
The forward variablea t11( j ,1) indicates that a unit du-

ration is spent in statej at t11, and for this a non-self-state
transition should take place into statej at t. Therefore the
variable a t11( j ,1) is evaluated by the summation of the
probabilities of the partial observation sequence
$O1 ,O2 ,...,Ot ,Ot11% emitted by all possible state se-
quences$q1 ,q2 ,...,qt ,qt11% with a requirement that att
11 the stateqt11 is j , which could have been entered from
any state,qtÞ j . The variablea t11( j ,d11) in Eq.~5! could

FIG. 2. Time-dependent discrete pdfs of diphthongs /ay/ and /aw/ shown
labeled for each time frame.
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be evaluated for various values ofd from a t( j ,d) evaluated
in previous recursions. Now the probability of the observa-
tion sequence is given by:

P@Oul#5 (
d51

T

(
i 51

N

aT~ i ,d!. ~6!

Similarly the backward variableb t( j ,d) is defined as
the probability of the partial observation sequence
$Ot11 ,Ot12 ,...,OT% with the condition that the state occu-
pied at timet is i for durationdt( i )5d, given the modell,
i.e.,

b t~ i ,d!5P„Ot11 ,...,OTuqt5 i ,dt~ i !5d,l…. ~7!

This variable required in re-estimation is calculated as fol-
lows:
Initialization: for 1< i<N; and 1<d<T,

bT~ i ,d!51; ~8!

Recursion: for 1< j <N; t5T21, T22,...,1; and d
51,2,...,t;

b t~ j ,d!5F (
i 51,iÞ j

N

b t11~ i ,1!aji bi~Ot11,1!G
1b t11~ j ,d11!aj j bj~Ot11 ,d11!. ~9!

The variablesb t( j ,d) are calculated;t, j ,d, using the above
equation iteratively, starting fromt5T21 backward. In the
equation, the two terms correspond to all non-self-transitions
and a self-transition from statej at t, respectively.

2. Re-estimation

Given an initial T-HMM, l, and an observation se-
quence$O1 ,O2 ,...,OT%, the parameters of the T-HMM are
re-estimated as given below. Two new variables,g t( i ,d) and
j t( i , j ,d), are defined and used in re-estimation. Defining

g t~ i ,d!5P~qt5 i ,dt~ i !5duO,l!, ~10!

⇒g t~ i ,d!5
a t~ i ,d!b t~ i ,d!

P~O/l!
, ; i ,t and 1<d<t.

~11!

Now the duration-dependent observation probabilitiesB are
re-estimated as follows: For 1< i<N; 1<k<M :

bi~k,d!5
( t51

T g t~ i ,d! such thatOt5vk

( t51
T g t~ i ,d!

, 1<d,D

~12!

bi~k,D !5
( t51

T (d5D
T g t~ i ,d! such thatOt5vk

( t51
T (d5D

T g t~ i ,d!
. ~13!

Here the observation symbolvk corresponds to the codeword
k. Defining

j t~ i , j ,d!5P~qt5 i ,qt115 j ,dt~ i !5duO,l! ~14!

for 1< i , j <N; and 1<d<T;

j t iÞ j~ i , j ,d!5
a t~ i ,d!ai j bj~Ot11,1!b t11~ j ,1!

P~O/l!
, ~15!

j t i 5 j~ i ,i ,d!5
a t~ i ,d!aii bi~Ot11 ,d11!b t11~ i ,d11!

P~O/l!
.

~16!

The transition probabilitiesA are re-estimated as follows:

ai j 5 (
t51

T21

(
d51

t

j t~ i , j ,d!Y (
t51

T21

(
d51

t

g t~ i ,d!, 1< i , j <N.

~17!

The initial state occupancy probabilitiesP are re-estimated
as

p i5g1~ i ,1!, 1< i<N. ~18!

3. Viterbi algorithm

Given an observation sequence$O1 ,O2 ,O3 ,...,OT% and
a T-HMM, l, the problem is to determine the hidden state
sequence which contributes maximum probability. This
problem occurs in all CWR and CSR applications and it can
be solved as follows.

Let d t( i ,d) be the probability of the best state sequence
$q1 ,q2 ,...,qt% for the partial observation sequenceOt

5O1 ,O2 ,...,Ot , with qt being i and duration spent in state
i , at t, beingd, givenl, thus

d t~ i ,d!5max
q

$P@q1 ,...,qt21 ,qt5 i ,dt~ i !5d,Otul#%,

~19!

wheredt( i ) is the duration spent in statei at time t for the
best path ending atqt5 i . The d t( i ,d) are computed as
shown below.
Initialization: for 1< i<N

d1~ i ,1!5p ibi~O1,1!, ~20!

d1~ i ,d!50, d.1; ~21!

Recursion: for j 51,2,...,N and d51,2,...,t; t51,2,...,T
21

d t11~ j ,1!5 max
1<t<t

max
1< i<N

@d t~ i ,t!ai j #bj~Ot11,1!, iÞ j ,

~22!

d t11~ j ,d11!5d t~ j ,d!aj j bj~Ot11 ,d11!, ~23!

D t~ j ,i !5arg max
1<t<t21

@d t21~ i ,t!ai j #, 1< i<N, iÞ j ,

~24!

C t~ j !5arg max
1< i<N

@d t21„i ,D t~ j ,i !…ai j #, iÞ j , ~25!

whereD t( j ,i ) gives the duration in statei just before tran-
siting to state j at time t21 along the best path. Here,
C t( j ) gives the previous state index before reaching statej
at time t along the best path. These two back pointers are
required in the state sequence back tracking. The probability
of the best sequence of states is given by

P* 5 max
1< i<N

@dT„i ,h~ i !…# ~26!

and
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h~ i !5arg max
1<t<T21

@dT~ i ,t!#, 1< i<N, ~27!

which gives the duration spent in statesi at timeT along the
best path. The final state of the best state sequence is then
given by

qT* 5arg max
1< i<N

@dT„i ,h~ i !…#. ~28!

The best state sequence is backtracked as follows:
Initialization:

x5h~qt* !, t5T, y5x. ~29!

The following equations are recursed untilt51 is reached:

qt2x1k* 5qt* , k51,2,...,y21, ~30!

qt2x* 5c t2x11~qt* !, ~31!

y5D t2x11~qt* ,qt2x* !, ~32!

t←t2x, ~33!

x←y. ~34!

The arrayq* gives the best state sequence.
In our phone recognition experiment using T-HMM,

only the Viterbi algorithm is used for maximum likelihood
~ML ! state sequence decoding. For estimating the parameters
of T-HMM based phone recognizer, a different method is
employed using the labeled training set, which will be dis-
cussed in Sec. IV. In a recent paper, Denget al. ~1994! also
consider nonstationary HMM states for better phone model-
ing. They use a polynomial regression function of time to fit
the means of the Gaussian observation pdfs at consecutive
time intervals in a particular state. The polynomial regression
function is supposed to represent the trend of spectral varia-
tion of the phone. It may be noted that the mean is only a
gross measure of the nature of the pdf and the changing
mean model of the nonstationary spectrum would not be a
very good approximation of the spectral change. In the dis-
crete pdfs considered here there is no such simplification of
the trend of the phone spectra. Also, the consecutive obser-
vation pdfs are estimated separately without any polynomial
relationship between adjacent pdfs so that any arbitrary spec-
tral change in the phone is well modeled.

II. PHONE DURATION MODELING

In the present phone recognizer since a single state is
modeling a phone, the phone duration modeling is equivalent
to HMM state duration modeling. In a standard HMM the
~implicit! probability of state duration decreases exponen-
tially, which is not suited for most of the phones. Because of
this, the phone recognizer would have a bias toward short
duration phones than longer duration phones.

There are many solutions for better state duration mod-
eling in HMMs ~Ramesh and Wilpon, 1992; Rabiner, 1989;
Russel and Moore, 1983; Russel and Cook, 1987; Levinson,
1986!. Of these, the inhomogeneous HMM~I-HMM !, pro-
posed by Ramesh and Wilpon~1992! is more general and
requires less computation compared to the semi-HMM

~Rabiner, 1989!. The I-HMM structure is quite similar to the
T-HMM, thus enabling the training and testing of both the
properties together.

In I-HMM, the state occupancy probability is better
modeled because of duration-dependent state transition prob-
abilities: i.e., the transition probability is made dependent on
the durationd spent in the statei ; i.e., it becomesai j (d),
1< i , j <N and 1<d<D instead of the stationaryai j . Thus
each state will have a sequence of transition probability dis-
tributions, one for each time instant until a maximum dura-
tion limit of D. For durationd>D, the transition probabili-
ties are truncated toai j (d)5ai j (D), which provides for an
exponential distribution beyondD as in ordinary HMM. The
parameterD can be chosen differently for each state based
on the speech unit it is modeling. Thus an I-HMM can model
state duration with arbitrary probability distribution in the
interval 1<d,D, as given by the following equations:

Pi~d!5F )
l 51

d21

aii ~ l !G „12aii ~d!…, 1<d<D

5F)
l 51

D

aii ~ l !G „aii ~D !…d2D21
„12aii ~D !…, d.D.

~35!

Figure 3~a! shows the actual duration distribution of the
phone /aw/ and Fig. 3~b! and ~c! shows the same duration
distribution as best could be characterized by an
inhomogeneous-HMM state and a standard HMM state, re-
spectively. It is clear that I-HMM can model the duration
distribution very effectively. In Fig. 3~b! afterd>25 frames,

FIG. 3. ~a! Actual duration distribution of phone /aw/ calculated fromTIMIT .
~b! Duration distribution as modeled by an I-HMM state withD525. ~c!
Duration distribution as modeled by a standard HMM state.
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i.e., D525, the distribution becomes geometric asai j (d)
5ai j (D), and constant for alld>D. Since most of the
phone durations are approximately exponential after the peak
value,D can be fixed slightly greater than the mean duration
to model the phone duration effectively. Solutions to all the
three standard problems of I-HMM are available in Ramesh
and Wilpon~1992!.

Now, it is straightforward to include duration-dependent
transition probabilities of I-HMM into T-HMM, resulting in
TI-HMM. The TI-HMM models both the duration and tem-
poral structure of the phone in a single state, as required. The
solutions to the three standard problems of TI-HMM can be
easily extended from that of T-HMM given earlier, the main
differences being the usage ofai j (d) instead ofai j . The
equations which differ from T-HMM to TI-HMM are indi-
cated in the Appendix.

III. COARTICULATION MODELING

It is well known that consonants induce specific formant
transitions in the adjacent vowels, which is an important cue
for the recognition of consonant itself. The manifestation of
some phones like vowels vary drastically because of the
neighboring phones, but their manifestation is specific in
specific contexts. For phone recognition, this type of contex-
tual dependency is modeled by designing separate LR-
HMMs ~left-to-right HMM! for each context~Lamel and
Gauvain, 1993!, resulting in triphone models. Such an ap-
proach results in a very large network of HMMs causing
very high complexity for sentence decoding. The high com-
plexity is resolved using suboptimal search strategies. In the
present approach, since only one state is assigned for each
phone, the complexity is limited, but the state also has to
capture the contextual effects. This can be achieved by main-
taining a different observation distribution for each phonetic
context, in a particular state.

Left phone contextual effect can be incorporated into the
HMM by making the observation probability distribution of
a statej , dependent on the previous statei , from which a
transition took place into the present state; i.e.,bj (k) of stan-
dard HMM is generalized tobi j (k). Once the transition takes
place from statei to statej , the observation distribution used
in state j will be bi j (k). This distributionbi j (k) is used as
long as the statej is occupied, with the condition that the
previous non-self-state isi . Each state will haveN context-
dependent observation distributions including one nonspeech
left context distributionb0 j (k), whereN equals the number
of states~equal to phones! in the model. Note thatbj j (k)
distribution does not exist. The distributionb0 j (k) indicates
the probability of observation symbols occurring whenever
the phone represented by statej occurs as the beginning
phone in the given speech data. This new HMM is referred to
as left-contextual-HMM~LC-HMM !. The parameter estima-
tion of a phone recognizer using LC-HMM is done similar to
that of I-HMM and T-HMM based recognizers, which is
explained in the next section. For phone recognition using
LC-HMM a fast suboptimal hidden state sequence decoding
algorithm is derived below.

A. State sequence decoding for LC-HMM

Given the observation sequence$O1 ,O2 ,O3 ,...,OT%
and an LC-HMMl, let d t( i ) be the joint probability of the
best state sequence$q1 ,q2 ,...,qt% with qt5 i and partial ob-
servation sequenceOt5O1 ,O2 ,...,Ot . Thus

d t~ i !5max
q

$P~q1 ,...,qt5 i ,Otul!%, ~36!

wherel5(A,B,P,N,M ). Here,A, P, M , andN have the
same standard meaning as in HMM~Rabiner, 1989!. B de-
notes the set of context-dependent observation probability
distributions,b0 j (k),bi j (k) for 1< i , j <N( iÞ j ) and 1<k
<M . Thed t( i ) are computed as shown below.
Initialization: for 1< i<N

d1~ i !5p ib0i~O1!, ~37!

C1~ i !50, ~38!

l 1~ i !50. ~39!

Here,C t( i ) is the back pointer array, which keeps track of
the state index in the previous time instant along the best
path, ending in statei at time t, and l t( i ) keeps track of the
previous non-self-state from where the transition took place
into the present statei , in the recent past, from when it
stayed in the present statei until time t, along the best path.
Recursion:for t51,2,....,T21; j 51,2,...,N

d t11~ j !5 max
1< i<N

@d t~ i !ai j bi j
iÞ j

~Ot!,d t~ i !ai j bl t~ i ! j

i 5 j

~Ot!# ~40!

C t11~ j !5arg max
1< i<N

@d t~ i !ai j bi j
iÞ j

~Ot!,d t~ i !ai j bl t~ i ! j

i 5 j

~Ot!#

~41!

In the above two equations, wheni 5 j , i.e., a self-transition
occurs, the left context is a non-self-state~phone! from
where the transition took place into the present state in the
recent past. The left context observation distribution to be
used is given bybl t( j ) j (k). The non-self-state back pointer
l t( i ) is updated as follows:

if C t11~ j !5 j then l t11~ j !5 l t~ j !

else l t11~ j !5C t11~ j !. ~42!

Termination:The probability of the best state sequence is

P* 5 max
1< i<N

@dT~ i !#. ~43!

The final best state:

qT* 5arg max
1< i<N

@dT~ i !#. ~44!

Backtracking:for t5T21,T22,...,1

qt* 5C t11~qt11* !. ~45!

The arrayq* gives the best state sequence.
The main advantage of introducing context dependency

on a phone state is that the variance of the observation sym-
bol pdf will reduce compared to the original context-
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independent pdf. This is preferred in a statistical recognition
scheme. This idea can be extended to both the left and right
context, i.e., triphone models, by making the state observa-
tion pdfs depend on both the neighboring states~phones!. In
the present study, only the left context HMM is evaluated. In
any general speech application, for training word models us-
ing LC-HMM, Viterbi training can be used. The structure of
this context-dependent HMM is similar to the trend-HMM
and inhomogeneous-HMM, so that it is possible for all the
three phonetic properties to be incorporated together into a
state resulting in LCTl-HMM. Each phone may have a dif-
ferent trend in different contexts; LCTl-HMM can capture
this context-dependent trend apart from modeling phone du-
rations.

IV. EXPERIMENTS

Phone recognition experiments are conducted using the
new HMMs with discrete pdfs. To provide a performance
benchmark, phone recognition experiment is also conducted
using a standard HMM. As mentioned earlier, the general
structure of the phone recognizer using each of the new
HMMs consists of a single large ergodic model with the
number of states equal to the number of the phones. Each
state in the model represents a phone. The parameters of
these models are determined from the phonetically labeled
speech database, as will be described below. The phone rec-
ognition of a given test speech is achieved by the ML state
sequence decoding of the ergodic model.

In all the experiments, since the primary motivation is to
determine the effectiveness of the new HMMs, no effort is
made to achieve best recognition scores by improving the
acoustic front-end. All the experiments used only a minimum
possible feature set, i.e., weighted cepstral coefficients. Dif-
ferential features, etc., which can increase the overall phone
recognition accuracy of all the models are not attempted.
Also, use of continuous observation density for the new
HMMs can increase the overall phone recognition perfor-
mance.

A. Database and speech processing

The speech data used in all the experiments are taken
from the phonetically labeled, speaker independent, continu-
ous speech databaseTIMIT . The training set consisted of
3696 sentences of 462 speakers, taken from all the 8 dialects
of the TIMIT training set. The two SA sentences provided for
each speaker were not included in the experiments. The core-
test set of theTIMIT database containing 192 sentences is
used for testing purpose. There are 24 speakers in the core-
test set; they are different from those in the training set and
they span over all the 8 dialects.

The sampling frequency of the signal is 16 kHz. The
speech signal is analyzed in frames of 16 ms with an overlap
of 8 ms between frames. Eighteen LPC derived weighted
cepstral coefficients are computed every frame, after win-
dowing with a Hamming window and pre-emphasizing with
a factor of 0.95. The weighted cepstral feature vectors are
quantized using a 256 size codebook, which is designed us-
ing the LBG algorithm~Linde et al., 1980!.

B. Parameter estimation

All the parameters of the phone recognizer are deter-
mined using the statistical information of the corresponding
events in the speech database. The number of statesN in the
ergodic model~using either HMM, I-HMM, T-HMM, TI-
HMM, or LC-HMM ! is fixed as 60 in all the experiments,
with one state representing a phone. The 60 phones used here
are taken from the 61 phone set ofTIMIT ~Table I!; the
phones /ng/ and /eng/ are merged into a single phone.

The parameters of the phone recognizer using the stan-
dard HMM l5(A,B,P) are calculated as follows: As the
speech database is phonetically labeled, the labeling infor-
mation is first mapped onto the codeword sequences of the
entire speech database. With this it is straight forward to
construct histograms of codewords occurring in each phone
and by normalizing, the observation probability distributions
of all the states of HMM~i.e., all phones! are found. By
counting the number of times each phone occurs in the be-
ginning of all sentences in the training set, the initial state
occupancy probability distribution is determined. Similarly,
by counting the number of times a phone~frame! transits to
another phone~frame!, including itself, the transition prob-
ability distribution of the state characterizing that phone is
found, and this is repeated for all states.

The design of phone recognizers using T-HMM,
I-HMM, TI-HMM, and LC-HMM is similar to the design
given above. Determining the parameters of T-HMM is simi-
lar to that of HMM parameters, except for the duration-
dependent observation probabilities. Thebj (k,d) are deter-
mined by counting the codewords at different time instants in
all occurrences of the phones, as described below.

Let Nd be the total number of occurrences of any code-
word in all the occurrences of the phone at thedth frame and
let Nd

k be the number of occurrences of the codewordk at the
dth frame in all Nd occurrences of the phone. Thus
bj (k,d)5Nd

k/Nd , where j is the phone index. The
bj (Ot ,d) used in Sec. I A corresponds tobj (k,d) for Ot

TABLE I. 60 phone set used in all the experiments.

Phone Example Phone Example Phone Example

/b/ bee /ng/ sing /ao/ bought
/d/ day /em/ bottom /oy/ boy
/g/ gay /en/ button /ow/ boat
/p/ pea /nx/ winner /uh/ book
/t/ tea /l/ lay /uw/ boot
/k/ key /r/ ray /ux/ toot
/dx/ dirty /w/ way /er/ bird
/q/ bat /y/ yacht /ax/ about
/jh/ joke /hh/ hay /ix/ debit
/ch/ choke /hv/ ahead /axr/ butter
/s/ sea /el/ bottle /ax-h/ suspect
/sh/ she /iy/ beet /pau/ pause
/z/ zone /ih/ bit /epi/ silence
/zh/ azure /eh/ bet /h#/ non-speech
/f/ fin /ey/ bait /bcl/ b closure
/th/ thin /ae/ bat /dcl/ d closure
/v/ van /aa/ bott /gcl/ g closure
/dh/ then /aw/ bout /pcl/ p closure
/m/ mom /ay/ bite /tcl/ t closure
/n/ noon /ah/ but /kcl/ k closure
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5vk . The probabilities are evaluated for all codewords 1
>k>M and for all durations 1>d>D21. The last obser-
vation distributionbj (k,D), which represents the observa-
tion symbol probabilities for all durationsd>D of the phone
is designed according to the equation:

bj~k,D !5 (
d5D

End

Nd
kY (

d5D

End

Nd . ~46!

Here the label End denotes the ending frame of the phone
tokens used. A fixed value ofD510 for all the phones is
found to give satisfactory phone recognition performance.

In the I-HMM based phone recognizer, all parameters
are determined similarly to HMM, exceptai j (d) which are
similar to thebj (k,d) in T-HMM. The duration-dependent
transition probabilitiesai j (d) are determined by counting the
occurrences of phone transitions from phones represented by
statei to phones represented by statej , with the condition
that the transition took place when the first phone duration is
exactlyd frames. LetMd( i , j ) be the number of occurrences
of phone pairs represented by statei and statej in that order,
in which the first phonei has occurred for a durationd. Let
Md( i ) be the number of occurrences of phonei for duration
>d frames; then

ai j ~d!5Md~ i , j !/Md~ i !, for 1< i , j <N; 1<d<D21.
~47!

The last transition probability distributionai j (D) which rep-
resents the transition probabilities for all durationsd>D is
estimated as given below. Here all the transitions, where the
first phone duration is>D, are included in determining the
ai j (D), i.e.,

ai j ~D !5

(
d5D

End

Md~ i , j !

MD~ i !
. ~48!

These equations are repeated for all the states. The value of
D525 is found to give optimum results in our experiment.
The parameter estimation of the TI-HMM based recognizer
directly follows from that of T-HMM and I-HMM, respec-
tively.

The phone recognizer using LC-HMM also has only one
parameter set different from standard HMM, i.e.,bi j (k).
These left phone context-dependent observation distributions
are determined by counting the occurrences of all the code-
words in the phone occurrences when they have occurred
with the specific left context. LetNi j (k) be the number of
occurrences of codewordk, in all the occurrences of phone
j with the left context as phonei . And let Ni j be the number
of occurrences of any codeword in phonej with the left
context as phonei . Hence,bi j (k)5Ni j (k)/Ni j . This is re-
peated for all codewords and phones with all possible left
contexts, including the nonspeech context.

C. Parameter smoothing

In all the new models, the number of parameters to be
estimated has increased compared to a standard HMM. For a
reliable estimate of these parameters, the events correspond-
ing to each parameter have to occur in a large number in the
speech database, which may not be possible. To improve the

estimate of such rarely occurring events, various smoothing
techniques have been explored. In the standard HMM based
phone recognizer, all thebj (k) are restricted to a minimum
value of e50.001, which has been found to be optimum.
However in T-HMM, since the observation distribution has
become duration dependent, the sample histograms derived
have more zeros. Instead of applying a fixed floor~e! to the
distribution, the pdfs at different durations can be smoothed.
This will compensate for the lack of sufficient training data.
Representing the smoothed distribution asb̄ j (k,d),

b̄ j~k,d!5(
l 50

2

h~ l !bj~k,d1 l !, ;d,k. ~49!

The above three-point moving average filter withh( l )5 1
3;

; l is found to be satisfactory.
Similarly the duration-dependent transition probabilities

ai j (d) in I-HMM requires many occurrences of possible
phone pairs, for all durations of the first phone. But some
durations may not have enough occurrences; they are inter-
polated from neighboringai j (d)’s, as in Eq.~50! with filter
coefficientsh( l )5 1

3, ; l , i.e.,

āi j ~d!5(
l 50

2

h~ l !ai j ~d1 l !, ;d. ~50!

In LC-HMM, each phone occurrence with a particular left
context may be infrequent, resulting in poor estimate of the
left context-dependent observation probabilities. One way to
counter this problem is to first compute a context-
independent pdf,bj (k) of the phone, which has a larger
number of events, and hence a better estimate of the pdf. The
context-dependent pdfs are then estimated as a weighted
combination of the context-independent pdf, as shown be-
low, i.e.,

b̄i j ~k!5zbi j ~k!1~12z!bj~k!. ~51!

Here the weighting factorz is a function of the total number
of codewords,Ki j occurring in the phonej for the context
i , i.e., z5Ki j /K j , whereK j5( i 51

N Ki j .

D. Recognition results

The phone recognition of the test set sentences using
each of the new models is obtained using their respective
Viterbi algorithms. The decoded phone string is compared
with the original labeled phone string of the database using
dynamic programming and the performance scores are com-
puted by obtaining the number of phones correctly recog-
nized, inserted, deleted, and substituted. While reporting re-
sults in Table II, since some phone confusions are not

TABLE II. Phone recognition results on core-test set.

Model used
after smoothing

% correct
~40 classes!

HMM 44.48%
T-HMM 46.42%
I-HMM 47.58%
LC-HMM 46.72%
TI-HMM 49.91%

1156 1156J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 R. N. V. Sitaram and T. Sreenivas: HMM with phonetic properties



serious, a reduced phone set of 40 phone classes is chosen,
which includes 39 classes as in Lee and Hon~1989!, plus the
glottal stop /q/, which is treated as a separate class. The
phone groups in which the confusions are allowed are$bcl,
dcl, gcl, pcl, tcl, kcl, epi, pau, h#%, $sh, zh%, $m, em%, $n, en,
nx%, $l, el%, $hh, hv%, $ih, ix%, $aa, ao%, $ah, ax, ax-h%, $uw, ux%,
and $er, axr%.

From Table II it is clear that there is improvement in the
percentage of phones correctly recognized by the addition of
each degree of freedom to the HMM. This shows the impor-
tance of each of the phonetic property in speech recognition
and, second, that they can be incorporated as additional pa-
rameters in the HMM. Recognition accuracy of almost every
phone has shown improvement in the T-HMM compared to
HMM, with diphthongs$ay, ey, aw% accounting for maxi-
mum improvement, in the range of 10%–12%. With incor-
poration of duration~I-HMM, TI-HMM !, long vowels$aa,
iy, aw%, and short vowels$ih, ah, uh, er% have shown remark-
able improvement, followed by other phones such as affri-
cates, fricatives, semi-vowels, nasals, and stops. The left
context modeling~LC-HMM ! helped phones such as /er/,
/ih/, /iy/, /l/, /m/, /n/, etc., which are otherwise susceptible.
By excluding the glottal stop /q/ from the database as done in
Lee and Hon~1989!, the absolute accuracy can be increased
by 2%–3%, as they were almost never recognized in any
experiment. In all the cases the number of phones inserted
~insertion error! was maintained less than 9%.

If the D in T-HMM is chosen smaller than the maximum
duration of the phone being modeled by that state, the tem-
poral structure of the phone up to a durationD is captured
well, but beyondD only one observation pdfbj (k,D) mod-
els the whole phone segment. The choice ofD should de-
pend on the maximum duration of phone but it has to be
chosen considering the availability of enough training data.

E. Discussion

The lacunae of a standard HMM in modeling the dura-
tion and context~temporal dependency!, etc., has been well
recognized. There are several approaches in the literature to
tackle these problems. One approach, such as in SPHINX
~Lee et al., 1990!, incorporates the phonetic properties by
using different HMMs for each triphonic context and apply-
ing duration penalty while decoding, resulting in a very large
and complex HMM network. In another approach~Ljolje and
Levinson, 1991; Ljolje, 1994! the HMM state is made more
powerful by adding extra degrees of freedom to incorporate
the phonetic properties. The difference between the two is, in
the first approach, knowledge is added to the recognition
system in the form of a complex network, but the basic
HMM form is retained to be the same; whereas, in the sec-
ond approach, the basic HMM is made more powerful so that
the overall recognition system will be a simple ergodic net-
work, and the statistical parameters of the resulting model
can be optimized using all the phonetic properties simulta-
neously. In the first approach the parameters of the duration
and acoustic models are optimized independently. The
present paper falls into the second category, where the em-
phasis is on making a single HMM state to characterize a
phone. In a series of papers Ljoljeet al. ~1991, 1994! worked

in this direction; initially they used a CVD-HMM~Levinson,
1986! where an extra pdf in each state models the phone/
state duration, dispensing with state’s self-loop. The
duration-dependent transition probabilities of I-HMM and
TI-HMM used in our present work help toward better pho-
netic decoding as they also carry information of contextual
effects on the duration of phones. For example, a contention
whether a phonej or a phonek should follow phonei , can
occur in a CVD-HMM based phone decoding if transition
~bigram! probabilities ai j and aik are comparable; but if
phonei has different duration pdfs in the contextj and k,
respectively, thenai j (d) andaik(d) of I-HMMs will resolve
this by proving which phone is more probable when the ini-
tial phone i has occurred ford time instants. Note that
( j 51

N ai j (d)51 ~j varying across all contexts!, for any d in
I-HMM. This is a novel way of capturing durational infor-
mation of a phone in a context, rather than maintaining sepa-
rate duration pdfs for each context.

Although a CVD-HMM state characterizes the duration
of a phone, its single observation pdf is not sufficient to
capture the spectral variations of a phone, as discussed ear-
lier. Recognizing this, in his later paper Ljolje~1994! uses
three sequential distributions~similar to a LR-HMM! in the
CVD-HMM state to characterize the spectral variations of a
phone. Ljolje~1994! models each of the properties~acous-
tics, phonotactics, duration, etc.! independently and also
gives extra weight to some of the properties while decoding.
Whereas in our work, for catering multiple observation pdfs
for each phone, we developed new models such as TI-HMM,
with complete mathematical solutions which also capture the
duration implicitly. And, we use the actual probabilities of
each phonetic property without fixing any arbitrary weight-
age.

Ljolje ~1994! proposed a novel way of context modeling
called quasitriphonic model with good success. We have
shown how to incorporate the left contextual effect in a
HMM ~LC-HMM !, retaining the single state-to-phone rela-
tionship, thus maintaining the simplicity of the original sys-
tem. This leaves scope for extending the context dependency
to triphonic level, utilizing ideas like quasitriphonic models,
generalized triphones~Leeet al., 1990!, etc., yet maintaining
the simplicity of a single state-to-phone relationship.

In our new HMMs, the number of model parameters has
significantly increased and some novel methods to effec-
tively estimate the parameters from the given amount of
training data have to be developed~Sitaram and Sreenivas,
1997!; this work is presently being carried out with good
success. As this approach consists of a single ergodic model,
many other phonetic properties, such as trigram~Lamel and
Gauvain, 1993; Ljolje, 1994!, can also be easily incorporated
into our system.

V. CONCLUSIONS

Recognizing the weakness of a standard HMM for
phone recognition, which is crucial for the success of con-
tinuous speech recognition, in this paper we incorporate
three important properties of a phone into the HMM. We
have proposed three new HMMs, in each case making the
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HMM state more powerful. Algorithms for parameter esti-
mation and Viterbi decoding of the new HMMs are pre-
sented. Experiments with theTIMIT database show the impor-
tance of phonetic properties for the recognition accuracy.
This study opens a new line of thought to find useful prop-
erties of speech and to try to incorporate them in HMMs. By
using a bigger training set and newer parameter estimation
techniques, we feel the proposed models will perform better.

APPENDIX: SOLUTIONS OF TI-HMM

The algorithms of T-HMM given in Sec. I A are appli-
cable to TI-HMM with the following changes: In the
forward–backward algorithm Eqs.~4! and ~5! become

a t11~ j ,1!5 (
t51

t

(
i 51

N

a t~ i ,t!ai j ~t!bj~Ot11,1!, iÞ j ,

~A1!

a t11~ j ,d11!5a t~ j ,d!aj j ~d!bj~Ot11 ,d11!, ~A2!

and Eq.~9! becomes

b t~ j ,d!5F (
i 51,iÞ j

N

b t11~ i ,1!aji ~d!bi~Ot11,1!G
1b t11~ j ,d11!aj j ~d!bj~Ot11 ,d11!. ~A3!

In the re-estimation formulae Eqs.~15! and ~16! become

j t iÞ j~ i , j ,d!5
a t~ i ,d!ai j ~d!bj~Ot11,1!b t11~ j ,1!

P~O/l!
, ~A4!

j t i 5 j~ i ,i ,d!

5
a t~ i ,d!aii ~d!bi~Ot11 ,d11!b t11~ i ,d11!

P~O/l!
. ~A5!

Unlike Eq. ~17! the transition probabilities of TI-HMM are
re-estimated as follows:

for d,D ai j ~d!5 (
t51

T21

j t~ i , j ,d!Y (
t51

T21

g t~ i ,d!,

1< i , j <N; ~A6!

ai j ~D !5 (
t51

T21

(
d5D

T

j t~ i , j ,d!Y (
t51

T21

(
d5D

T

g t~ i ,d!,

1< i , j <N. ~A7!

And in Viterbi algorithm, Eqs.~22!–~25! become:

d t11~ j ,1!5 max
1<t<t

max
1< i<N

@d t~ i ,t!ai j ~t!#bj~Ot11,1!,

iÞ j , ~A8!

d t11~ j ,d11!5d t~ j ,d!aj j ~d!bj~Ot11 ,d11!, ~A9!

D t~ j ,i !5arg max
1<t<t21

@d t21~ i ,t!ai j ~t!#,

1< i<N, iÞ j , ~A10!

C t~ j !5arg max
1< i<N

@d t21„i ,D t~ j ,i !…ai j „D t~ j ,i !…#, iÞ j .

~A11!
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Simple model of a piano soundboard
N. Giordano
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The vibrational properties of a simple finite-element model of a piano soundboard are considered.
The main focus is on the behavior of the mechanical impedance in the musically important
frequency range;50– 104 Hz. The model includes the effects of elastic anisotropy and the ribs. It
is argued that the ribs are an essential ingredient for producing the behavior of the impedance which
is observed experimentally. ©1997 Acoustical Society of America.@S0001-4966~97!01008-4#

PACS numbers: 43.75.Mn@WJS#

INTRODUCTION

The problem of modeling a piano would at first glance
seem to be straightforward. One needs to consider the vibra-
tions of a flexible string which is held fixed at one end and is
attached to a flexible plate, the soundboard, at the other. The
vibrations of the soundboard lead in turn to sound produc-
tion. However, while the physics of vibrating strings and
plates is generally well understood, there are numerous com-
plications, such as the effects of string stiffness, the precise
nature of the connection of the string to the soundboard
~which leads to coupling of the different modes of polariza-
tion of the vibrations of the string!, the nonlinear behavior of
the hammers, and the complicated shape of the soundboard.
Because of such difficulties, the current state of the art in
piano modeling does not produce a convincing piano sound;
nevertheless, progress has been made toward this goal in
recent years. For example, Chaigne and Askenfelt1,2 have
treated the hammer–string interaction in detail, along with
the effect of string stiffness, and have obtained good agree-
ment with certain aspects of the experimental observations.
However, their calculations do not include coupling to the
soundboard, assuming instead that both ends of the string are
held perfectly rigid. Energy loss from the string is then ac-
counted for through the use ofad-hoc frequency-dependent
damping terms which are added to the equation of motion for
the string. This approach has serious limitations, as it pre-
cludes, for example, any treatment of coupling between
strings.

One would clearly like to model the soundboard in a
quantitative manner, and while progress along these lines has
been made for the piano,3–7 the guitar,8–11 and the violin,12

much remains to be done in this area. The purpose of the
present paper is to discuss a simple model of a piano sound-
board, and compare its properties with those observed for
real soundboards. The model that we ultimately arrive at will
be an extremely simple one consisting of a square board,
with the grain oriented parallel to one edge of the board and
with ribs running perpendicular to the direction of the grain.
This is certainly not intended to be a ‘‘completely realistic’’
model of a real soundboard, but rather as an aid in under-
standing those aspects of the board which are essential for its
proper acoustical performance. One of the goals of this work
is to construct a real-time model~as opposed to one which
operates in the frequency domain! which can be used in con-

junction with piano string simulations like those of Ref. 1.
We will also attempt to identify how different properties of
the model, such as elastic anisotropy and the presence of
ribs, affect the behavior. Our calculations and arguments are
not profound, but we believe that they bring out some im-
portant points that we have not seen discussed previously in
the literature.

I. EXPERIMENTAL FACTS AND SOME GENERAL
OBSERVATIONS

Figure 1 shows, in schematic form, results for the mag-
nitude of the mechanical impedance,uZu[F0 /v0 , as a func-
tion of frequency from experiments with an upright piano.13

Here F0 is the amplitude of an applied force, which is a
sinusoidal function of time with frequencyf . This force is
applied to a particular point on the board~as will be specified
below!, andv0 is the steady-state amplitude of the velocity
of the board at the same location, also at frequencyf . While
our sketch shows the impedance as a fairly smooth function
of frequency, the effects of soundboard resonances are
clearly seen in the measured data, and several such reso-
nances are shown semiquantitatively in Fig. 1. We also show
the measured sound power level as a function of frequency,
as recorded with a microphone a short distance from the
soundboard. Here the board was driven harmonically, and
F0 was adjusted to obtain the same value ofv0 at all fre-
quencies. The bottom plot in Fig. 1 shows the phase of the
steady-state soundboard velocity relative to the drive force.
We will be comparing all of the results in Fig. 1 with our
model calculations below. The results for the impedance in
Fig. 1 are the main experimental facts that we wish to un-
derstand and explain. It is worthwhile at this point to con-
sider precisely which features of the experimental results are
musically important. Let us discuss the frequency ranges
,100, 100– 103, and 103– 104 Hz separately.

At frequencies which are below the fundamental sound-
board mode,uZu increases asf is lowered. For the particular
soundboard considered in Ref. 13 this mode occurred near
100 Hz, and that seems to be a typical value.3,5,15The sound
generation efficiency in this range will generally be very
low, since the size of the source differs greatly from the
wavelength of the radiation; this low efficiency is also evi-
dent from the measurements~Fig. 1!. In addition, the funda-
mental frequency for most strings is above this range, so they
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do not drive the soundboard at these frequencies. The behav-
ior of uZu in this range should also be relatively easy to
model, since as we will see below it depends mainly on
having the fundamental soundboard mode at the proper fre-
quency.

In the range 100– 103 Hz one finds thatuZu exhibits a
number of resonances, and it varies around an ‘‘average’’
value which is near 103 kg/s. This average value depends
somewhat~by a factor of;2! on the position at which one
measures the impedance~i.e., where the force is applied!.
The resonant structure inuZu arises from the many sound-
board modes which occur above the fundamental. As is well
appreciated,13,16,17it is important that this resonant structure
not be too pronounced, as it could lead to an uneven re-
sponse as one moves across the keyboard. The difference
between the peaks and valleys inuZu, and the widths of these
resonances, will depend on the magnitude of the loss. We
should also note that the resonant structure inuZu varies with
location on the soundboard.13 It seems likely that good pi-
anos are designed to avoid positioning a string at locations
where it can strongly excite a resonance corresponding to its
particular frequency. A second important feature of the im-
pedance in this frequency range is its overall value. This is
important with regards to the strength with which a string
couples to the soundboard. The efficiency with which energy

is transmitted from the string to the soundboard is governed
by the impedance mismatch between the two. This is of great
importance, since it determines the rate at which a string
vibration decays and hence the duration of the sound. It
seems likely that the value ofuZu seen in Fig. 1, which has
also been reported elsewhere,18 gives the ‘‘proper’’ amount
of coupling and hence the proper decay rate. Here the term
‘‘proper’’ means that the coupling and decay rate yield
sounds which are musically pleasing to a listener. Thus it is
also the behavior observed in concert-quality pianos. A suc-
cessful soundboard model should therefore give an imped-
ance near 103 kg/s in this middle frequency range. This con-
clusion has also been reached by Conklin.19

Lastly we consider the high-frequency range
103– 104 Hz. Here the resonant structure is much less pro-
nounced than at lower frequencies, and there is a monotonic
decrease inuZu from a value near 103 kg/s at;103 Hz to
;30 kg/s at 104 Hz.20 We believe that this falloff is impor-
tant for the following reason. The string impedance varies
somewhat across the keyboard, from;10 kg/s in the bass to
;5 kg/s in the treble,13 and is always much less than the
impedance of the board. We have already noted that the
string-soundboard mismatch determines how fast a string vi-
bration will decay. It is well-known that this decay time be-
comes shorter as one moves from strings in the bass to those
in the treble, and also that for a given string the decay time
becomes shorter as one goes to the higher frequencies
~higher-order partials!.21,22 Theoretically we know that the
decay time will become shorter as the impedance mismatch
is reduced. Hence one way to account for this behavior of the
decay time is to assume thatZ of the soundboard decreases
at high frequencies so as to reduce the mismatch with the
string. The argument then is that the decrease of the imped-
ance of the soundboard observed at high frequencies is im-
portant for obtaining the proper frequency dependence of the
decay rate. Given that this is also observed in the experi-
ments of Ref. 13, the implication is that a successful sound-
board model must exhibit this behavior.~However, there
may be other sides to this argument; we will return to this
point below.23!

Let us now consider what is perhaps the simplest pos-
sible model of a soundboard, and compare its properties to
those we desire. The board is modeled as a single mass con-
nected to a rigid support via a spring, with a damping term to
account for sound generation and losses inherent in the board
itself. A plausible equation of motion is then

m
d2z

dt2
52Kz2R

dz

dt
1F, ~1!

wherez is the displacement~not to be confused withZ!, m
the mass of the soundboard,K is the spring constant,F is an
applied force due to the string, andR determines the magni-
tude of the damping. The properties of this simple ‘‘single
oscillator’’ model of the board can be readily calculated. If
we assume a driving force of the formF5F0eivt, the
steady-state velocity of the board is given by16

FIG. 1. Schematic soundboard properties after the results given in Ref. 13
for an upright piano. Top: magnitude of the mechanical impedance; middle:
sound power level;14 bottom: phase of the soundboard velocity relative to
the phase of the driving force. The resonant structure due to a few of the
lowest modes is shown. The results were obtained by exciting the board at a
point on the treble bridge near the center of the soundboard, and the velocity
was measured at the driving point~the results for other excitation points
were similar!. Note that the result for the sound level was obtained with a
constant velocity at the driving point.
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v5
F0eivt

R1 i ~vm2K/v!
. ~2!

The mechanical impedance isZ[F/v. From~2! we find that
above the resonant frequency of the board~v05AK/m!, the
imaginary part ofZ increases with frequency, while its real
part is constant. Since the energy loss rate is equal to
Re~Fv!5Re~F2/Z! @here Re~ ! denotes the real part of an ex-
pression#, one sees that the loss will decrease rapidly at fre-
quencies abovev0 . This high-frequency response is ‘‘mass
dominated,’’ and it is seen to be property of any mass-spring
system at frequencies above all of the resonant frequencies
of the system.

For a real piano soundboard the fundamental resonance
is typically near 100 Hz, and the resonant frequency of the
model ~1! can always be adjusted to give this value for
v0 . The other parameters in the model can then be chosen to
give an overall value ofuZu near the desired 103 kg/s. How-
ever, the single oscillator model exhibits an impedance
which increases above its resonant frequency, so it willal-
waysyield a string decay rate that decreases with increasing
frequency. If a real soundboard were to behave in this fash-
ion, only the high frequency partials would remain after a
short time, yielding an unpleasant tone. This is, of course,
contrary to observations.21,22,16

The difficulty with the single oscillator model~1! can be
restated as follows. The fundamental~i.e., lowest frequency!
mode of the soundboard must be near 100 Hz, so as to match
the fundamental mode of real soundboards. However, the
behavior at frequencies up to at least 104 Hz must not be
‘‘masslike.’’ The only way this can happen is for the sound-
board to have a distribution of resonant modes over this
range. It must therefore be treated as a spatially extended
system, which should not come as a surprise. A model with
only one or a small number of oscillators must therefore be
inadequate for a treatment of the behavior at frequencies
above a few hundred Hz. This leads us to consider a spatially
extended model in the next section.

We should note that a model which employs~1!, or
something like it, to describe each of a small number of
oscillators may be useful in dealing with the low-frequency
behavior. Models of this kind for a guitar soundboard have
been used successfully in the appropriate low-frequency
range.9–11

II. ISOTROPIC BOARD

There have been several previous discussions of piano
soundboards, from both experimental and theoretical points
of view.24 Among the experiments have been studies of the
detailed vibrational modes, the eigenfrequencies and eigen-
vectors, exhibited by specific soundboards. This work has
usually focused on the lowest few modes, typically below a
few hundred Hz,4,5,13,15,19,25since at higher frequencies the
relative separation of the modes becomes small and their
displacement patterns~eigenvectors! become more compli-
cated, making the modes difficult to distinguish individually.
Theoretically it has been shown that these low-frequency vi-

brations can be understood quantitatively in terms of models
based on vibrating plates, provided that one includes the ribs
and bridges. One interesting observation5 is that the vibra-
tions of the rim must also be included in order to accurately
account for the modal frequencies and eigenvectors.

Since our ultimate goal is to produce a soundboard
model which can be used for time-domain simulations of the
entire string-soundboard-sound system, it is necessary to
push the modeling to higher frequencies. We will therefore
attempt to focus instead on the general features of the model
which are needed to obtain the behavior which was discussed
in the previous section. Our aim is not to construct a model
which accurately accounts in detail for the vibrational modes
of any real soundboard. Rather, we want to understand what
ingredients are necessary in order for a model to exhibit the
general behavior observed for the impedance as a function of
frequency as sketched in Fig. 1. Of course, at some point in
the future one may want to design a model which does both.

In this and the next two sections we will consider sev-
eral models of vibrating plates. The first and simplest model
we consider is a homogeneous, isotropic plate. The equation
of motion is then16,26

rh
]2z

]t2 52D¹4z, ~3!

where z is the displacement of the plate in the direction
perpendicular to its plane,h its thickness,r its density, and
D is the rigidity which is given by

D5
h3E

12~12n2!
. ~4!

Here, E is Young’s modulus, andn is Poisson’s ratio. We
consider a thin plate with vibrations only alongz, so ¹2

5]2/]x21]2/]y2. This model assumes that the plate is elas-
tically isotropic, while a real soundboard certainly is not. We
will add anisotropy to the model in the next section, but it is
useful to consider the isotropic case first.

While the equation of motion~3! can be solved exactly
~for simple plate geometries!, we will soon be considering
more complicated models for which such solutions are not
readily available.27,28 We will therefore consider the finite
difference version of~3! in which the plate is divided into
N2 elements, each of area~Dx!2 and massrh~Dx!2, ar-
ranged on a square grid. The displacement of the plate as a
function of position and time then becomesz~x,y,t !
→z~ i , j ,n!, where i , j , andn are integers withx5 iDx, y
5 j Dx ~for simplicity we take the grid size to be the same in
the x and y directions!, and t5nDt. We then write the de-
rivatives in ~3! in the usual finite difference forms,29 and
rearrange to obtainz~ i , j ,n11!, the displacement at time
stepn11, in terms of the displacement at earlier times. The
result is
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z~ i , j ,n11!5a1z~ i , j ,n!1a2z~ i , j ,n21!1a3@z~ i 12, j ,n!24z~ i 11, j ,n!16z~ i , j ,n!24z~ i 21, j ,n!1z~ i 22, j ,n!#

1a4@z~ i , j 12, n!24z~ i , j 11, n!16z~ i , j ,n!24z~ i , j 21, n!1z~ i , j 22, n!#1a5@z~ i 11, j 11, n!

1z~ i 11, j 21, n!1z~ i 21, j 11, n!1z~ i 21, j 21, n!22z~ i 11, j ,n!22z~ i 21, j ,n!22z~ i , j 11, n!

22z~ i , j 21,n!14z~ i , j ,n!#1a6F~ i , j ,n!, ~5!

where we have grouped the terms according to their origin
~this grouping will also be convenient when we discuss gen-
eralizations of the model below!. The coefficientsai are
given by

a15
2

11b
, a25

211b

11b
,

a35
2D~Dt !2

rh~Dx!4 , a45
2D~Dt !2

rh~Dx!4 , ~6!

a55
22D~Dt !2

rh~Dx!4 , a65
~Dt !2

rh~Dx!2 ,

with

b5
RDt

2rh
. ~7!

The parameterb is a measure of the dissipation, as we have
now generalized the model~3! slightly by adding both a
driving force and damping. The force applied to element
~ i , j ! at time stepn is F~ i , j ,n!, and is allowed to be a
function of position. The damping force on a mass element is
assumed to be of the form2Rv~ i , j !~Dx!2, wherev~ i , j ! is
its velocity andR is a parameter which sets the scale for the
damping@compare with~1!#.

For the calculations we began withz~ i , j ,0!50 for all
i and j ; i.e., an undisplaced board at timet50. A force
F0 sin~2pft! was then applied at only one grid site so as to
have the same situation as in measurements of the driving
point impedance. The displacement of the board as a func-
tion of time was then computed iteratively using~5!. Here
and for all of the calculations described below, clamped
boundary conditions were employed at the edges of the
board so as to approximate a soundboard clamped to a rim.
Our main concern will be with the behavior at frequencies
well above those of the lowest modes, so we expect that
similar results would be found with simply supported or
hinged boundaries~the modes at the lowest frequencies are
generally the ones affected most by the boundary condi-
tions!. At each frequency the simulation was run for several
~usually ten or more! periods of the drive frequency to allow
the system to reach a steady state, before calculating the
amplitude of the velocity at the driving point~used to calcu-
late uZu!, the phase of this velocity relative toF, and other
quantities.30

Some typical results for an isotropic board are given in
Fig. 2 where we show the driving point impedance as a func-
tion of frequency for two choices of the Young’s modulus.
Here we consider onlyuZu; phase information is also avail-
able, but we will not consider it until we have arrived at a

model which yields acceptable results foruZu ~which will not
come in this section!. uZu is the ratio of the amplitude of the
force at a particular location to the amplitude of the velocity
of the board at the same location. Note that we chose a
driving point somewhat off center~see the caption of Fig. 2!,
to avoid the nodal lines of any especially symmetric modes.
We have assumed a square soundboard 1 m across~as a very
rough approximation to an upright piano!, with a uniform
thickness of 1 cm and a density of 0.5 g/cm3 ~typical of the
spruce used for soundboards!. We have taken the Young’s
modulus to beE5131010 N/m2 in one of the calculations,
and 43108 N/m2 in the other. In both cases we used a Pois-
son’s ratio ofn50.3. Since wood is anisotropic it has dif-
ferent values of these parameters along, as compared to
across, the grain. These are typical along-the-grain and
across-the-grain values ofE for quarter cut spruce~this is the
type of cut used for soundboards!.31,19As our model assumes
isotropy, the best we can do at this point is consider the
behavior for these two extremal values ofE. A quantity
which is more difficult to estimate is the loss parameterR.
Fortunately it is not as important as the others in determining
the overall behavior, and especially the average magnitude,
of uZu. Its main role at this point is to remove singularities at
the resonances and smooth out the response. Since we are
interested in only the general behavior and not in the details
of specific resonances, the rather coarse frequency steps used
in the calculations of Fig. 2 were sufficient. The solid lines in

FIG. 2. Calculated driving point impedance for an elastically isotropic
board. The board was 131 m2, the spatial step size used in the calculation
was Dx50.02 m, and the loss factor wasR51 kg/~m22s!. Filled circles:
E5131010 N/m2, n50.3. Open circles:E543108 N/m2, n50.3. The
driving point was atx5y50.3 m, with the origin at one corner of the
board.
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the figure simply connect the calculated values, but the over-
all behavior ofuZu should be clear.

We first consider the behavior for the stiffer board~the
larger value ofE!. The lowest resonant mode in this case
occurs near 80 Hz; this resonance is signaled by the dip in
uZu at this frequency. Additional calculations, which are not
shown here, verified the location of the resonance and also
its eigenvector. The resonant frequency is in agreement with
the exact result for the lowest mode with these boundary
conditions, which is;77.5 Hz.16 Below this frequencyuZu
increases asf is reduced, as expected for the stiffness domi-
nated regime of an oscillator.16 At higher frequenciesuZu
fluctuates considerably, as one passes through many reso-
nances. The relative magnitudes of these fluctuations and the
quality factors of the resonances are functions of the loss
factorR, and we have chosen its value to give results which
roughly match those observed for real soundboards.13 Com-
paring the calculateduZu with the observations in Fig. 1 we
note several differences. We begin with the result forE51
31010 N/m2, the stiffer of the two cases considered. First,
the average value ofuZu calculated at intermediate frequen-
cies, 100– 103 Hz, is close to the experimentally measured
value of 13103 kg/s. However, at frequencies in the range
103– 104 Hz, the calculateduZu is too high and does not fall
sufficiently as frequency is increased. Indeed, it is approxi-
mately independent of frequency from below 100 to
104 Hz. For the softer board~E543108 N/m2! the imped-
ance is too low at low frequencies by nearly a factor of 10,
and also does not fall as rapidly at high frequencies as ob-
served in the measurements, Fig. 1. The trends seen in going
from the stiff to the soft board make it clear that no choice of
E for an isotropic board will yield the behavior observed for
the impedance of real soundboards.

Perhaps most troubling is the fact that the calculated
impedance varies little with frequency, especially since we
have argued that this is a crucial feature of the behavior of
real soundboards. That this result should be found in the
calculation can be understood as follows. The ‘‘average’’
value of Z will depend on the density of modes in a given
frequency range. For a vibrating plate at frequencies above
the lowest few modes, the density of modes is a constant,17,16

so it is not surprising to find thatuZu is also approximately
constant, as we have observed. Indeed, analytic results con-
firm that uZu for an infinite board is a constant for this
model.32

Since we want our model to exhibit an impedance which
decreases substantially above 103 Hz, let us consider how
one might obtain such behavior. In order to reduceuZu the
velocity of the board must be larger for a given amplitude of
the force; i.e., the board must be effectively softer. One way
to make the board softer is to reduce the Young’s modulus.
However, as we have seen from Fig. 2, simply reducingE
will not take us to this goal. This is not surprising in view of
the density of modes argument just given. This leads us to
consider a somewhat more realistic model, a board with elas-
tic anisotropy, which will be described in the next section.

III. ANISOTROPIC BOARD

Real soundboards are generally made of quarter cut
wood,31,19 so that elastically they are highly anisotropic. In
terms of the Young’s modulus the anisotropy is typically a
factor of;10 or more. We therefore consider an anisotropic
model with different elastic constants in thex and y direc-
tions. We will imagine that the grain of the soundboard runs
parallel to thex axis, so that the ‘‘soft’’ direction is along
y.33 The equation of motion for such a board, which is gen-
erally termed ‘‘orthotropic,’’ is5,34

rh
]2z

]t2 52Dx

]4z

]x42~Dxny1Dynx14Dxy!
]4z

]x2 ]y2

2Dy

]4z

]y4 , ~8!

where the rigidity factors are

Dx5
h3Ex

12~12nxny!
, Dy5

h3Ey

12~12nxny!
,

~9!

Dxy5
h3Gxy

12
.

HereEx andnx are the Young’s modulus and Poisson’s ratio
for thex direction, etc., fory, andGxy is the shear modulus.
Converting to a set of difference equations, the form is the
same as~5! and the coefficients become

a15
2

11b
, a25

211b

11b
, a35

2Dx~Dt !2

rh~Dx!4 ,
~10!

a45
2Dy~Dt !2

rh~Dx!4 , a55
2Dxy~Dt !2

rh~Dx!4 , a65
~Dt !2

rh~Dx!2 ,

where we have included a driving force and damping as be-
fore.

Some results foruZu for a square orthotropic plate are
given in Fig. 3. Here we have used a set of elastic constants
which have been measured for a real soundboard,5 and which
are also close to values given elsewhere in the literature.31

FIG. 3. Calculated driving point impedance for an orthotropic~anisotropic!
board. Values of the elastic constants appropriate for spruce were used:Ex

5131010 N/m2, Ey543108 N/m2, G513109 N/m2, nx50.4, and ny

5 0.01. The other parameters were the same as in Fig. 2.
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Other plausible values for the elastic constants yield similar
results. Comparing with the experiments in Fig. 1 we find
that uZu is too small by about a factor of 4 in the range
100– 103 Hz, implying that our orthotropic model is not stiff
enough in this range. In addition, the calculated impedance
again varies much too weakly with frequency above
;103 Hz, as it decreases by less than a factor of;2 in
going from 103 to 104 Hz ~note that the vertical scale in Fig.
3 spans only one decade, and is thus quite different from
those in our other impedance plots!. The measured imped-
ance drops by a factor of;30 in the same range. This weak
frequency dependence ofuZu should come as no surprise,
since for an orthotropic board the density of modes is again
independent of frequency at high frequencies.5

IV. ANISOTROPIC BOARD WITH RIBS

The behavior found for the orthotropic board in Fig. 3
indicates thatuZu is too small at low frequencies. We thus
need to make the board stiffer in this frequency range; this
can be accomplished by choosing a material with a larger
Young’s modulus, or employing a thicker board, or both.
However, we would still have the problems of too little fre-
quency dependence from 103– 104 Hz, and an impedance
which is too large at high frequencies. We need to devise a
way to construct a board which is effectively stiffer at low
frequencies~long wavelengths!, but is at the same time softer
at high frequencies~short wavelengths!. From a qualitative
standpoint this can be accomplished by adding ribs to the
board. Consider ribs that run along the ‘‘soft direction,’’
which in our case isy; i.e., across the grain as on a real
soundboard. Ribs can increase the stiffness in two ways.
First, they can have a larger Young’s modulus than the
across-the-grain value; that is,Erib.Ey . Second, they add
thickness to the board thus increasingh, and this increases
the rigidity as can be seen from~9!. In words, this simply
means that a thick board is harder to bend than a thin one,
even if E is held fixed. The ribs thus cause long wavelength
vibrations to experience a stiffer board. Here ‘‘long’’ means
a wavelength comparable to or greater than the rib spacing.
On the other hand, vibrations with wavelengths smaller than
the rib spacing can effectively fit into the spaces between ribs
and thus experience a softer board characteristic ofEy .

These arguments have motivated us to study a model in
which ribs are added to the orthotropic board of the previous
section.35 Ours is not the first soundboard model to include
ribs, as such a model was also considered by Kindel.4,5 How-
ever, his concern was with the precise eigenfrequencies and
eigenvectors of the low-frequency modes~generally below a
few hundred Hz!, whose wavelengths are larger than the rib
spacing. He was therefore able to employ a model similar to
~8! with suitably chosen, i.e., spatially averaged, values for
the rigiditiesDx , Dy , andDxy , and other parameters. In this
way, he was able to employ an equation of motion similar to
~8! which was appropriate~and accurate! for the long wave-
length modes which were his primary concern. However,
since we are also interested in the short wavelength modes
we must explicitly include the position dependences of the
elastic constants and board thickness. Our approach is moti-
vated by the finite difference form for the equation of motion

~8!, which can be interpreted as simply Newton’s second law
for the mass elements of volumeh~Dx!2 which make up the
board.

We begin with an orthotropic board similar to that
treated in the previous section. We then add ribs and let them
be evenly spaced and run parallel to they direction~which is
perpendicular to the direction of the ‘‘grain’’ in the model!.
The ribs are taken to be narrow, and for simplicity we give
them a width of one spatial grid size,Dx. For our typical
calculations this corresponds to 1 to 2 cm, which is close to
the width in a real case.36 In the regions of the board between
the ribs@i.e., for the corresponding values of~ i , j !# the equa-
tion of motion is the same as~8! with the rigidities given
previously~9!, since the elastic restoring forces and the ge-
ometry of the mass elements are the same as for a board
without ribs. For locations on the ribs we assume that we can
use an equation of motion of the same form, but with several
parameters altered due to the different thickness and Young’s
modulus of the ribs. For the rib locations we take

Dx,rib5
h3Ex

12~12nxny!
, Dy,rib5

~h1hrib!3Erib

12~12nxny!
,

~11!

Dxy,rib5
~h1hrib!3Gxy

12
,

wherehrib is the thickness of a rib, andErib is its Young’s
modulus~we ignore any anisotropy here!. The physical mo-
tivation for these expressions for the rigidities can be under-
stood as follows. Since a rib is only one spatial step wide and
runs parallel toy, the connection to neighboring parts of the
board in thex direction will be the same as if there were no
rib present. Hence the resistance to bending in the direction
perpendicular to the rib, and thusDx,rib , will be the same as
without ribs. Things are different along the rib directiony as
here the rib must bend with the board. For this reason, the
rigidity Dy,rib is determined by the thickness of the board
plus rib, h1hrib , and the Young’s modulus of the rib,Erib

~assumed to be much larger thanEy!. For the shear term we
have for simplicity assumed that it is the same as without
ribs, except that we allow for the thickness of the rib.37 Fi-
nally, we have neglected changes in Poisson’s ratio on the
ribs, as these have a numerically small effect in~11!. Our
expressions for the rigidities are at best approximate; in par-
ticular, they ignore factors which arise due to the fact that the
‘‘neutral surface’’ of a rib, i.e., the plane through the center
of mass of a rib is displaced relative to that of the board
without ribs.5 Including these effects has been shown to alter
the form of the equation of motion, although the additional
terms appear to be numerically small in our case. In any
event, to do a better job would require a more extensive
finite-element analysis, with much smaller spatial step sizes
~much smaller than the rib width!. While such an analysis
might be warranted~and would be interesting to pursue! in
the future, we believe that at this stage a computationally
simpler, albeit approximate, approach will yield more physi-
cal insight. A similar approach yielding a ‘‘practical’’ theory
of the orthotropic plate has been shown to give results close
to the exact, and much more involved, theory.7
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Our numerical scheme for a board with ribs may be
summarized as follows. At all locations~ i , j ! we use the
finite difference result~5! to computez~ i , j ,n11!. For loca-
tions ~ i , j ! which are not on a rib we use the coefficientsai

from ~10! with the rigidities~9!. For locations which are on a
rib we use the same form for theai coefficients, but with the
following changes: The rigidities are taken from~11! and the
factors ofh which appear explicitly in~10! are replaced by
h1hrib . The loss factorR is the same as for the off-rib
locations.

We have investigated the behavior of our model with
ribs for a variety of parameter sets, and the results presented
in Fig. 4 are typical. The elastic constants used here are those
measured by Kindel for a real soundboard, and which he
found to give good agreement with experiment in his model
calculations of the low-frequency modes for a grand piano.
These parameter values are also close to those reported else-
where in the literature.31 We have assumed a rib thickness of
1 cm and a Young’s modulus of the rib of
Erib5231010 N/m2. As one would expect from~11!, very
similar results are found if the rib thickness is increased and
Erib is reduced. The results in Fig. 4 exhibit all of the features
that we have argued are musically important. First, the fun-
damental frequency is near 100 Hz. Second,uZu is approxi-
mately constant with a value near 103 kg/s in the range
100– 103 Hz. Third, the impedance drops significantly as the
frequency increases from 103 to 104 Hz. All of these features
agree at least semiquantitatively with measurements on real
soundboards, and they can also be readily understood on a
physical basis.

At low frequencies the ribs increase the stiffness of the
board in they direction. This increases the impedance at low
frequencies as compared to the orthotropic board without
ribs in Fig. 3. For the results shown here we assumed that
there are 12 ribs, which seems to be a typical value, and that
they are evenly spaced across the board. This rib configura-
tion together with the values used for the rib thickness and
Young’s modulus given above, resulted in a value ofuZu at
100 Hz which is quite close to the desired value. Our calcu-

lations show that this impedance can be increased by adding
more ribs, increasing their thickness, increasingErib , or any
combination of these changes.

For the calculation shown in Fig. 4, the ‘‘average’’ value
of the impedance~i.e., the value found after averaging over
the resonances! was approximately constant from 100 up to
;2000 Hz, and then decreased at higher frequencies. The
frequency at whichuZu began to decrease was found to de-
pend on the number of ribs. As the number of ribs was re-
duced this frequency dropped, while adding ribs keptuZu
constant up to a higher frequency. This agrees with the ar-
guments given at the beginning of this section. The ribs in-
crease the stiffness and hence increaseuZu for wavelengths
comparable to or longer than the rib spacing, while allowing
the board to be ‘‘softer’’ at shorter length scales. Indeed, we
see that the impedance at 104 Hz for the board with ribs
approaches the value observed for the orthotropic board
without ribs, Fig. 3.

The results in Fig. 4 agree fairly well, but not perfectly,
with the measured results. The main difference between the
two is that the calculated impedance at 104 Hz is somewhat
larger, here by about a factor of 3–5, than the experimental
value. This difference could perhaps be eliminated by fine
tuning the elastic constants and adjusting the properties of
the ribs~their number, spacing, length, and thickness!. How-
ever, given the approximate nature of our model, we do not
consider such ‘‘fits’’ to be warranted at present. It is also
interesting to compare our calculations with the measure-
ments of Conklin;19 as mentioned above, Conklin reported
thatZ is essentially frequency independent from 1000–5000
Hz. It is seen that the calculated impedance for a board with
ribs in Fig. 4 changes only a little over this range, with most
of the decrease at higher frequencies. Hence our calculation
seems consistent with the experiments of both Wogram13 and
Conklin.19 In any event, it seems safe to conclude that this
model contains the ingredients necessary to account for the
general behavior observed experimentally.

V. OTHER SOUNDBOARD PROPERTIES

So far we have focused our attention entirely on the
behavior ofuZu. In this section we will consider two other
important properties, the phase associated with the imped-
ance and the sound production. Results for the phase anglef
between the driving force and the soundboard velocity are
shown in Fig. 5. These results are for the board with ribs
considered in Fig. 4. At low frequencies,f ,100 Hz, the
board velocity is largely out of phase with the driving force,
as expected for an oscillator whenf is below the frequency
of the fundamental mode. In the intermediate range the phase
angle approaches zero, asF and v are essentially in phase
with each other. Hence at these frequencies the transfer of
energy from the string to the board is fairly efficient. Above
about 103 Hz the phase angle decreases, as observed experi-
mentally. The overall behavior is in fairly good agreement
with the measurements in Fig. 1. The only significant differ-
ence appears to be at the highest frequencies, where the cal-
culated phase angle approaches290° somewhat more
slowly than found in the measurements. The reason for this
is not completely clear, but it may be due to discreteness

FIG. 4. Calculated driving point impedance for an orthotropic~anisotropic!
board with ribs. The elastic constants were the same as those used in Fig. 3.
We also tookhrib50.01 m andErib5231010 N/m2. The board had 12
evenly spaced ribs.
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effects in our finite-element approach~such as taking the ribs
to be one spatial unit wide!, rather than being inherent in the
model.

As we have mentioned several times, one motivation for
our work has been the desire to construct a soundboard
model which can be used for simulation studies involving
string vibrations. The hope is to combine string simulations
like those in Refs. 1 and 2 with our model soundboard; that
is, to effectively terminate the strings in the simulations at a
point on our model soundboard. This would allow one to
investigate the coupling between strings and other related
issues. Of course, one goal of such calculations would be to
produce a convincing piano sound, and this brings up the
question of how to calculate the sound produced by our the-
oretical soundboard.

The calculation of the sound produced by a vibrating
board is not as straightforward as the calculations of the im-
pedance and phase angle considered above. The usual treat-
ments of sound production by vibrating sources are usually
limited to geometrically simple objects, and deal only with
the frequency domain, since the propagation problem~in the
surrounding medium! is then simpler than when viewed in
the time domain.38 However, our square board with ribs is
not a simple source and things will become more compli-
cated when~in the future! we consider more realistic sound-
board geometries. We also do not wish to work in the fre-
quency domain, for reasons already mentioned. These
considerations lead us to consider two approximate ap-
proaches. Our aim here is to judge if either might be ad-
equate for further simulation studies.

In the first approach we assume that each finite differ-
ence element of the board contributes to the radiated power
independently of all of the other elements, and that the power
contributed by an element is proportional to the square of its
velocity. With these assumptions the total radiated power is

P1;(
i , j

v~ i , j !2, ~12!

wherev~ i , j ! is the velocity of element~ i , j ! and is calcu-
lated by averaging the instantaneous board velocityv~ i , j ,n
11!5@z~ i , j ,n11!2z~ i , j ,n!#/Dt over one period of the

driving force. This approach ignores the interference of the
sound generated by different regions of the board, which
leads to a reduction of the radiation efficiency with increas-
ing frequency.16 We therefore expect that~12! will overesti-
mate the sound level at high frequencies. Even with this
significant deficiency~and we should expect other difficulties
at low frequencies38!, it is instructive to consider the behav-
ior of P1 .

In our second approach to the calculation of the radiated
sound, we treat the board as effectively a single oscillator
and assume that the total radiated power is proportional to
the square of the average velocity of the entire board. This
approach, which has been used in guitar modeling,10 yields
the sound power

P2;F(
i , j

v~ i , j !G2

. ~13!

This expression allows in a crude sense for cancellation of
sound produced by different regions. Before discussing the
behavior ofP1 and P2 we wish to emphasize that they are
only approximations. Their ultimate usefulness can only be
determined by comparison with a more detailed treatment.

Results forP1 andP2 for our soundboard with ribs are
shown in Fig. 6. Note that we have followed the
experiments13 and plotted the radiated power for a fixed
board velocity~v0! at the driving point as a function of
frequency. The expressions given above forP1 andP2 were
evaluated by averaging over one complete period of the driv-
ing force, after the system had reached a steady state. Ap-
proximationsP1 and P2 both exhibit a rapid increase asf
increases from 20 to about 100 Hz. At higher frequencies
P1 is essentially constant up to 104 Hz, while P2 exhibits a
maximum at;100 Hz and a rapid decrease at higher fre-
quencies. When comparing with the measurements in Fig. 1
we see thatP1 is much too large at high frequencies; that is,
P1 does not decrease sufficiently~or at all! at high frequen-
cies. This deficiency can be readily understood from the ar-
guments given above. On the other hand, we see thatP2

compares fairly well with the measured result. In particular,
the calculated decrease as the frequency varies from a few

FIG. 5. Calculated phase angle between the driving force and the sound-
board velocity for the soundboard with ribs considered in Fig. 4.

FIG. 6. Calculated sound production for the soundboard with ribs consid-
ered in Fig. 4, using the approximations~12! and~13!. Note that the vertical
scales are arbitrary, and are not the same in the two cases.
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hundred Hz to 104 Hz is about a factor of 104, while the
observed value is the same to within about a factor of 3. It
thus appears that the approximationP2 may be satisfactory
for future simulations.

VI. DISCUSSION

To the best of our knowledge the only experimental re-
sults for the impedance and other properties of a piano
soundboard over the full ‘‘high’’ frequency range
~103– 104 Hz! are those in Ref. 13. We have compared our
model results to those measurements where possible, and
have used what we have argued are the important features of
the experimental results foruZu to guide us to the model with
ribs. The overall agreement is encouraging as our calculated
impedance has the correct overall magnitude and frequency
dependence, at least semiquantitatively. Nevertheless, many
refinements of the model are needed. These include the ad-
dition of the bridges, allowing motion in all three dimen-
sions, and adding ‘‘crown’’ to the board. Further study of
how best to calculate the sound produced by a vibrating
soundboard is also needed.

We have argued that the ribs are essential for producing
the desired variation of the impedance with frequency. It is
interesting to note that Wogram has reported a few results for
soundboards without ribs.25 He measureduZu as the ribs were
removed in stages by grinding them off an originally com-
plete soundboard. Surprisingly, while removing the ribs in
this way did have some effect on the frequencies of the low-
est modes, the general behavior ofuZu, even above 103 Hz,
was essentially the same after the ribs were completely re-
moved. This result runs counter to our arguments. There are
two ways to explain this discrepancy.~1! Our arguments are
wrong. Obviously, we do not believe that this is the case. If
Wogram’s results for a soundboard without ribs are really
correct, then the impedance of an orthotropic plate should
exhibit the features seen in Fig. 1. However, given our cal-
culations for this case we do not see how the impedance of
an orthotropic plate without ribs can be made to resemble the
measured result. One place for significant maneuvering in
our model concerns the loss term. We have employed a very
simple and numerically convenient choice for the loss, but
one could imagine a rather different possibility. Suppose that
the loss is dominated by sound production. We know from
the experiments that the efficiency of sound generation drops
substantially above 103 Hz. This effect could then make the
board effectively softer at high frequencies and reduceuZu.
We do not believe that this is a plausible scenario,39,40 but
cannot discount it at present.~2! There may be a problem
with the experiments. We are reluctant to comment much on
this point, but do note that the complete removal of a rib may
not be a simple task. If the glue used to attach the ribs to the
soundboard had penetrated into the board, which seems
likely, this could add extra stiffness even when the rib ma-
terial itself was completely ground away. This discussion
also raises the possibility that the results in Fig. 1 for a
soundboard with ribs may need to be reexamined. This pos-
sibility may seem a bit discouraging from the point of view
of this paper, since we have made use of trends in the mea-

sured impedance in Ref. 13 to lead us to our final sound-
board model. However, the key feature we have utilized is
the decrease ofuZu at high frequencies, and we have given
arguments independent of the experiments~involving the fre-
quency dependence of the decay rate, as discussed above!
that such behavior should be expected.41 In any event, more
experimental work would clearly be desirable.

In summary, we have investigated the properties of a
simple finite-element model of a piano soundboard, and are
encouraged by the level of agreement between our results
and experimental measurements. We have argued that ribs
are an essential ingredient in obtaining this agreement, but
further experiments are needed to determine if this is in fact
the case.
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Detection of temporal gaps in noise in dolphins: Evoked-
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Temporal resolution of hearing was studied in bottlenosed dolphins by recording the auditory
brain-stem response~ABR! evoked by gap in noise. Gaps shorter than 0.5 ms evoked a response
combining both off- and on-components; longer gaps evoked separate off- and on-responses. Both
the response to a short gap and on-response to the end of a long gap increased with increasing gap
duration. On-response recovered completely at gap duration of 5–10 ms. Small but detectable
response arose at gap duration as short as 0.1 ms. Contrary to the on-response after a long silence,
the response to a short gap was less dependent on noise intensity. From these data, the temporal
transfer function of the supposed integrator was derived assuming nonlinear transform of the
integrator output to ABR amplitude. Equivalent rectangular duration of the found temporal transfer
function was 0.27 ms. ©1997 Acoustical Society of America.@S0001-4966~97!07207-X#

PACS numbers: 43.80.Lb, 43.80.Jz, 43.64.Bt@FD#

INTRODUCTION

Many natural sounds contain rapid amplitude fluctua-
tions. Therefore, it is of interest to know how well the audi-
tory system responds to these fluctuations. The auditory sys-
tem of echolocating dolphins is of special interest in this
respect since dolphins use rapidly successive locating sound
pulses of very short duration~for a review see Au, 1993!.

In the past, attempts were made to estimate the temporal
resolution in dolphins using behavioral methods. However,
the complexity of the behavioral methods limited the data
collection. Perhaps it was the reason why estimations of tem-
poral resolution of the dolphin’s hearing varied widely.
Analysis of echolocation data has shown the integration time
to be between 200 and 300ms ~Au et al., 1988; Au, 1990!.
Experiments with discrimination between pulse pairs have
also suggested that pulses merge into an ‘‘acoustic whole’’
when separated no longer than 200–300ms ~Dubrovskiy,
1990!. Backward masking in dolphins is also possible at in-
tervals of up to 200–300ms ~Moore et al., 1984; Du-
brovskiy, 1990!. However, a much longer integration time
~dozens of ms! has been found by Johnson~1968, 1991!
using temporal summation data for tone pulses of various
frequencies.

Preceding studies have shown that the recording of
evoked potentials may be advantageous in investigating the
unique abilities of the dolphin’s auditory system. In particu-
lar, the auditory brain-stem response~ABR! may be of use
for measuring a number of auditory characteristics in dol-
phins~Ridgwayet al., 1981; Popov and Supin, 1990a,b; Su-
pin et al., 1993; Popovet al., 1995!.

ABR recording has shown very high temporal resolution
of the dolphin’s hearing. In conditions of paired click stimu-
lation, ABR recovery time in dolphins is several times
shorter than in other mammals. In particular, complete re-
covery requires interstimulus intervals of only several ms,
while a just detectable response to the second click is ob-
served at intervals as short as 200–300ms ~Supin and Popov,

1985, 1995a; Popov and Supin, 1990a!. In agreement with
this result, the ABR in dolphins was shown to be able to
follow rhythmic sound clicks up to rates as high as 1500–
2000/s~Popov and Supin, 1990b!. The ABR can also form
the envelope following response~EFR! when sound ampli-
tude fluctuates rhythmically with a rate of up to 2000 Hz
~Dolphin, 1995; Supin and Popov, 1995b!. As regards the
temporal summation limit, ABR amplitude increases with
stimulus duration of up to 300–500ms ~Popov and Supin,
1990a!.

These data do indicate high temporal resolution, but they
do not supply precise measurements of the temporal transfer
function and integration time in the dolphin’s auditory sys-
tem. The motivation of the present study was to find the
integration time course in dolphins. For this purpose, we
used a commonly adopted method to estimate the auditory
temporal resolution, namely the temporal gap technique:
evaluation of the shortest detectable silent interval in an oth-
erwise continuous sound. This method was very productive
to estimate temporal resolution of the auditory system~e.g.,
Plomp, 1964; Penner, 1977; Smiarowski and Carhart, 1975;
Fitzgibbons and Wightman, 1982; Fitzgibbons, 1983; Moore
et al., 1993!. Our preliminary study has shown that very
short gaps in noise are effective to evoke the ABR in dol-
phins ~Supin and Popov, 1995c!. In the present study, we
investigated the effect in more detail using a variety of gap
durations and noise intensities. Thereafter, we used the ob-
tained data to derive the temporal transfer function and esti-
mate the integration time in the dolphin’s auditory system.

I. MATERIAL AND METHODS

A. Subjects

The experimental animals were two bottlenosed dol-
phins,Tursiops truncatus, with no apparent indication of any
disease. The animals were caught 2–3 months before the
study and were adapted to the keeping environment and to
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the experimental procedure. They were kept at the Utrish
Marine Station of the Russian Academy of Sciences~Black
Sea coast! in sea-water pools. The care and use of the ani-
mals were performed under the guidelines established by the
Russian Ministry of Higher Education on the use of animals
in biomedical research.

B. Experimental conditions

During experimentation, a dolphin was placed in a bath
~430.630.6 m! filled with seawater. The animal was sup-
ported by a stretcher so that the dorsal part of the body and
blowhole were above the water surface. The animal was nei-
ther anesthetized nor curarized. The everyday experimental
session lasted for 3 to 4 h, after which the animal was re-
turned to its home pool.

C. ABR recording

The ABRs were recorded using 1-cm disk electrodes
secured at the body surface with a drop of adhesive electric-
conductive gel. The active electrode was placed on the dorsal
part of the head, and the reference electrode near the dorsal
fin, both remaining above the water surface. The recorded
potentials were amplified, bandpass filtered between 200 and
5000 Hz, and averaged using the Neuropack-II evoked re-
sponse recorder. To collect ABR, the recorder was triggered
at the pregap burst onset, thus a whole complex of responses
to the both noise bursts and the gap was recorded. Averaging
of 512 to 1024 responses was enough to measure response
parameters with satisfactory precision.

D. Stimuli

Stimuli were noises generated by activation of a spheri-
cal piezoceramic transducer by quasirandom binary sequence
~strobe time 2ms!. The signal was gated in bursts and attenu-
ated. Gap-containing stimuli consisted of a pre-gap burst,
gap of varying duration, and post-gap burst. The pre-gap and
post-gap bursts were each 5 ms long; the gap durations var-
ied among values as follows: 0.1, 0.15, 0.2, 0.3, 0.5, 0.7, 1,
1.5, 2, 3, 5, 7, and 10 ms. In a few experiments, the 10-ms
pre-gap burst was used; this difference did not influence re-
sults markedly.

The transducer has a frequency characteristic peaking at
50 kHz. This characteristic dictated the noise spectrum@Fig.
1~a!#. Because of transducer ‘‘ringing’’ and reverberation in
the bath, a pause in noise could not be made shorter than 0.1
ms @Fig. 1~b!#. For data collection, stimuli were presented at
a rate of 10/s.

The transducer was immersed in water at a depth of 30
cm, 0.75 m in front of the animal’s head. To increase the
regularity of the acoustic field and shorten reverberation, the
bath walls and free water surface in front of the animal were
covered with sound-absorbing material~rubber with closed
air cavities!. Intensity and duration of stimuli were moni-
tored through a hydrophone located near the animal’s head
with a passband of 150 kHz. During noise bursts, broadband
noise intensity varied from 60 to 140 dBre: 1 mPa of root-

mean-square sound pressure as measured by the hydrophone.
These intensities corresponded to 0–80 dBre: response
threshold.

II. RESULTS

The ABRs to noise bursts with a gap are exemplified in
Fig. 2. In this experiment, the pre-gap noise burst was 5 ms
long; then it was followed by a gap of varying duration, and
the post-gap burst 5 ms long. All the records contain the
on-response to the first burst onset and a response to the gap.
The first on-response was identical in all the records. It con-
sisted of a series of waves occurring mainly within the first
5–6 ms following the noise onset. Response amplitude was
as large as a fewmV when measured between the highest
positive and negative peaks, as the double-headed arrow at
the upper record shows.

The response to a gap depends on the gap duration. At
long duration~2–10 ms!, it contained separated off-response
to the first burst offset~gap beginning! and on-response to
the second burst onset~gap end!. When gap durations were
10 ms or longer, the second on-response was equal to the
first one; with shortening the gap, the response amplitude
diminished. Off-responses were of lower amplitude and sim-
pler configuration than on-responses; the latencies of the
main positive and negative waves of the off-response were
0.4–0.5 ms longer than those of the on-response.

FIG. 1. Stimulus characteristics.~a! Long-term frequency spectrum of the
quasi-random binary electric signal~1!, the transducer frequency response
~2!, and resulting long-term spectrum of the acoustic signal~3!. ~b! A frag-
ment of ~1! electric and~2! acoustic signals containing a 0.1-ms gap.
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With shortening the gap, the delay between the off-
response to the gap beginning and on-response to the gap
end became respectively shorter. At gap durations shorter
than 1 ms, the two responses fused into a single response
which is reasonable to designate as the gap-response. Since
the off-response had a longer latency than the on-response, at
the 0.5-ms gap duration they overlapped almost completely.
This combined gap-response to the 0.5-ms gap was of a
higher amplitude than the on-response~the more so than the
off-response! at longer gap durations~1 ms in Fig. 2!. Fur-
ther shortening of the gap resulted in diminishing of the re-
sponse. However, small but detectable response was ob-
served at the shortest available gap duration, i.e., at 0.1 ms.

Thus, below, we use the term ‘‘on-response’’ for gap
durations of 1 ms and longer when this response can be
distinguished from the off-response, and the term ‘‘gap-
response’’ for gap durations 0.5 ms and shorter.

The obtained data are presented in Fig. 3~a! and ~b! as
plots showing the dependence of the gap- and on-response
amplitude on gap duration. Figure 3~a! exemplifies data of
one representative recording session; Fig. 3~b! presents aver-
aged data~means6s.d.! of five recording sessions in two
animals. The functions were obtained at several noise inten-
sities: from 80 to 120 dBre: 1 mPa ~20–60 dB above the
response threshold!. Standard deviations in Fig. 3~b! are
shown only for one noise intensity~120 dB! to make the
figure hardly readable. At gap durations from 0.1 to 0.5 ms,
the combined gap-response amplitude was plotted; at longer
durations, the on-response amplitude was plotted. The plots
show the main effects as were exemplified by original
records in Fig. 2: Response amplitude increased with gap
prolongation, except that the gap-response to the 0.5-ms gap
was higher than the on-response to 0.7 to 1 ms gaps.

Another feature of the plots in Fig. 3 is that they group
densely at gap durations from 0.1 to 0.5 ms, although they
become widely separated at longer durations. In other words,
response amplitude at short gap durations was almost inde-
pendent of the noise intensity, although response to the noise
onset after a long silence did depend, in large measure, on
intensity. This effect is also demonstrated by original records
in Fig. 4 which show on-responses to noise onset and re-

FIG. 2. The ABR evoked by two noise bursts with a gap of various duration
between them. In each pair of records, the upper one is the evoked-potential
record~negativity upward! and the lower one is the stimulus record~noise
onset upward!. Sound intensity 100 dBre: 1 mPa. Gap durations~ms! are
indicated near the curves. Double-headed arrow at the upper record shows
the response amplitude as it was measured in this study. At long gaps~1–10
ms!, downward directed arrows show off-responses~to the gap beginning!
and upward directed arrows show on-responses~to the gap end!; at short
gaps~0.1–0.5 ms!, gap-responses~fused off- and on-responses! are shown
by arrows.

FIG. 3. ABR amplitude dependence on gap duration at sound intensities of
80–120 dBre: 1 mPa root-mean-square, as indicated.~a! Representative
example of data from one recording series.~b! Average data of five record-
ing series in two animals~means; s.d. are shown for the series of 120 dB
only!. Point ‘‘`’’ at the abscissa indicates response amplitude after a long
silence.
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sponses to 0.5-ms gap at various noise intensities. The
records show that both responses rose proportionally to the
intensity only at very low intensities~70–80 dBre: 1 mPa,
i.e., 10–20 dB above the response threshold!. Further in-
crease of the noise intensity~90–120 dB! resulted in increas-
ing the first on-response amplitude; however, the gap-
response amplitude remained almost constant~90–100 dB!
or even diminished~110–120 dB!.

This effect is demonstrated quantitatively by plots show-
ing response amplitudes versus noise intensity at various gap
durations~Fig. 5!. At gap durations from 0.2 to 0.5 ms, the
combined gap-response amplitude was plotted; at longer du-
rations, the on-response amplitude was plotted. The plots
show that after a long silence~`!, on-response amplitude
was intensity dependent until 100 dBre: 1 mPa ~40 dB
above the response threshold!, beyond which it reached as-
ymptote. In this region, the dependence was roughly close to
a straight line when the intensity was expressed on a dB
~logarithmic! scale and the amplitude on a linear scale. Re-
sponse to a short gap was intensity dependent only in a lim-
ited range beyond which it remained at a constant level or
even diminished at higher intensities. The shorter gap dura-

tion, the shorter was the intensity range where response am-
plitude was intensity dependent.

III. DISCUSSION

A. Computational of the temporal transfer function

Temporal resolution of the auditory system may be ex-
pressed in terms of its temporal transfer function which has
integration properties: the shorter the integration time, the
better the temporal resolution. Thus measurement of tempo-
ral resolution means, first of all, determination of the inte-
grating temporal transfer function.

Consider the events at the integrator input and output
when presenting a sound burst with a gap@Fig. 6~a!#. If a
constant input signalI appears at the integrator input at an
instantt0 ~burst onset!, then the output signal is

R~ t !5I E w~ t2t0!dt, ~1!

wheret is time, R(t)is the integrator output~response!, and
w(t) is the sought-for temporal transfer function. If the burst
is long enough, the integrator output reaches the asymptote:

Rmax5I E
0

`

w~ t !dt. ~2!

If the signal disappears at the integrator input at an instant
t1 ~a gap beginning!, the output signal is

R~ t !5Rmax2I E w~ t2t1!dt. ~3!

The second sound onset at an instantt2 ~the end of the gap!
restores the integrator output to the previous level ofRmax.
Thus the response to the gap is evoked by a shift of the
integrator output fromRmax to R(t) ~off-response!, or from
R(t) to Rmax ~on-response!, or both~gap-response!.

However, the ABR amplitude is not proportional to this
shift since it depends nonlinearly on signal intensity. To
demonstrate the effect of the nonlinear transform, Fig. 6~b!
shows the same functions as in Fig. 6~a! but presented in a
logarithmic ordinate scale. Such presentation, in particular,
explains why the gap-response is weakly dependent on

FIG. 4. ABR evoked by noise with a 0.5-ms gap at various sound intensities
~as indicated near the records!. St—stimulus record.

FIG. 5. Gap-evoked ABR amplitude dependence on sound intensity at vari-
ous gap durations~as indicated!. Sign ‘‘`’’ indicates response after a long
silence.
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sound intensity. Curves 1 and 2 show integrator output sig-
nals at two input signal levels; presented in the linear scale,
curve 2 in Fig. 6~a! reaches a lower level and demonstrates a
lesser gap-response than curve 1. However, after the loga-
rithmic transform@Fig. 6~b!#, curves 1 and 2 differ only in
their shift along the ordinate scale, while their gap-responses
become equal. When the gap is long enough for the integra-
tor output to reach the response threshold level, the gap-
response becomes intensity dependent: the longer the gap
duration, the wider the intensity range where response is in-
tensity dependent~see Fig. 5!.

The intensity-to-amplitude transfer function makes it
possible to find the integrator output signalR(t) using ABR
data. As Fig. 6~b! shows, the integrator output shift from
Rmax to R(t) or back results in the response amplitude

A~ t !5F~Rmax!2F@R~ t !#, ~4!

whereA(t) is the response amplitude when gap duration is
t, andF(R) is the intensity-to-amplitude transfer function. In
Fig. 6, the logarithmic function is denoted asF(R). Actually,
the functionF(R)is expected to reproduce the ABR ampli-
tude dependence on stimulus intensity; i.e., the function
which is presented by the plot marked ‘‘`’’ in Fig. 5, with

sound intensity expressed in the power domain~this function
is not precisely logarithmic!. Of course, we do not know the
actual values of the integrator outputR(t). However, accord-
ing to the adopted model, the auditory system contains a
square-law rectifier followed by a temporal integrator
~Veimeister, 1979; Mooreet al., 1988; Plack and Moore,
1990!. Thus the integrator input and output signals are ex-
pected to be proportional to the sound power. So we use
sound power~expressed in Pa2! as a relative measure ofI
andR. It follows from Eq. ~4!:

R~ t !5 f @Amax2A~ t !#, ~5!

where R(t) (Pa2! is the integrator output at the timet,
Amax5F(Rmax) is the response amplitude to the given sound
intensity after a long silence, andf (A) ~Pa2/mV! is the func-
tion inverse to the intensity-to-amplitude transfer function
F(R) ~mV/Pa2). Then the sought-for temporal transfer func-
tion w(t) can be found since it follows from Eq.~3! that

w~ t !52dR~ t1t1!/I dt. ~6!

Since bothR(t) andI are expressed in Pa2, w(t) has dimen-
sionality of 1/s.

Successive stages of calculations according to Eqs.~5!
and ~6! are illustrated in Fig. 7. Panel~a! shows
Amax2A(t) values, found using experimental data of Fig.
3~b! as theA(t) function. Panel~b! shows f @Amax2A(t)#
values calculated using the plot ‘‘`’’ of Fig. 4, as the
F(R)function. In so doing, we had to make one additional
assumption to solve the problem as follows. As was pointed
out, the gap-response combining both on- and off-
components is of higher amplitude than the on-response
only; i.e., intensity-to-amplitude transfer functionsF(R) are
different for these two response types. It results in breaks of
plots between 0.5 and 1 ms in Fig. 7~a!. Therefore, at short
gaps we cannot calculate correctlyf @Amax2A(t)# values,
sinceAmax is the on-response amplitude andA(t) is the gap-
response amplitude. In order to solve the problem, we sup-
posed thatF(R) function for gap-responses is approximately
1.5 times steeper than that for on-responses. This eliminates
the breaks in plots of Fig. 7~b!. Figure 7~c! showsw(t) as a
result of differentiation and dividing byI of functions pre-
sented in Fig. 7~b!. Note that the functions were calculated
from the time of 0.05 ms, although experimental data were
obtained only for gap durations of 0.1 ms and longer. We
calculated these values betweent50 andt50.1 ms suppos-
ing A(t50)50.

The functionsw(t) calculated at several sound intensi-
ties are very similar. The functions demonstrate a decline to
the 0.5 level at a time of about 0.18 ms. Then a further long
decay appears with a slope of23.5 to 24 in the double
logarithmic scale; i.e., the function is inversely proportional
to the 3.5th to 4th power of time. Initial part of these func-
tions are better demonstrated when presented in the linear
scales@Fig. 8~a!#.

FIG. 6. Diagrammatic illustration of nonlinear transform of the integrator
output during the gap-in-noise stimulation.~a! Linear presentation of the
integrator output. Two plots show integrator outputs as two different sound
intensities.Rmax andR(t)—integrator output levels at the gap beginning and
end, respectively~shown for higher intensity integrator output only!; the
double-headed arrow shows the gap-response amplitude.t0, t1, and
t2—the first burst onset, first burst offset~gap beginning!, and second burst
onset~gap end!, respectively. Thin lines aftert2 show integrator output at
further gap prolongation.~b! The same functions as in~a! presented in the
logarithmic ordinate scale.F(Rmax) andF@R(t)#—logarithmic transforms of
valuesRmax andR(t), respectively.
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The equivalent rectangular duration~ERD! is a com-
monly adopted metric of temporal resolution~Plack and
Moore, 1990!. Figure 8~b! shows the averaged temporal
transfer function obtained as means of the plots in Fig. 8~a!
and its equivalent rectangular function. ERD was found to be
0.27 ms.

Similar temporal transfer function was found in dolphins
using the double-click test~Supin and Popov, 1995a!. There
is some difference between the ERD of the temporal transfer
function found by the double-click test~Supin and Popov,
1995a! and by the gap test~this study!: 0.35 and 0.27 ms,
respectively. However, the differentiation procedure used in
the present study is very error-sensitive because it involves
the subtractions of values that do not differ much. Taking
this into account, the agreement between the previous and
present data may be considered satisfactory.

B. Comparison of temporal resolution in dolphins with
those in other animals and humans

Exact comparison of the present data with those in other
animals and humans is difficult since most of gap-detection
data were obtained psychophysically while our data were
obtained by the evoked-potential method. Nevertheless, pre-
liminary comparison seems to be reasonable, taking into ac-
count that behavioral data on the integration time in dolphins
~Au et al., 1988; Au, 1990; Dubrovskiy, 1990! agree well
with the present and previous~Supin and Popov, 1995a!
evoked-potential data.

It appears that the dolphin’s hearing is sensitive to ex-
tremely short gap durations as compared to other animals
and humans. Detectable ABR is evoked by a gap as short as
0.1 ms. So it is reasonable to assume that the gap detection
threshold in dolphins is not more than 0.1 ms. In humans,
gap-in-noise detection thresholds revealed by psychophysical
measurements were 3–5 ms, i.e., more than an order of mag-
nitude longer than in dolphins~Plomp, 1964; Penner, 1977;
Smiarowski and Carhart, 1975; Fitzgibbons and Wightman,
1982; Fitzgibbons, 1983!. Recent measurements have shown
that at the best combinations of the noise bandwidth and
upper cutoff frequency, gap thresholds in humans may be as
short as 2.2 ms~Snell et al., 1994!; however, this value is
also an order of magnitude longer than in dolphins. Gap
thresholds in sinusoids are 6–8 ms at frequencies of 400 Hz
and above~Moore et al., 1993!. Experiments with detection

FIG. 7. Successive stage of calculation of the integrator transfer function.
~a! Amax—A(t) values@see Eq.~5!# versus gap duration for sound intensities
80–110 dBre: 1 mPa, as indicated; the calculation done using data of Fig.
3. At gap durations of 1 ms and longer, on-response amplitude is used as
A(t); at gap durations of 0.5 ms and shorter, gap-response amplitude is
used; on-response amplitude after a long silence is used asAmax. ~b!
f @Amax2A(t)# values versus gap duration obtained by transform of the plots
~a! using the plot ‘‘̀ ’’ of Fig. 5 as thef (A) function.~c! Integrator transfer
function obtained by differentiation and dividing by intensity of plots~b!;
oblique straight line shows the slope oft23.5.

FIG. 8. ~a! Temporal transfer function presented in linear scales, obtained
using data at sound intensities from 80 to 110 dBre: 1 mPa, as indicated.~b!
Averaged temporal transfer function, mean6s.d.~1! and its equivalent rect-
angular transfer function~2!.
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of a short stimulus in a gap of a masker~‘‘temporal win-
dow’’ measurements! have also shown the ‘‘temporal win-
dow’’ of several ms~Moore et al., 1988; Plack and Moore,
1990!. In several animal species, gap thresholds are of the
same order, i.e., several ms~for a review see, Fay, 1988,
1992!.

The difference between the dolphin and other animals is
also obvious when using ERD for comparison. In humans,
no method showed ERD shorter than a few ms. Careful
‘‘temporal window’’ measurements have also shown ERD of
several ms~Moore et al., 1988; Plack and Moore, 1990!,
which is more than an order of magnitude longer than ERD
in dolphins.

Supposedly, the extremely high temporal resolution in
dolphin is associated with the wide frequency range~more
than 100 kHz! of their hearing. Indeed, many studies pointed
out that gap detection thresholds decrease as the signal fre-
quency increases~Viemeister, 1979; Fitzgibbons, 1983;
Shailer and Moore, 1983; Formby and Muir, 1988!. It
seemed expectable since at higher frequencies, peripheral au-
ditory filters have wider passbands, thus transferring more
rapid temporal modulations. These data have been reevalu-
ated because in those experiments the noise bandwidth was
covaried with center frequency, and this was a confounding
factor since fluctuations inherent in noise depend on the
bandwidth, thus influencing the gap detection efficiency. In-
deed, it was shown that gap sensitivity is markedly affected
by the inherent fluctuations~Glasberg and Moore, 1992;
Snell, 1995!. Keeping the bandwidth constant, temporal
resolution was less dependent on sound frequency~Shailer
and Moore, 1985, 1987; Moore and Glasberg, 1988; Grose
et al., 1989; Plack and Moore, 1990; Eddinset al., 1992;
Moore et al., 1993!. This behavior is consistent with the ar-
gument that the width of the auditory filters have little influ-
ence on overall integration time which is dictated mostly by
a central integrator. Later it was shown that both the sound
frequency and bandwidth influence the gap detection~Snell
et al., 1994!. Therefore, upper cutoff frequency determines
gap sensitivity to a large extent because of widening of pe-
ripheral filters or decreasing intrinsic noise fluctuations. The
dolphin’s auditory system can operate with frequencies much
higher than those for human’s hearing. At these high fre-
quencies, peripheral auditory filters can combine high rela-
tive frequency tuning with wide passband. Frequency tuning
in dolphins is much better than found in many other mam-
mals and humans: TheQ10 index is around 20~Supinet al.,
1993; Popovet al., 1995!. However, at a frequency of 100
kHz, filters of this tuning have passbands of 100/2055 kHz
~at the210-dB level!, thus capable of transferring amplitude
modulation of the same rate, i.e., with a duration of fractions
of a ms. For comparison; at the frequency of 1 kHz, a filter
of even less tuning (Q10510! has a bandwidth of only 100
Hz and is capable of transferring amplitude modulations last-
ing at least several ms. Even if a central integrator rather than
peripheral filters plays a primary role in temporal resolution,
its integration time may be evolutionary adjusted to the tem-
poral resolution of peripheral filters. Thus the integration
time has to be very short in dolphins.
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Ultrasonic pulse propagation through the human abdominal wall has been simulated using a model
for two-dimensional propagation through anatomically realistic tissue cross sections. The
time-domain equations for wave propagation in a medium of variable sound speed and density were
discretized to obtain a set of coupled finite-difference equations. These difference equations were
solved numerically using a two-step MacCormack scheme that is fourth-order accurate in space and
second-order accurate in time. The inhomogeneous tissue of the abdominal wall was represented by
two-dimensional matrices of sound speed and density values. These values were determined by
processing scanned images of abdominal wall cross sections stained to identify connective tissue,
muscle, and fat, each of which was assumed to have a constant sound speed and density. The
computational configuration was chosen to simulate that of wavefront distortion measurements
performed on the same specimens. Qualitative agreement was found between those measurements
and the results of the present computations, indicating that the computational model correctly
depicts the salient characteristics of ultrasonic wavefront distortionin vivo. However, quantitative
agreement was limited by the two-dimensionality of the computation and the absence of detailed
tissue microstructure. Calculations performed using an asymptotic straight-ray approximation
showed good agreement with time-shift aberrations predicted by the full-wave method, but did not
explain the amplitude fluctuations and waveform distortion found in the experiments and the
full-wave calculations. Visualization of computed wave propagation within tissue cross sections
suggests that amplitude fluctuations and waveform distortion observed in ultrasonic propagation
through the abdominal wall are associated with scattering from internal inhomogeneities such as
septa within the subcutaneous fat. These observations, as well as statistical analysis of computed and
observed amplitude fluctuations, suggest that weak fluctuation models do not fully describe
ultrasonic wavefront distortion caused by the abdominal wall. ©1997 Acoustical Society of
America.@S0001-4966~97!00308-1#

PACS numbers: 43.80.Cs, 43.20.Fn, 43.58.Ta@FD#

INTRODUCTION

Much has recently been written on the distortion of ul-
trasonic wavefronts by tissue inhomogeneities and its effect
on ultrasonic images. Direct measurements of the ultrasonic
distortion produced by human abdominal wall,1,2 chest wall,3

and breast4–6 have been made and techniques for the correc-
tion of this distortion have been proposed and examined.7–15

However, the physical causes of ultrasonic wavefront distor-
tion by human soft tissues are not yet well understood.

Several investigators have set out to improve this under-
standing by devising models of human tissue to explain ob-
served distortions. Robinsonet al.16 and Sauerbrei17 were
able to explain shadowing, enhancement, and double image
artifacts seen in abdominal imaging via ray tracing through

arrangements of homogeneous structures, each with a differ-
ent characteristic sound speed and a simple geometric shape.
More recently, Manry and Broschat18 applied a finite-
difference time-domain~FDTD! algorithm to a similarly
simple model to study ultrasonic propagation through the
breast. A Dutch group19 has developed a method to calculate
acoustic transmission and reflection at an irregularly shaped
boundary between layers of two homogeneous media. How-
ever, none of these models takes into account the detailed
structure of human tissues or the complex arrangement of
these tissues in the human body. One early study used power
spectra of sectional images to determine scattered power of
porcine liver tissue under the Born approximation.20 A recent
study of the effect of tissue microstructure on ultrasonic im-
aging has been performed by a group at the Riverside Re-
search Institute21 using sound-speed maps determined from
acoustic microscopy images of liver cross sections. Simula-
tions ofa-scan andb-scan mode imaging were performed by
convolving idealized pulses with estimated tissue impulse-

a!Current affiliation: Applied Research Laboratory, The Pennsylvania State
University, University Park, PA 16802.

b!Current affiliation: Department of Meteorology, The Pennsylvania State
University, University Park, PA 16802.
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response functions. While this approach provides insight into
the relationship between tissue microstructure and speckle,
the linear convolution process does not model distortion ef-
fects such as beam and focus degradation.

Models of ultrasonic propagation through distorting lay-
ers, whether stated explicitly or implicitly, are essential to all
distortion correction methods. Many use models of the types
described above. For example, Kossoffet al.7 have been able
to reduce gross artifacts caused by refractive effects in the
abdomen. Smithet al.8 found that distortions created by im-
aging through the skull could be corrected by compensating
for refraction by a plane layer, but had little success when
viewing the abdominal wall as a plane layer of fat. Others
followed the lead of those working on distortion encountered
in astronomy and modelled the distorting tissue as a phase
screen at the receiving aperture,9–11 which implies that re-
ceived waveforms differ only in phase. One notable excep-
tion is an early paper by Hiramaet al.,12 who used a phase
and amplitude screen at or away from the aperture. Substan-
tial recent experimental evidence has confirmed that the dis-
tortion produced by actual tissues is more complicated than
that produced by a single phase screen at the receiving
aperture.2,3,5,6,22For this reason, some investigators13,14 have
employed a phase screen placed some distance from the ap-
erture, so that amplitude and wave shape variations as well
as arrival time differences can be accounted for. Others15

have approximated this configuration using both a phase and
an amplitude screen at the aperture.

Models of wavefront distortion are also important be-
cause they are used to test distortion correction algorithms.
Very few of these techniques have been tested using ultra-
sonic signals recorded after propagation through actual hu-
man tissues.7,8,13 Instead, most investigators have relied on
computer simulations in which phase and/or amplitude dis-
tortion is numerically added to received or calculated
waveforms.9–12,15Others have used data from experiments in
which an aberrator constructed of a uniform medium with
varying thickness is inserted between the ultrasonic trans-
ducer and the target.9,10,12,14

While some of the proposed algorithms perform well
under these simplified conditions, none has been able to re-
turn an ultrasonic beam or image distorted by human tissues
to diffraction-limited quality. Such focus correction is theo-
retically possible; for instance, a wavefront emitted by a
point source and distorted by propagation through an inho-
mogeneous medium is optimally refocused by propagating
the time-reversed wavefront back through the same
inhomogeneity.14 The limitations of current methods may, in
part, be due to the fact that each method rests on unrealistic
assumptions about the nature of distortions produced clini-
cally. For example, human tissues are not completely homo-
geneous, organs rarely occur in simple geometric shapes, and
the thickness of the abdominal wall, chest wall, or interven-
ing tissue of the breast is generally a significant fraction of
the transducer focal length. A better understanding of the
composition and structure of the body wall, breast, or other
distorting tissues and their interaction with ultrasound would
clearly aid the development of aberration correction tech-
niques.

The purpose of the present study is to simulate ultra-
sonic propagation through the abdominal wall using a real-
istic model of tissue structure and a computational model
that incorporates all wave effects such as single and multiple
scattering, reflection, and refraction. The model is shown to
produce distortion similar to experimental measurements.
Results were also obtained using an asymptotic straight-ray
approximation. Examination of the detailed wave propaga-
tion computed with the finite-difference model provides pre-
viously unavailable insight into the physical nature of ultra-
sonic wavefront distortion. The results suggest that simple
phase screen models can explain some of the time-shift ab-
errations caused by the human abdominal wall, but that con-
sideration of strong scattering effects is necessary to explain
experimentally measured amplitude and waveform distor-
tion.

I. THEORY

Ultrasonic pulse propagation through the human ab-
dominal wall was modelled using the equations of motion for
a lossless fluid with variable sound speed and density. The
tissue was assumed to be motionless except for small acous-
tic perturbations. For such a fluid, the linearized equations of
mass conservation, momentum conservation, and state are
respectively

]r8~r ,t !

]t
1“–„r~r !v~r ,t !…50, ~1!

r~r !
]v~r ,t !

]t
52“p~r ,t !, ~2!

]p~r ,t !

]t
5c~r !2S ]r8~r ,t !

]t
1v~r ,t !•“r~r ! D , ~3!

where r(r ) and c(r ) are the spatially dependent ambient
density and sound speed,r8(r ,t) is the acoustic perturbation
in density,p(r ,t) is the acoustic pressure, andv(r ,t) is the
~vector! acoustic particle velocity. The linear propagation
equations~1!–~3! are obtained from the full fluid-mechanical
equations by removing all terms of quadratic or higher order
in the acoustic perturbation variablesr8, p, andv.23

Equation~3! may be used to eliminate the acoustic den-
sity perturbation from Eqs.~1! and ~2!. This yields, in two-
dimensional Cartesian coordinates, the coupled equations

]p~x,y,t !

]t
1r~x,y!c~x,y!2

“–v~x,y,t !50, ~4!

r~x,y!
]v~x,y,t !

]t
1“p~x,y,t !50. ~5!

Equations~4! and ~5! were solved numerically using a
finite-difference time-domain~FDTD! method. In order to
implement the finite-difference algorithm, the fluid-
mechanical equations were written in the form

]S~x,y,t !

]t
1

]F„S~x,y,t !…

]x
1

]G„S~x,y,t !…

]y
50, ~6!

1178 1178J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Mast et al.: Propagation through abdominal wall



where the ordered tripletsS(x,y,t), F, andG are defined

S5S p

rc2 ,ru,rv D , F5~u,p,0!, G5~v,0,p!, ~7!

andu andv, respectively, are thex andy components of the
acoustic velocity.

The system of equations expressed in Eq.~6! was nu-
merically solved using a two-step MacCormack algorithm
that was fourth-order accurate in space and second-order ac-
curate in time.24,25 The implementation of the finite-
difference operators was equivalent to that described in Ref.
26. The initial condition was chosen to simply model the
experimental condition of a slowly-varying, nearly planar
wavefront emitted from a wide band, pulsed, point-like
source far from the tissue layer. The initial wavefront was
represented as a plane wave pulse propagating in the1y
direction,

p~x,y,0!52sin~k0~y2y0!!e2~y2y0!2/~2s2!,
~8!

u~x,y,0!50, v~x,y,0!5
p~x,y,0!

rc
,

where the wave numberk0 is equal to 2p f 0 /c for a center
frequency off 0 ands is the Gaussian parameter of the pulse
temporal envelope. The Gaussian parameters was chosen to
simulate the bandwidth of the pulse used in the experiments,
as discussed below in Sec. II.

The computational configuration is sketched in Fig. 1.
The domain of computation is two-dimensional, with they
direction taken to be parallel to the direction of propagation
and thex direction parallel to the initial wavefront. Periodic
boundary conditions were applied on the edges of the grid
parallel to the direction of propagation, that is,

S~0,y,t !5S~Lx ,y,t !. ~9!

The periodic boundary conditions, together with the
plane wave initial condition, ensured that the wavefront re-
mained undistorted in the absence of propagation-path inho-
mogeneities. On the edges normal to the direction of propa-
gation, radiation boundary conditions were applied to
calculatep and v. These conditions were chosen to absorb

waves normally incident to the boundariesy50 and
y5Ly , so that waves propagating in directions close to nor-
mal would incur only small reflections. The radiation condi-
tions, equivalent to unidirectional wave equations applied at
the top and bottom boundaries, were

]p

]t
5c

]p

]y
,

]v
]t

5c
]v
]y

, for y5Lyi ,
~10!

]p

]t
52c

]p

]y
,

]v
]t

52c
]v
]y

, for y50.

The derivatives in Eqs.~10! were calculated using first-
order-accurate differences, and the estimated time deriva-
tives ofp andv were used to advance the solution on the top
and bottom boundaries after differencing was performed on
the interior of the grid.

II. METHOD

The accuracy of the finite-difference method in this
study was tested using a benchmark scattering computation.
The benchmark problem, which was chosen to approximate
the realistic problem of scattering from a single fat lobule
while allowing the possibility for comparison with a known
exact solution, was the scattering of a single-frequency, 3.75-
MHz plane wave by a cylinder of diameter 4.0 mm with
sound speed and density values equal to 95% of background.
These parameters correspond approximately to the contrast
and size of a typical fat lobule in a water background. The
finite-difference computation was implemented using the
methods detailed above, with a plane-wave radiation condi-
tion @Eqs. ~10!# on the top boundary and periodic boundary
conditions on the side boundaries. The incident wave was
generated by the oscillating-wall boundary condition

v~x,0,t !5sin~2p f 0t !, ~11!

where f 0 was 3.75 MHz.
The total pressure field obtained using the finite-

difference method was compared with the total pressure cal-
culated from an exact solution for scattering from the same
cylinder.27 The pressure was compared using a simulated
aperture of 154 point receivers extending 12 mm in thex
direction and located 1 mm above the cylinder boundary in
they direction. As seen in Fig. 2, the amplitude and phase of
the pressure calculated with the finite-difference method
agree very well with those predicted by the exact solution.
This agreement is quantified by theL2 error28 between the
total pressure from the finite-difference solution and the ex-
act solution, defined as

e5AS ( u p̂fd2 p̂exactu2D Y S ( u p̂exactu2D , ~12!

wherep̂fd and p̂exact are Fourier components of the pressure
calculated from the finite-difference algorithm and the exact
solution, respectively. The agreement achieved corresponds
to anL2 error e50.015.

Five fresh unfixed abdominal wall sections, each from a
different donor, were obtained from autopsy and stored at
220 °C. Each specimen was later thawed by immersion in
room-temperature saline solution, and a grid with 1-cm spac-

FIG. 1. Computational domain for finite-difference time-domain calcula-
tions. A plane wave pulse propagates in they direction through water,
shown as the white background, and an inhomogeneous region, shown here
as a textured object. The acoustic pressure is recorded by a number of
simulated transducer elements beyond the inhomogeneity.
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ing oriented parallel to the array and elevation directions was
ruled on its skin surface with India ink. The wavefront dis-
tortion produced by each specimen was then measured ac-
cording to the procedure detailed in Ref. 2. A specimen was
suspended between 7.5-mm-thick polyimide membranes in a
water tank electronically maintained at 37.0 °C. Ultrasonic
pulses at a nominal center frequency of 3.75 MHz were emit-
ted from a custom-made, 13-mm-diam, hemispheric source29

and, after travelling a distance of approximately 165 mm,
entered the specimen through its peritoneal membrane. Data
were recorded on each of the 128 elements of a 3.75-MHz
linear array30 placed 5–10 mm above the specimen’s skin
surface. A foam mask was used to reduce the elevation di-
mension of the receiving array, so that the active area of each
element measured 0.7231.44 mm2. The array was physi-
cally translated 32 times in the elevation direction to obtain
data for a 92.16346.08 mm2 aperture. The position of each
measurement relative to the grid on the specimen’s skin was
noted for future correlation with the tissue cross sections
used in the simulations, and the specimen was then refrozen
at 220 °C.

After the wavefront distortion measurements, a bandsaw
was used to slice the frozen specimens lengthwise, i.e., in the
measurement array direction, along the grid rulings to obtain
cross sections at 1-cm intervals. Distortion or tearing of the
tissue specimens was prevented by lowering the temperature
of the specimens to about280 °C by immersion in an
ethanol–dry ice bath before cutting. The specimen slices

were then fixed in a 10% buffered formalin solution. The
cross sections were stained with a modified Gomori’s
trichrome stain according to the procedure detailed in Ref.
31 so that the fat, muscle, and connective tissue could be
distinguished. This stain colored the muscle red and the con-
nective tissue blue while leaving the fat its natural color. Full
color 300 d.p.i. images of the cross sections were created by
placing each stained tissue cross section directly onto the
surface of a digital flatbed scanner. A commercial image
editing package32 was used to remove scanning artifacts such
as shadows surrounding the specimens and to correct stain-
ing irregularities before the fat, muscle, connective tissue,
and background were converted to uniform shades of green,
red, blue, and white, respectively, by aFORTRAN program.
The finished images were cropped to a length of about 110
mm to leave some margin beyond the size of the receiving
aperture while minimizing the computational grid size. An
additional guard band of about 10 mm of water was also
added to each end of the images to prevent spurious waves
~caused by wrap-around associated with the periodic bound-
ary conditions on the sides of the domain! from affecting the
signals recorded at the simulated aperture.

The density and sound speed arrays needed for the
finite-difference computation were created by mapping the
colors of the tissue images to reference density and sound
speed values for the three tissue types and water. The water
sound speed and density employed were those of pure water
at body temperature~37.0 °C!.34,35 Sound speeds for muscle
and fat were obtained by averaging values for human tissues
given in Refs. 37 and 38. A representative sound speed for
connective tissue was determined using an empirical formula
relating collagen content to ultrasonic sound speed39 together
with a measured value for collagen content of human skin.40

Density values for the tissues were determined from Ref. 41
by averaging values reported for adipose tissue, skeletal
muscle, and skin, respectively. Attenuation values employed
in the straight-ray computations were determined from mea-
surements summarized in Ref. 37 for human fat at 37 °C,
human biscep muscle at 37 °C, and human skin at 40 °C.
Attenuation values reported at other ultrasonic frequencies
were interpolated to the center frequency of 3.75 MHz as-
suming a linear dependence of attenuation on frequency. The
attenuation for water was estimated by extrapolating
frequency- and temperature-dependent attenuation summa-
rized in Ref. 36 to 3.75 MHz and 37.0 °C. The parameter
values employed in the present study are summarized in
Table I.

The finite-difference program was used to simulate
propagation of a plane wave pulse through each scanned
cross section from the peritoneal membrane to the skin sur-
face as in the distortion measurements. The spatial step size
of the finite difference grid was chosen to be 0.0271 mm, or
1/15 wavelength in water at the center frequency of 3.75
MHz. The temporal step size was chosen for an optimal
Courant–Friedrichs–Levy numbercDt/Dx of 0.25.33 The
Gaussian parameters of the source pulse was chosen to be
0.3574 in accordance with the experimentally measured
pulse bandwidth of 1.6 MHz. Visual comparison confirmed

FIG. 2. Computed amplitude and phase for transmission through a fat-
mimicking cylinder. Results are shown for an exact solution and for the
finite-difference, time-domain~FDTD! solution. Top: theoretical and com-
puted amplitude. Bottom: theoretical and computed phase.

1180 1180J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 Mast et al.: Propagation through abdominal wall



that the simulated pulse closely matched the experimental
pulses in shape and length.

Each simulation was performed on an individual IBM
SP2 node with 1 GB of random-access memory. Finite-
difference grids on the order of 500032000 points were em-
ployed. At each time step, the wave field was updated on a
grid subset chosen to include the entire support of the acous-
tic wave but to exclude quiescent regions. The entire pres-
sure field was saved as a raster image at intervals of 0.444
ms, for later visualization. Computational time for each cal-
culation was on the order of 15 hours.

Signals were recorded for 7.3ms at a sampling fre-
quency of 225 MHz by 128 simulated receivers of width
0.72 mm, placed about 8 mm from the skin surface of the
specimen. The simulation of receiving elements was per-
formed by integrating the locally computed pressure over a
finite width. Element directivity was included by the implicit
integration of omnidirectional sensitivity functions over the
width of each element.

A one-dimensional version of the reference waveform
method13 was used to calculate the arrival time of the pulse
at each receiving position in the simulation data. The arrival
time fluctuations across the receiving aperture caused by
each cross section were calculated by subtracting a linear fit
from these calculated arrival times. Energy level fluctuations
in the data were calculated by summing the squared ampli-
tudes of each waveform over a 2.4ms window which iso-
lated the main pulse, converting to decibel units, and sub-
tracting the best linear fit from the resulting values. The
purpose of the linear fit removal in each case was to com-
pensate for gross changes in tissue thickness across the array.
Variations in pulse shape across the aperture were evaluated
using the waveform similarity factor defined in Ref. 13.

The measured data were first corrected for gross varia-
tions in arrival time caused by the measurement geometry by
subtracting a fitted two-dimensional fourth-order polynomial
from the measured arrival times. Waveforms measured for
the elevations which corresponded most closely to the posi-
tions from which the cross sections were taken were then
analyzed using the one-dimensional technique described
above. The simulation and measurement results were com-
pared to determine the accuracy of the computational model.

Arrival time and energy level fluctuations were also
computed for the modelled cross sections using simpler tech-
niques. In each case, ultrasonic rays were assumed to pass
straight through the specimen without deviation from their
direction of incidence. The arrival timeT of each ray was
calculated using the formula

T~x!5E 1

c~x,y!
dy, ~13!

where the integral is performed numerically along the ray
path through the tissue and water. Likewise, the energy level
of each ray was computed by integrating the spatially depen-
dent attenuation coefficient along the ray paths, so that the
transmission loss in dB was given by

TL~x!5E a~x,y!dy, ~14!

wherea is the local attenuation coefficient at the center fre-
quency of 3.75 MHz specified in dB per unit length. The
sound-speed and attenuation values employed were those re-
ported in Table I. The resulting arrival time and energy level
variations were compared to the values obtained for the same
cross sections using the FDTD simulation and from the ex-
perimental measurements described above.

III. RESULTS

Tissue maps for the six abdominal wall cross sections
studied are presented in Fig. 3. The average thickness of the
cross sections is 26.8 mm. In each case, connective tissue
layers are visible at each tissue interface, the lobular struc-
ture of the fat layer is clearly shown, and the detailed inter-
mingling of fat and connective tissue in the muscle layer is
evident. The muscles that occur in these cross sections are
the rectus abdominus, transversus abdominus, and external
and internal obliques. Aponeuroses, or the ends of muscle
sections, are evident in each image.

Example wave fields calculated using the finite-
difference model are shown in Figs. 4 and 5. These two
figures show acoustic pressure fields within the tissue cross
section depicted in Fig. 3~f!. Examination of the wavefront
evolution shows the mechanism for formation of specific
features that appear in the received wavefronts shown in Fig.
6.

Figure 4 shows simulated internal wavefronts within
cross section 120fe during the initial propagation through
muscle and connective tissue. The distinctive feature of this
portion of the propagation is a large-scale time-shift fluctua-
tion caused by propagation through a fatty aponeurosis.
Since the fat contained within the aponeurosis has a lower
sound speed than the surrounding muscle and connective tis-
sue, propagation through this region causes a substantial de-
lay in this portion of the wavefront. This delay is accumu-
lated as the wave propagates through the aponeurosis, so that
a portion of the wavefront is delayed by about 0.2ms ~about
three fourths of the wave period! as shown in Fig. 4~d!. The
accumulated delay is also visible in the wavefront after
propagation through the entire specimen, as shown in Figs.
6~f! and 7~f!. Thus, the time-shift aberration occurring in this

TABLE I. Reference values for sound speed, density, and attenuation.
Sound speed and density values were used in the finite-difference time-
domain computation, while sound speed and attenuation values were used in
the straight-ray computation.

Sound speed Density Attenuation
Medium ~mm/ms! ~g/cm3) ~dB/cm!

Water 1.524a 0.993b 0.02c

Fat 1.478d,e 0.950g 1.8d

Muscle 1.547d 1.050g 4.1d

Skin/CT 1.613f 1.120g 5.9d

aReference 34.
bReference 35.
cReference 36.
dReference 37.
eReference 38.
fReferences 39 and 40.
gReference 41.
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FIG. 3. Cross-sectional tissue maps.~a! 75hi. ~b! 77ba.~c! 87de.~d! 102gh.~e! 120de.~f! 120fe. The number in each identifier refers to the donor of the
specimen while the letters indicate the position of the cross section in the specimen.
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FIG. 4. Propagation through an aponeurosis in cross section 120fe. Panels~a!–~d! show the progression of the main wavefront through the muscle layer
including an aponeurosis comprised of fat and connective tissue, resulting in time-shift aberration across the wavefront. The area shown in each frame is 16.0
mm in height and 18.7 mm in width. The temporal interval between frames is 1.7ms. Tissue is shown using the same color scheme as in Fig. 3 while gray
background represents water. Wavefronts are shown on a bipolar logarithmic scale with a 30 dB dynamic range. White represents maximum positive pressure
and black represents maximum negative pressure. A cumulative delay of about 0.2ms, associated with propagation through the aponeurosis, is indicated by
the square bracket in panel~d!.

FIG. 5. Propagation through fat and septa in cross section 120fe. Panels~a!–~d! show the progression of the main wavefront through subcutaneous fat,
showing the formation of amplitude dropouts by scattering from thin, near-vertically aligned septa. The area shown in each frame is 22.9 mm in height and
14.4 mm in width. The temporal interval between frames is 3.8ms. The background medium and wavefronts are represented in the same manner as in
Fig. 4.
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example is associated with large-scale variations in sound
speed rather than with other effects such as irregularity of the
interfaces between tissue layers.

An example of amplitude dropout formation is shown in
Fig. 5 using simulated internal wavefronts within cross sec-
tion 120fe during propagation through the subcutaneous fat
and septa. These results show the cumulative formation of
amplitude fluctuations by scattering from septa aligned close
to the main direction of propagation. As the wave propagates
along a path that includes septa, energy is scattered outside

the main direction of propagation. Scattered energy inter-
feres constructively in a manner determined by the angle and
contrast of the septa, so that secondary wavefronts are
formed. Because the transmitted pulse is of short temporal
duration ~wide band!, scattering from septa results in the
removal of energy from the main wavefront, causing ampli-
tude dropouts in the received waveforms. This effect is in-
herently different from effects of coherent interference that
may occur for narrow band propagation through tissue.

Animated visualization of the saved pressure raster im-

FIG. 6. Received wavefronts. In each pair, the top wavefront is the result of the FDTD propagation simulation for the given tissue map while the bottom is
the corresponding experimentally measured wavefront. Wavefronts are shown on a linear gray scale with time as the vertical axis and element number as the
horizontal axis. The temporal range shown is 2.0ms for 128 elements.~a! Specimen 75hi.~b! Specimen 77ba.~c! Specimen 87de.~d! Specimen 102gh.~e!
Specimen 120de.~f! Specimen 120fe.
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ages was employed to gain insight into the development of
wavefront distortion. This visualization clearly showed mul-
tiple scattering effects; for instance a secondary wavefront
caused by scattering from one septum would be further scat-
tered and distorted by other septa later in its propagation
path. These effects lead to the complex, random wave field
that appears behind the principal wavefront in Figs. 4 and 5.

Received wavefronts from the FDTD simulation are pre-
sented in Fig. 6 together with the corresponding experimen-
tally measured wavefronts. The waveforms show qualita-
tively similar features, including the magnitude of large-
scale time-shift and amplitude fluctuations as well as the
presence of waveform distortion. However, the locations of
these features do not match precisely between computed and
experimentally measured wavefronts. Possible reasons for
this discrepancy are given in Sec. IV.

Distortion statistics for the wavefronts determined by
measurements and the FDTD and straight-ray simulations
are given in Table II. The statistics of the FDTD results show
qualitative agreement with the statistics of the experimental
results. However, it may be noted that the arrival time and
wave shape distortion in the simulated results are typically
smaller than the measured distortion. Arrival time fluctua-
tions from the FDTD results and from the straight-ray results
are presented in Fig. 7. The corresponding energy level fluc-
tuations are presented in Fig. 8. The statistics of each simu-
lation are reported in Table II, while correlation coefficients
for the arrival time surfaces and the energy level surfaces

which result from the two types of simulation are reported in
Table III. Arrival time surfaces calculated using the straight-
ray method agree well with those predicted using the FDTD
method, as seen by the correlation coefficients, which vary
between 0.413 and 0.807. For the aperture size of 128 ele-
ments, a correlation coefficient with magnitude greater than
0.2875 is significant to a 99.9% confidence level.42 This
agreement provides evidence that time-shift aberration in the
abdominal wall is, in many cases, principally associated with
large-scale variations in sound speed. However, the energy
level fluctuations calculated by the straight-ray approxima-
tion are much smaller in magnitude than those from the
FDTD results and the experiments. The two sets of simulated
energy level fluctuations are also poorly correlated. These
results indicate that differences in the attenuation character-
istics of the various tissue types at the center frequency of
the transmitted pulse are inherently incapable of explaining
the amplitude fluctuation that are observed both in
experiments2,3,5,6,22and in our full-wave computations. Since
the asymptotic straight-ray simulation neglected scattering
and ray-bending effects that cause waveform distortion,
waveform similarity factors reported in Table II are unity for
the straight-ray simulation. More realistic waveform distor-
tion was present in the FDTD simulations, but the amount of
waveform distortion in the FDTD results, as quantified by
the waveform similarity factor, was somewhat smaller than
in the measurements.

The energy level fluctuations reported in Table II can be

FIG. 7. Arrival time surfaces for FDTD and straight-ray~S-R! simulations. In each plot, the horizontal axis is the element number while the vertical axis is
the arrival time fluctuation in microseconds, with positive values representing earlier arrivals.~a! Specimen 75hi.~b! Specimen 77ba.~c! Specimen 87de.~d!
Specimen 102gh.~e! Specimen 120de.~f! Specimen 120fe.
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FIG. 8. Energy level surfaces for FDTD and straight-ray~S-R! simulations. In each plot, the horizontal axis is the element number while the vertical axis is
the energy level fluctuation in dB, with positive values representing higher amplitudes.~a! Specimen 75hi.~b! Specimen 77ba.~c! Specimen 87de.~d!
Specimen 102gh.~e! Specimen 120de.~f! Specimen 120fe.

TABLE II. Statistics of wavefront distortion from measurements~Exp.!, finite-difference simulations~FDTD!,
and straight-ray simulations~S-R!.

Arrival time Energy level
fluctuations fluctuations

Specimen Specimen Data rms Correlation rms Correlation Waveform
number thickness source value length value length similarity

~mm! ~ns! ~mm! ~dB! ~mm! factor

75hi 31–34 Exp. 92.7 4.10 3.85 2.99 0.873
FDTD 53.0 2.72 3.29 1.25 0.957
S-R 61.9 2.38 0.50 6.73 1.000

77ba 22–29 Exp. 102.7 3.61 3.98 2.38 0.841
FDTD 59.9 3.75 4.44 1.17 0.951
S-R 60.8 2.11 0.46 2.29 1.000

87de 26–30 Exp. 73.7 4.74 3.47 2.75 0.866
FDTD 60.9 8.69 4.18 1.46 0.948
S-R 67.8 7.66 0.46 5.23 1.000

102gh 17–21 Exp. 38.7 5.56 3.89 3.22 0.943
FDTD 28.4 4.48 3.10 1.37 0.986
S-R 32.3 2.24 0.25 2.57 1.000

120de 25–29 Exp. 59.5 5.76 3.07 2.35 0.958
FDTD 43.6 2.26 3.28 1.38 0.980
S-R 48.7 3.71 0.54 10.95 1.000

120fe 28–30 Exp. 73.8 8.66 3.66 3.71 0.914
FDTD 67.1 4.47 3.41 1.30 0.983
S-R 73.0 7.99 0.68 10.98 1.000
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used to classify ultrasonic scattering in the abdominal wall in
terms of common nomenclature for propagation in random
media. The rms values of the measured and simulated energy
level fluctuations were within the range of 3.1–4.4 dB,
which corresponds to a logarithmic amplitude variance of
about 0.4–0.5. In a standard reference work on wave propa-
gation in random media, wavefront fluctuations caused by
scattering are defined to be weak only if the logarithmic am-
plitude variance is ‘‘less than about 0.2–0.5.’’ Otherwise,
strong-fluctuation theory is required.43 The wavefront distor-
tion effects associated with ultrasonic propagation through
the abdominal wall, therefore, should be considered within
the range of strong fluctuations that cannot be described fully
by weak scattering theory.

IV. DISCUSSION

The simulations and measurements reported here, like
the measurements detailed in Refs. 1–6 and 22, model only
part of the wavefront distortion that occurs in pulse-echo
ultrasonic imaging systems. In the present simulations and
experiments, the transmission configuration and broad wave-
front model the return path of an initially coherent echo from
a scattering site within the abdomen. A transmission configu-
ration is generally used in distortion measurements because
this simple arrangement allows the ultrasonic aberration pro-
duced by the tissue to be measured directly. However, in
pulse-echo imaging, the echo coherence may also be reduced
by degradation of the transmit focus. Thus, the distortion
measured and calculated here can be regarded as a conserva-
tive estimate of the distortion that may be incurred in clinical
imaging. In particular, echoes produced by diffuse inhomo-
geneities illuminated by a poorly-focused beam may be sub-
stantially more distorted than those described here.

The measurements and simulations presented here also
differ from clinical ultrasonic imaging in that post mortem
specimens are employed rather than living subjects. This al-
lows experimental conditions to be controlled precisely and
enables tissue morphology to be determined in detail by
means of dissection and staining, but implies that the results
may not correspond exactly to the clinical situation. It also
requires the specimens to be subjected to some form of pres-
ervation to prevent degradation during the time between their
acquisition, the making of measurements, and imaging for
the simulations. The preservation methods used were chosen
to minimize their impact on experimental results. For ex-
ample, the specimens were frozen rather than fixed with for-
malin before the measurements because formalin fixation al-

ters the elastic properties of tissue. Previous work2 indicates
that freezing affects distortion measurements minimally. The
cellular disruption produced by freezing and thawing also
should not affect the simulation results because it occurs on
scales much smaller than the resolution of the images~0.5- to
20-mm cellular size versus 0.085-mm resolution!. The cross
sections are finally fixed in formalin because this is required
for staining and because it allows them to be kept indefi-
nitely for future reference.

The wavefronts computed using the finite-difference,
time-domain method exhibit qualitative agreement with mea-
sured distortion for the same specimens. However, the simu-
lated results do not show precise quantitative agreement with
the measurements. Several reasons for these differences ex-
ist.

First, available computational resources limited the
present simulations to a two-dimensional geometry, while
real ultrasonic propagation through tissue occurs in three di-
mensions. Although the computation did not precisely simu-
late the physical situation of three-dimensional wavefront
distortion, the two-dimensional computations are believed to
yield a qualitatively accurate description of the development
of wavefront distortion as an ultrasonic pulse propagates
through abdominal wall. Two-dimensional computations
may also be appropriate for characterization of the wavefront
distortion that affects clinical imaging systems in which two-
dimensional sections of tissue are imaged using a beam fo-
cused in the elevation direction. The lack of three-
dimensionality is a likely explanation for some of the
observed differences between the calculated and measured
wavefronts.

Although care was taken to ensure that the sound speed,
density, and attenuation parameters used were representative
values for the tissues employed, no single group of param-
eters can characterize all tissue of a given type. As seen in
Refs. 21, 37–39, and 41, measured ultrasonic tissue proper-
ties vary considerably among individual tissue specimens
and different measurement techniques. The tissue model
used in this study is also limited by the absence of tissue
microstructure below a resolution of about 0.085 mm~corre-
sponding to the 300 d.p.i. resolution of the scanned images
employed! and point-to-point variations in sound speed and
density within individual tissue types. Although these varia-
tions can be quantitatively estimated using acoustic
microscopy,21,39 implementation of this process with high
resolution is not practically feasible for large cross sections
like those used in the present study. Further limitations arose
from the neglect of anisotropy in tissue properties. An ex-
tended tissue model could incorporate these effects into simi-
lar computations, given that the orientation of each tissue
type were known. The approximate nature of the tissue
model presented here is an additional cause for the lack of
precise quantitative agreement between the simulated and
measured wavefronts.

A high degree of uniformity in the received waveforms
is necessary for accurate estimation of pulse arrival times
when a correlation-based estimation method is used.44 Table
II and Fig. 6 indicate that the measured waveforms are more
distorted than those produced by the finite-difference, time-

TABLE III. Correlation coefficients between arrival time surfaces and en-
ergy level surfaces from FDTD and straight-ray simulations.

Specimen Arrival time Energy level
number correlation correlation

75hi 0.508 20.094
77ba 0.521 20.051
87de 0.761 0.027
102gh 0.413 0.111
120de 0.693 20.157
120fe 0.807 20.065
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domain simulation. This may be related to the difference in
dimensionality of the distortion encountered in the two cases.
Whatever the cause, the result is that the arrival times esti-
mated for the FDTD data are likely to be more accurate than
those determined for the corresponding measurements. This
could also account for the lower arrival time fluctuation rms
values obtained for the FDTD simulation results.

Several other assumptions of the FDTD model were
considered not to affect the results significantly. First, no
damping was formally incorporated into the finite-difference
time-domain model, although the computational method
used is slightly dissipative~see Ref. 25 for a discussion of
numerical dissipation in finite-difference algorithms!. How-
ever, the straight-ray attenuation calculations confirm that
amplitude fluctuations caused by varying tissue attenuation
are much smaller than those caused by scattering effects, so
that any artifacts caused by the absence of explicit absorption
or the presence of numerical dissipation did not significantly
impact the results. The shear elasticity of tissue was ne-
glected in our calculations because tissue has been found to
be well approximated by a fluid model at frequencies used in
diagnostic ultrasound.45,46 Therefore, the absence of attenua-
tion and shear elasticity from our FDTD simulations, as well
as the small numerical dissipation associated with the finite-
difference algorithm, do not affect the validity of our distor-
tion results.

Despite the limitations of the model employed, the pres-
ence of realistic time-shift aberrations, amplitude drop outs,
and waveform fluctuations indicate that the FDTD method
and tissue model employed in this study are sufficient to
explain the principal characteristics of wavefront distortion
produced by the abdominal wall. The model is, therefore, a
useful tool for investigation of the physical causes of wave-
front distortion. In particular, the results have shown the for-
mation of large-scale time-shift aberrations with propagation
through slowly-varying tissue structures as well as strong
amplitude and waveform distortion caused by scattering
from inhomogeneities within subcutaneous fat. The compu-
tational model presented here is also potentially useful as a
tool for the simulation of realistic scattering data for tests of
focusing and imaging algorithms.

Since many previous studies of ultrasound-tissue inter-
action have been based on weak scattering models such as
the Born and Rytov approximations,20,21,47 it is notable that
the present calculations show strong scattering and multiple
scattering effects not predicted by such simple methods. For
example, the large amplitude drop outs seen in the transmit-
ted wavefronts are inconsistent with the Bornansatzthat the
incident wavefront is unperturbed by the scattering medium.
Furthermore, examination of the internally scattered fields
indicates that a single portion of an ultrasonic wavefront may
incur scattering by several inhomogeneities over the large
thickness of the abdominal wall, so that single-scattering ap-
proximations are seen to provide incomplete representations
of the wave effects occurring in real tissue.

Finally, the results reported here clearly show that
simple phase-screen and amplitude-screen models do not
fully characterize ultrasonic propagation through the ab-
dominal wall. The straight-ray simulation performed in this

study is equivalent to a simulation using both a phase and an
amplitude screen at the receiving aperture, with time-shift
and amplitude-shift values determined by integration of the
local tissue sound speed and attenuation along straight
propagation paths. Figures 7 and 8 and Tables II and III
show that this simple model successfully predicts the mag-
nitudes and large-scale trends of time-shift fluctuations, but
is unable to predict energy-level fluctuations and waveform
distortions that occur both in experimental measurements
and in the full-wave computations reported here. More so-
phisticated models that include a phase screen some distance
from the aperture do predict amplitude and waveform
distortion48–50and are thus more successful in characterizing
propagation through the abdominal wall, as seen from the
improved performance of correction algorithms incorporat-
ing these models.6,13 However, no single phase screen,
whether alone or in combination with an amplitude screen,
can cause cumulative propagation effects and strong scatter-
ing effects like those obtained using the present full-wave
model and illustrated by Figs. 4 and 5. These effects could be
represented, at least in part, by more sophisticated models
that include multiple phase screens or numerical ray tracing,
but since such models are based on further approximations to
the wave propagation equations considered here, they are
less complete than the present full-wave approach.

The observation that single phase- and amplitude-screen
models are incomplete implies that methods of wavefront
distortion correction employing these models should not be
expected to restore an ultrasonic focus aberrated by the ab-
dominal wall to its diffraction-limited form. Such algorithms,
which were originally developed to correct weak fluctuations
such as may occur in radio astronomy, are not fully appli-
cable to correction of strong scattering effects like those
shown here to occur within the abdominal wall. Still, the
performance of aberration correction algorithms to date sug-
gests that improved models of propagation through tissue,
such as the model of a phase screen away from the receiving
aperture, have resulted in improved aberration correction.
Aberration correction methods that incorporate some of the
wave effects shown here could result in further improve-
ments in ultrasonic focusing through the abdominal wall.

V. CONCLUSIONS

A new model for ultrasonic propagation through ab-
dominal wall has been presented. The model is based on
realistic cross-sectional tissue maps and on a full-wave solu-
tion of the acoustic propagation equations for an inhomoge-
neous fluid medium.

The model produces wavefront distortion that is statisti-
cally similar to experimentally measured wavefront distor-
tion for the same tissue specimens. Some major features of
the experimentally measured distortion are reproduced; how-
ever, accurate simulation of the precise structure of received
wavefronts may require three-dimensional computation as
well as more complete tissue models.

Visualization of ultrasonic wavefronts inside the ab-
dominal wall shows the development of time-shift fluctua-
tions as the wavefront propagates through large-scale tissue
variations. Examination of the internal pressure fields also
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shows that large amplitude and waveform fluctuations can be
caused by scattering from high-contrast inhomogeneities
such as vertically-aligned septa within the subcutaneous fat
layer.

Comparison of the finite-difference, time-domain results
with results of a straight-ray approximation suggests that a
significant portion of the time-shift aberration caused by the
abdominal wall can be explained using simple phase-screen
models. However, these models, even those that incorporate
tissue attenuation variations, are unable to completely predict
amplitude and waveform distortion caused by the abdominal
wall. Since these latter distortion effects are associated with
strong scattering, complete correction of amplitude and
waveform distortion is a challenge that may not be fully
attainable using currently available methods of aberration
correction that model the aberrating layer as a phase screen
alone or in combination with an amplitude screen. Progress
toward the goal of diffraction-limited focusing through the
abdominal wall may be achieved by incorporation of wave
effects such as strong scattering into aberration correction
algorithms.
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A theoretical study of the longitudinal vibration response of a bent fiber used as an active element
of a medical applicator for Laser Ultrasound Surgical Therapy~LUST! is presented. The fiber cross
section~B300–1000mm! is much smaller than the longitudinal wavelength (l515– 20 cm). Wave
propagation in the bent fiber is described by the governing second-order equations of motion which
neglect the flexure effect. The range of the validity of those equations is discussed. In contrast to
numerous works on bent rods, the case of an arbitrary continuous curvative distribution along the
fiber is investigated. A simple analytical formula for the transfer function, i.e., the ratio of
displacements at the working end of the fiber divided by those at the driven end, is obtained. The
transfer function depends on frequency, fiber length, output impedance, loss factor, and the
mean-square curvative of the fiber. The behavior of this function is investigated applied to some
fibers whose lengths are of the order 1 m. The driven frequency is of about 10–50 kHz. If the
displacement at the driven end of the fiber is known, the power output of the applicator can be found
from the known values of the tissue impedance and the transfer function. ©1997 Acoustical
Society of America.@S0001-4966~97!02607-6#

PACS numbers: 43.80.Gx, 43.80.Sh, 43.40.Cw, 43.20.Mv@FD#

INTRODUCTION

An active element of a promising medical applicator for
Laser Ultrasound Surgical Therapy~LUST!1 is a thin silica
glass fiber~300–1000mm!, actually used for laser transmis-
sion, which transfers the acoustic energy from a piezoelectric
ultrasound transducer to biological tissue. The fiber consists
of an amorphous quartz-core and -cladding and a plastic
coating to enhance the mechanical stability. For the ultra-
sound transmission, core and cladding of the fiber can be
seen as a homogeneous structure and will therefore be re-
ferred to as core. Desingeret al.1 have shown the feasibility
of ultrasound and laser transmission via silica glass fibers.
This new endoscopic application system would enable sur-
geons to simultaneously use laser and ultrasound technique
for minimal invasive therapy. The ultrasound tissue interac-
tion is based on the well known CUSA technology~Cavita-
tion Ultrasound Surgical Therapy! in medicine which en-
ables the surgeon to cut/desintegrate various types of tissue
with different degrees of effectiveness. Typical parameters of
the standard CUSA application are a sound frequency range
of 17–40 kHz and mechanical elongations between 20 and
350 mm. The coatings of the used fibers are made of poly-
mers~polyimid, acrylate!.

For the straight fiber waveguide at low frequencies, the
effect of coating is taken into account by an effective value
of the bar velocity. The familiar theory of longitudinal
acoustic waves in a rod can then be applied2 to predict the

vibratory response of the fiber. The effect of viscoelasticity
can further be included.3 In the case of harmonic excitation,
it implies operating with a complex Young’s modulus. If the
transducer vibration is known and it is not influenced by
fiber loading~a massive ultrasound transducer!, this vibra-
tory response characterizes the power output of the whole
applicator.

An important problem concerns taking into account fiber
bending which may appear due to applications in endoscopy.
The dynamics of~mainly in-plane! curved rods has been the
subject of much research. Comprehensive reference and
theory manuals are found in the literature4–16related not only
to quasi-longitudinal modes but also to quasi-flexural
modes.4–7 For a curved rod, the longitudinal and flexural
waves cannot propagate independently of one another8,9,13so
that only various composite ‘‘longitudinal-flexural’’ modes
can exist, i.e., the displacements have both a longitudinal and
a transversal component. In this paper, we consider only one
such mode which degenerates to the longitudinal bar mode at
zero curvative and it is therefore called the quasi-
longitudinal mode.

The phase~and group! velocity of the quasi-longitudinal
mode in a bent fiber depends on its local curvative and on the
frequency.9 If the fiber contains a bend of constant curvative
jointed with straight segments without nodes, the phase ve-
locity within the bend remains constant but it is different
from bar velocity. The fiber thus resembles a straight rod
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with a jump of the phase velocity~material properties!. As a
result, wave reflection or wave conversion may appear while
passing throughout the bend.14,15 The reflection clearly hin-
ders the energy transfer throughout the fiber. More precisely,
the reflection leads to a phase shift between the stress and the
displacement at the driven end of the fiber which reduces the
acoustic power. The same situation takes place if, instead of
one bend, an arbitrary curvative distribution along the fiber is
studied.

Therefore, there is some doubt that a curved fiber geom-
etry would be appropriate to achieve an effective energy
transfer to the tissue. The main purpose of this paper is to
study this problem quantitatively. We consider a thin in-
plane curved fiber, whose diameter is much smaller than the
wavelength, and ignore the radial inhomogeneity of the
acoustic field in the fiber. An approximate theory is used9

which neglects the effect of flexure. The viscoelasticity is
taken into account by a complex value of the Young’s modu-
lus. The boundary condition at the point of contact with the
tissue is that of the impedance form and only the active im-
pedance is taken into consideration. The effect of the acous-
tic energy radiation from the fiber walls into the surrounding
medium~biological tissue! is ignored.

The main quantity studied in this paper is the longitudi-
nal vibration response of a finite fiber. A formula will be
derived for the corresponding transfer function, i.e., the ratio
of displacements~or accelerations! at the working end of the
fiber divided by those at the driven end. It depends on fre-
quency, fiber length, output impedance, loss factor, and a
mean-square curvative of the fiber. The behavior of this
function is investigated applied to some fibers whose lengths
are of the order of 1 m and the driven frequency is of about
10–50 kHz. The fiber cross section is arbitrary, but the thin
fiber condition must always be satisfied. Since the displace-
ment at the driven end of the fiber is known, the power
output can then be obtained from the known values of the
tissue impedance and the transfer function.

The present study does not include two important effects
which are viscous and acoustic energy losses on the walls of
a fluid-loaded curved fiber. For quasi-longitudinal low-
frequency vibrations, the viscous effect can still be estimated
relatively simply, much as the elegant analysis of Nagy and
Nayfeh precludes.17 However, the acoustic energy loss re-
quires consideration of the nonzero transverse displacement
@cf. Eq. ~10! below# even at small frequencies. The corre-
sponding analysis becomes somewhat similar to that of
Dayal18 and will be the subject of further investigation.

I. OUTLINE OF THE THEORY

Consider at first a straight~cylindrical! fiber of length
L at low frequencies, i.e., the fiber whose diameter is much
smaller than the wavelength. Acoustic propagation is charac-
terized by three decoupled modes which are the longitudinal
~lowest axial-radial! mode, the~lowest! torsional mode, and
the ~lowest! flexural mode. The fiber properties are given by
the Young’s modulusE, the densityr, the cross-sectional
areaA, and the moment of inertia of the cross sectionI .

Denoting the axial and transverse displacements byn and
w, one has for the longitudinal extension mode and for the
flexural mode2

r
]2n

]t2 2E
]2n

]x2 50, rA
]2w

]t2 1EI
]4w

]x4 50, ~1!

respectively. In contrast to Eqs.~1!, the extensional and flex-
ural waves for the curved fiber cannot be exactly decoupled.
If the local curvatives is different from zero but remains
constant, the corresponding set of coupled equations takes
the form14–16

r
]2n

]t2 2E
]

]s S ]n

]s
1swD5

EI

A
s

]2

]s2 S sn2
]w

]s D ,
~2!

r
]2w

]t2 1EsS ]n

]s
1swD5

EI

A

]3

]s3 S sn2
]w

]s D .

In Eqs. ~2!, s denotes the centerline arc length so thatn
5n(s,t) andw5w(s,t). Settings50 one obtains Eqs.~1!
from Eqs.~2!.

Let us assume that a primary excited wave is an exten-
sional wave. In the bent area, this wave produces reflected
extensional and flexural waves as well as transmitted exten-
sional and flexural waves. In accordance with the investiga-
tion made in Ref. 14, the effect of flexure for the primary
extensional wave becomes relatively small in a wide range of
frequency~cf. Figs. 2 and 4 of this reference! if

r 0s,0.05, ~3!

wherer 05AI /A is the radius of inertia. For sharp bends, the
inequality ~3! is clearly broken. Nevertheless, even in this
case, the acoustic energy transferred to flexural waves is con-
siderably smaller in comparison with the energy of exten-
sional waves.14 For a fiber of circular cross section,r 0

50.5r where r is the cross-section radius. Denoting byR
51/s the radius of curvative one obtains from Eq.~3!

r

R
,0.1 . ~4!

The cross-section radius of a fiberr usually does not exceed
1 mm. Therefore, inequalities~3! and~4! are both satisfied if
the curvative radius of a bendR is larger than 10 mm, which
is obviously true in many cases of practical interest.

Neglecting the flexure items in Eqs.~2! one thus has

r
]2n

]t2 2E
]

]s S ]n

]s
1swD50,

~5!

r
]2w

]t2 1EsS ]n

]s
1swD50.

Equations~5! describe only quasi-longitudinal waves in a
bent fiber, which all degenerate to the bar mode at zero cur-
vative s ~transverse displacementw becomes zero!. In its
present form, they are valid not only for a bend with the
constant curvative but also in the case of arbitrary bending as
it was shown in Ref. 9~see also Ref. 19!. On the other hand,
Eqs.~5! are the exact consequence of the complete equations
of motion for bent rods@cf. Ref. 7, Eq.~17!# if one takes a
thin rod condition into account and puts the moment of in-
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ertia and shearing force resultant being zero.20 We will use
those equations to study the longitudinal vibration response
of a finite fiber with arbitrary curvative distribution.

Assuming a harmonic time dependence exp(jvt), desig-
nating n5 n̄(s)exp(jvt) and w5w̄(s)exp(jvt), one obtains
from Eqs.~5!

2rv2n̄2E
d

ds S dn̄

ds
1sw̄D50,

~6!

rv2w̄2EsS dn̄

ds
1sw̄D50.

It follows from the second of Eqs.~6! that

S r

E
v22s2D w̄5s

dn̄

ds
. ~7!

This expression forw̄ is then substituted into the first of Eqs.
~6! which yields

2k2n̄2
d

ds S dn̄

ds
1

s2

k22s2

dn̄

dsD50,

where k5v/c with c5AE/r is the bar velocity of the
straight rod. Hence, an equation for the complex longitudinal
displacementn̄(s) is obtained in the form

d2n̄

ds2 1~k22s2!n̄1
2s~ds/ds!

k22s2

dn̄

ds
50. ~8!

If the curvatives is constant, Eq.~8! is reduced to

d2n̄

ds2 1~k22s2!n̄50 ~9!

and predicts dispersion of the phase velocitycp

5v/Ak22s2 and the group velocitycg5c2Ak22s2/v of
the curved fiber with respect to frequency. The phase veloc-
ity is always greater than the bar velocity whereas the group
velocity is always smaller. Both velocities approach the bar
velocity with increasing frequency. There is cutoff at small
frequencies which is characterized by the equality of the
wavelength of the Young’s wave to the radius of curvative.8,9

The complex transverse displacementw̄(s) is given by
Eq. ~7! as follows:

w̄5
s

~k22s2!

dn̄

ds
. ~10!

It is worth noting that the transverse displacement is ex-
pressed in terms of longitudinal strain and vanishes at some
spatial point if the local curvatives(s) becomes zero at this
point. In accordance with the approach of Ref. 9, the longi-
tudinal stress componentTss can be obtained in the form

Tss5ES 11
s2

~k22s2! D dn̄

ds
. ~11!

This relation is simply found from the expression for the
normal force resultant@cf. Eq. ~3! in Ref. 14# with taking
into account Eq. ~10!. The acoustic power transferred
throughout the fiber is given by

P5Tss~ j vn̄!* , ~12!

where the asterisk denotes the complex conjugation. Equa-
tion ~12! is valid up to second order of approximation. The
contribution of the transverse stress into Eq.~12! would be a
third-order quantity with respect to the wave amplitude and it
is therefore omitted.

II. BOUNDARY CONDITIONS

Since, for the quasi-longitudinal acoustic wave, both
longitudinal and transverse displacements are nonzero,
boundary conditions might appear more complicated than for
a straight rod. However, according to Eq.~10!, the transverse
displacement is secondary and it is expressed in terms of the
corresponding longitudinal quantities. No additional bound-
ary conditions should therefore appear in comparison with
the case of a straight rod.

To illuminate this point of view assume that the local
curvative of the fibers(s) and its derivativeds(s)/ds are
zero at driven and working ends, i.e.,

s~s!50,
ds~s!

ds
50; s50,L. ~13!

It means that the fiber is quite straight at the ends. In prac-
tice, such a condition usually takes place for a bent fiber in
endoscopy applications. If it is not the case, this condition
may be achieved for any curved fiber by an appropriate in-
finitesimally small transform of the fiber position close at the
ends. Hence, it is a reasonable assumption in our case, too.
The transverse displacement and its derivative are also equal
to zero ats50,L according to Eq.~10!. Therefore, boundary
conditions involve only the longitudinal quantities.

The boundary condition at the driven end of the fiber
reads

n̄~s50!5 n̄0 , ~14!

wheren̄0 is the input displacement amplitude~the vibration
of the ultrasound transducer!. The boundary condition at the
working end is that of impedance form

Tss5Z jvn̄, ~15!

whereZ is the longitudinal acoustic impedance of the tissue
at the point of contact. By the use of Eq.~11! at s(L)50
one has from Eq.~15!

dn̄

dsU
s5L

5 jk
Z

rc
n̄~s5L !, ~16!

whererc is the rod impedance. For a composite fiber, the
rod impedance may be calculated from the well-known low-
frequency theory of clad rods.21

The dimensionless output impedance of the fiber is as
follows,

Z̄5
Z

rc
, ~17!

and depends both on fiber and medium properties. For glass
fibers operating with kidney stones,Z̄'0.6 whereas, for soft
tissues,Z̄'0.3– 0.1. The output impedance is taken as a real
quantity so that no reactive part changing the resonant fre-
quency of the fiber appears.
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In the following, we will always use boundary condi-
tions ~14! and~16!. The condition of zero termination curva-
tive Eq. ~13! applied to fibers with arbitrary bending makes
the calculations much more easy~cf. Sec. IV!.

III. INCLUSION OF VISCOELASTICITY

The effect of a lossy acoustic material on harmonic
wave propagation may be accounted for by introducing the
complex Young’s modulusE* instead ofE in the form

E* 5E~11 j h!5E8 exp~ j u!, ~18!

whereh5tan(u) is the loss factor andu is the corresponding
phase lag. Equations~8! and~9! can be rewritten in the same
form if one replacesk by k* where k* 5v/c* and c*
5AE* /r. Now k* is the complex propagation constant and
c* is the complex bar velocity. The effective complex bar
velocity of a cladded fiber is given by~cf. Ref. 21!

c* 5AE2~11 j h2!@„~r 2 /r 1!221…1E1~11 j h1!/„E2~11 j h2!…#

r2@„~r 2 /r 1!221…1r1 /r2#
, ~19!

where the indexes 1 and 2 are related to core and coating,
respectively, andr 1,2 are the corresponding cross-section ra-
dii. The effective loss factor is as followsheff

52 Im@c* # /Re@c* #, where Re and Im denote the real or
imaginary part, respectively.

IV. TRANSFER FUNCTION

Much the same as Jimeno-Fernandezet al.22 we intro-
duce the transfer functionT which is the ratio of displace-
ments~or accelerations! at the working end of the fiber di-
vided by those at the driven end. The transfer functionT is
given by

T5
n̄~s5L !

n̄0
. ~20!

The transfer function actually characterizes the resonance re-
sponse of the fiber with respect to particle displacement. For
the straight rod, the transfer function depends on the fre-
quency, the rod length, the output impedance, and the loss
factor. In our case, an additional dependence on the curvative
should appear. By analogy with Eq.~20!, one might also
consider the resonance response in terms of acoustic strain.
The power at the working end of the fiber is found from Eqs.
~12! and ~15!:

P5Zv2n̄ n̄* .

The use of Eqs.~17! and ~20! yields

P5rcv2Z̄un̄0u2uTu2. ~21!

It follows from Eq. ~21! that the power is characterized by
the transfer function if the transducer vibration and the out-
put impedance are known.

A. Solution at constant curvative

We are looking for a solution of Eq.~9! in the form

n̄5 n̄0$C1 exp~2 jKs!1C2 exp~ jKs!%, ~22!

where K5A(k22s2). The boundary conditions~14! and
~16! give the coupled equations with respect toC1 andC2

C2512C1 ,
~23!

2 jK exp~2 jKL !C11 jK exp~ jKL !C2

5 jk
Z

rc
„exp~2 jKL !C11exp~ jKL !C2…,

which yield

C15S 11
11kZ̄/K

12kZ̄/K
exp~22 jKL !D 21

, C2512C1 .

~24!

Here,Z̄ is given by Eq.~17!. The transfer function from Eq.
~20! then becomes

T5
F exp~2 jKL !

11F exp~22 jKL !
, F5

2K

K2kZ̄
,

or, in a simplified form,

T5
1

cos~KL !2~ jkZ̄/K !sin~KL !
. ~25!

The transfer function of the straight waveguide for the purely
propagating mode (Z̄51) is given byT5exp(jkL). Hence,
its absolute value equals unity and only the phase shift with
respect to the driven end becomes apparent. In general, the
function T shows a rather difficult behavior.

If the loss factorh is small, one obtains from Eq.~18!
c* 5c(11 j h/2) and k* 5k(12 j h/2). The dimensionless
quantities are introduced

j5kL, f5Ls, ~26!

characterizing the effect of the frequency and the curvative,
respectively. Performing the calculations above withk* in-
stead ofk the transfer function takes the form

Th~j,f,Z̄!5
1

cosk2~ j jZ̄/k!sin k
,

k5A„j2~12 j h!2f2
…. ~27!

Equation~27! can be evaluated numerically. However, be-
fore doing it, we consider the case of a fiber with an arbitrary
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curvative distribution. In this case, it will also be possible to
get an analytical solution for the transfer function.

B. Solution at arbitrary continuous curvative

Equation~8! may be rewritten in the form

dy

ds
52L~k22s2!x2

2s~ds/ds!

k22s2 y,
dx

ds
5

1

L
y,

wherey5L(dn̄/ds) andx5 n̄. Denote byD5(x,y) the so-
lution consisting ofx andy. One has

dD

ds
5F 0 1/L

2L~k22s2! 2
2s~ds/ds!

k22s2
GD.

It follows that

D5Â~s!D0 ~28!

with

Â~s!5expS E
0

sF 0 1/L

2L~k22s2! 2
2s~ds/ds!

k22s2
GdsD ,

D05~d1 ,d2!, 0<s<L. ~29!

Here, d1 and d2 are two arbitrary constants. To find the
transfer function, we are only interested in the solution at
two pointss50, L. From Eq.~28!, one gets

D~s50!5D0 ,

D~s5L !

5expF 0 1

2L2S k22
1

L E
0

L

s2 dsD ln~k22s2!u0
LGD0 .

In accordance with Eq.~13!, the last diagonal term of the
matrix in square brackets vanishes so that one has

D~s50!5D0 ,
~30!

D~s5L !5expF 0 1

2L2S k22
1

L E
0

L

s2 dsD 0GD0 .

Equation~30! allows us to calculate the transfer function
if we use the standard eigenvalue technique to evaluate the
matrix exponent. However, the result immediately becomes
clear if one writes the solution for the circle of constant
curvative in the form of Eq.~30!, too. Since the curvative is
the same at both ends of the circle, the last diagonal term
vanishes again. The only distinction thus is found in the sub-
stitution

1

L E
0

L

s2 ds→s2, ~31!

which is made upon the exponent in Eq.~30!. Therefore, the
transfer function looks like Eq.~27!, but instead of the con-
stant dimensionless curvativef5Ls the averaged dimen-
sionless curvativeF should be introduced as follows:

F5ALE
0

L

s2 ds. ~32!

The losses are again taken into account by usingk* instead
of k. Equation~27! is thus transformed to

Th~j,F,Z̄!5
1

cosk2~ j jZ̄/k!sin k
,

k5A„j2~12 j h!2F2
…. ~33!

Equations~32! and ~33! are the main results of this
study. They show that the transfer function of a curved fiber
only depends on the mean-square curvative of the fiber.
Hence the specific bending geometry~the number of circles,
their sequence, and their radii! plays no role if the total
mean-square curvative remains unchanged. This circum-
stance allows us to obtain some general results for curved
fibers discussed in Secs. V–VII below.

The present solution is convincing if

~i! s(s),k for any internal integration points.
~ii ! s(s) is a continuous function along the fiber.

Otherwise, the integrand in the last diagonal term of matrix
A given by Eq.~29! will be a singular function at somes
P@0,L#. The integration requires a special analysis of each
internal peculiar point. The calculations are no longer
straightforward and the approach used just above may be
incorrect. Below in this section, we consider some examples
where conditions~i! and ~ii ! are not satisfied.

C. The effect of curvative jumps

Let us assume thats(s) has a jump at a certain internal
point s0 but remains continuous at other points@condition~ii !
is broken#. Such a behavior would correspond to a circular
segment ideally jointed with a straight segment. Then, in-
stead of the equality

2E
0

L 2s~ds/ds!

k22s2 ds5 ln~k22s2!u0
L50, ~34!

one has

2E
0

L 2s~ds/ds!

k22s2 ds52 ln~k22s2!us020
s010

1 ln~k22s2!u0
LÞ0, ~35!

where the symbolss070 indicate that the values of the cor-
responding function are taken just before the jump and just
after the jump, respectively. Herewith, Eqs.~30! and~33! are
not valid anymore.

It is, however, believed that for flexible bent fibers the
continuity condition is usually achieved in practice and we
do not need to take curvative jumps into consideration. The
jumps are only necessary while studying reflection and trans-
mission on the basis of a simplified theory which operates
with a number of segments of constant curvatives.9,14,15
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D. The effect of local cutoff

Now we check condition~i! above. Note that the equal-
ity s5k determines the cutoff frequency of the fiber of con-
stant curvative. Hence, for a fiber with variable curvative,
condition ~i! may be called a local cutoff condition. If it is
not satisfied, the integral

2E
0

L 2s~ds/ds!

k22s2 ds ~36!

can only exist as a generalized function of parameterk. Con-
sider a symmetrical curvative distribution with respect to the
central points5L/2 of the form

s25k2
„12~2s/L21!2

…, ~37!

where

s~0!5s~L !50, s~L/2!5k. ~38!

One writes

2E
0

L 2s ds/ds

k22s2 ds52E
0

L 1

s2L/2
ds50 ~39!

in the generalized sense of Cauchy’s principal value. Unfor-
tunately, we cannot state such equality for an arbitrary cur-
vative distribution. Inclusion of complex viscoelasticity or
other perturbation effects~the effect of flexure! may help to
avoid generalized functions in the integral~36!. A more de-
tailed treatment of this problem is beyond the scope of the
present paper.

V. ANALYSIS

A. General

A first estimate, which ranges the domain of the validity
of Eq. ~33!, follows from Eqs.~3! and ~4! and states that
local curvative radii cannot be very small. Further, we should
take into account the local cutoff condition discussed in the
previous section. In terms of dimensionless variables from
Eq. ~26!, one has

fmax,j, ~40!

wherefmax is the largest curvative along the fiber. This in-
equality gives another limitation to the use of Eq.~33! which
is usually stronger than Eqs.~3! and ~4!.

If the fiber curvative is constant, Eq.~33! predicts nearly
zero values of the transfer function below the cutoff fre-
quencyF5j ~cf. next subsection!. If, however, the bent area
is fixed, but the whole fiber length increases due to increase
of straight areas, the transfer function~33! tends to the trans-
fer function of a straight fiber to within a change in phase.
Such a property becomes clear if one writes

F25O~L !, j25O~L2!, k→jA~12 j h!, L→`,
~41!

which means that the curvativeF loses its influence on the
parameterk. Herewith, we come to a conclusion which states
that a local bend inside of a long straight fiber only weakly
affects its transfer function. At first sight, this conclusion
might appear incorrect if the driven frequency approximates
the cutoff frequency of the bend. To make things clear one

should remember the following. Equation~33! is correct un-
der the assumption that the local cutoff condition can never
be achieved@cf. Eq. ~40!#. Transport of acoustic energy
throughout the bend is therefore always available. While the
total fiber length increases a number of intermediate reso-
nances appears. This circumstance makes the transport of
acoustic energy through the bend more efficient than in the
case of a short fiber. At long last, the transfer function can
then approximate the corresponding dependence for the
straight rod.

B. Resonances

Figure 1~a! shows a 2-D representation of the absolute
value of the transfer function from Eq.~33! at the dimension-
less output impedanceZ̄50.1 ~soft tissues!. The loss factorh
is equal to 0.01. Thex axis corresponds to the dimensionless
fiber length or frequencyj whereas they axis describes the
dimensionless mean-square curvativeF. The domain of
change inj covers glasslike fibers whose lengths are of the
order of 1 m and the driven frequency does not exceed 50
kHz. Shading scaling is fixed on the interval from 0.4 to 4
~the values smaller or equal than 0.4 are black whereas the
values greater or equal than 4 are white!. The straight line
outlines the dependenceF5j. Above this line~the upper
left corner of the figure!, the transfer function is close to zero

FIG. 1. Transfer function in the plane of the dimensionless fiber length
~frequency! j and the dimensionless mean-square curvativeF. The straight
white line shows the dependenceF5j. The gray scale gives the transfer
function magnitude:~a! Z̄50.1, scaling is fixed on the interval from 0.4 to
4; ~b! Z̄50.6, scaling is fixed on the interval from 0.1 to 2.
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irrespective of the values of the other fiber parameters. The
equalityF5j would therefore be identified as the cutoff of
a bent fiber.

To the right of the lineF5j, a number of resonances
are seen~they are given by white strips!. The resonances
give values of the transfer function up to 5. The resonant
stripes change their position while the averaged curvative is
changed. Hence, if both the driven frequency and the fiber
length are fixed, the transfer function also changes its value
in dependence on the mean-square curvative of the fiber. In
other words, the output efficiency may be different for cur-
rent fiber geometries due to the change in resonant frequen-
cies. The magnitude of this difference is the ratio of transfer
function values at resonances divided by those in the ‘‘dark’’
domains. This ratio was found to be up to 4 in Fig. 1~a!. Note
that the effect of fiber bending on the behavior of resonant
stripes is smaller at larger frequencies.

If the output impedanceZ̄ is large, the resonances are
not quite developed and the effect of bending is probably of
lesser importance for the transfer function. The correspond-
ing example is given in Fig. 1~b! which provides the same
information as Fig. 1~a! but Z̄ is now equal to 0.6~kidney
stones!. The loss factorh is again 0.01.

As a further example, let us consider a fiber of 1 m
length atZ̄50.2. The driven frequency equals 30 kHz. The
fiber consists of five different segments with lengths
L1 ,...,L5 and curvativess1 ,...,s5 , respectively. The first,
third, and fifth segments have zero curvative~straight lines!
whereas the second and fourth segments are the circular seg-
ments~Fig. 2!. Figure 3 shows a position of this fiber in the
planej, F and the corresponding transfer function. The cir-
cular segment apertures are both equal and are 90°. Similar
to Fig. 1~a!, shading scaling is fixed on the interval from 0.4
to 4. The other fiber data readL1525 cm, L2510 cm, L3

530 cm, L4510 cm, andL5525 cm so that both curvative
radii are equal to 6.4 cm@still below the limiting valuec/v
given by Eq.~40!#. The fiber mean-square curvative is close
to a resonance and the transfer function equals 2.27.

VI. COMPARISON WITH EXPERIMENT

There are a number of experiments on wave propagation
in waveguides of constant curvative or helical springs~cf.,
for instance, Ref. 23!. Some experiments have been also
done to study the effect of variable curvative distribution on
the behavior of displacement amplitude at the working end
of a fiber or a rod.24,25 In Ref. 24, the pulse propagation has
been investigated along a38-in. brass-alloy cylindrical rod
consisting of an arc and some straight segment. As a theo-
retical model in the frequency domain, the authors have also
applied Eq.~8! to within a change in variables. Excellent
agreements between theory and experiment were found. The
general result~33! was, however, still unknown, and the nu-
merical solution obtained by synthesis in intervals and suc-
cessive integration looks very complicated.

Below, we will treat another experiment which studies
continuous radiation.25 The transducer includes piezoceram-
ics which generate the ultrasound and an amplitude trans-
former. Thin hollow fibers 28.0–79.5 cm in length are made
of chrome–nickel–steel alloy with 18% chrome and 10%
nickel. The inner diameter of the fiber varies from 0.4 to 1.6
mm whereas the outer diameter changes from 0.8 to 2.4 mm,
respectively. The fiber geometry implies a circular segment
of constant curvative and one or two straight segments. The
bending was simulated by putting a part of the fiber into a
PTFE hose which was then stuck to massive circles of vari-
ous cross-sectional radii. The displacement amplitude at the
working end of the fiber was measured as a function of the
segment curvative by an electrodynamic sensor. Its sensitiv-
ity was about 0.1 mV per 1mm. The aperture of the circular
segment was fixed by 45°, 90°, and 180°, respectively. The
working frequency was 17.5 kHz and the bar velocity of the
fiber was 4783 m/s. Since the working frequency is reason-
ably small, the most significant parameter for the theory is

FIG. 2. The geometry of a bent fiber consisting of five different segments
1–5. Two bending combinations are possible. They are shown as~a! and~b!,
respectively.

FIG. 3. Transfer function atZ̄50.2 in the plane of the dimensionless fiber
length ~frequency! j and the dimensionless mean-square curvativeF. The
gray scale gives the transfer function magnitude. The scaling is fixed on the
interval from 0.4 to 4. The straight white line shows the dependenceF
5j. The position of the fiber is indicated by a white circle.
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the bar velocity of the fiber. The hollow structure of the fiber
and its diameter are of less importance and are therefore not
involved by Eq.~33!.

Before starting with the comparison of theoretical and
experimental25 data, certain remarks should be made con-
cerning the experimental conditions. While performing the
experiment in air, the output dimensionless impedance of the
fiber should be small enough with respect to unity. Actually,
its value depends on the characteristics of the electrodynamic
sensor used to measure the displacement25 and remains un-
known. Therefore, we have to check variousZ̄!1.

Although the total fiber length was not reported explic-
itly, it was only possible to achieve a curvative radius of 20
cm at the 79.5-cm length cited below in Ref. 25 if the seg-
ment aperture equals 180°. However, the nearest resonance
of the straight fiber lies at 75.16 cm. A distinction between
those values indicates either coupling with the ultrasound
transducer or an error in the bar velocity. To get the reso-
nance condition, in the theory we should putL575.16 cm
exactly. If we choose the fiber length in such a manner, then
the effects of the ultrasound transducer, inaccurate phase ve-
locity, etc., may be ignored to a certain extent.

Figures 4 and 5 show the transfer function normalized to
its value at zero curvative in dependence on the segment
curvative at 180° and 45° apertures, respectively. Stars and
circles indicate experimental data obtained for two fibers of
different cross sections. The numerical solution of Eq.~33! is

represented by a continuous line. Figures 4~a! and 5~a! cor-
respond toZ̄50.1, whereas Figs. 4~b! and 5~b! correspond to
Z̄50.01. The loss factor is 0.02 everywhere. Thick vertical
lines show the local cutoff. If the curvative radius is smaller
than this value, then Eq.~40! is not satisfied.

It is seen that the theory follows the experimental ten-
dency up to very small radii of curvative for both aperture
angles. In the domain of large curvative radii, the depen-
dence onZ̄ is rather weak, similar to the dependence onh.
The main inaccuracy appears at small radii of curvative
where the transfer function and the displacement show unex-
pected large jumps. The jumps have no physical meaning
and can hardly be seen experimentally. They, however, ap-
pear only below the local cutoff frequency. In this domain,
the present theory can be incorrect since Eq.~40! is not sat-
isfied.

Two important problems are to be discussed at the end
of this section. First, it has been found that the transfer func-
tion is very sensitive to the resonance condition outlined
above. If the resonance condition is slightly broken~for in-
stance, if the fiber length is chosen as 79.5 cm!, then the
calculated curves diverge from the experimental data. On the
other hand, the behavior of the transfer function for various

FIG. 4. Transfer function in dependence on segment curvative. The aperture
angle of the curved segment is 180°. Asterisks and circles indicate experi-
mental data25 for the fibers with outer diameters of 0.8 and 1.6 mm, respec-
tively. ~a! Z̄50.1 and~b! Z̄50.01. The continuous curve shows the numeri-
cal solution. The thick vertical line (R) indicates the local cutoff condition.

FIG. 5. Transfer function in dependence on the segment curvative. The
aperture angle of the curved segment is 45°. Asterisks and circles indicate
experimental data25 for the fibers with outer diameter of 0.8 mm and 1.6
mm, respectively:~a! Z̄50.1 and~b! Z̄50.01. The continuous curve shows
the numerical solution. The thick vertical line (R) indicates the local cutoff
condition.
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fiber resonances appears rather similar, especially if higher
resonances are dealt with.

The second question concerns the experimentally ob-
served dependence of the transfer function on the position of
the circular segment inside the straight fiber~Fig. 17 in Ref.
25!. Our model does not predict such a dependence. It
should, however, be emphasized that the dependence found
implies small radii of curvature~3.5 cm at 17.5 kHz;c
54783 m/s!, i.e., again the domain below the local cutoff
frequency.

VII. CONCLUDING REMARKS

~i! Once the oscillation of the ultrasound transducer is
known, the longitudinal vibratory response of a bent
fiber is given by Eq.~33!. The vibratory response only
depends on the mean-square curvative of the fiber but
does not depend on the specific bending geometry un-
der study. This conclusion implies that local bending
is not very strong, i.e., the local cutoff condition@Eq.
~40!# should be satisfied. Otherwise, a more general
theory is necessary, including the flexure effect.

~ii ! The vibratory response determines the acoustic power
transferred throughout the fiber to some point in the
tissue@Eq. ~21!#.

~iii ! Above the local cutoff frequency, the resonant fre-
quencies of the fiber are changed by bending. As a
result, considerable decrease in the transfer function
may appear in comparison with the case of a straight
rod. This effect is of little importance in the situations
where the dimensionless output impedance is of the
order of unity since the resonances themselves are not
quite developed.

Two ways are probably possible to overcome the de-
crease in the transfer function under presence of fiber bend-
ing. The former implies ‘‘tuning up’’ the driven frequency in
accordance with the current mean-square curvative of the
fiber. The latter consists in the use of larger frequencies and
higher resonances of the fiber. As Figs. 1 and 3 show, those
resonances are somewhat less sensitive to fiber bending than
the leading ones.
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Bioacoustic behavior of African fishes (Mormyridae): Potential
cues for species and individual recognition in Pollimyrus
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An analysis of the natural bioacoustic signals made by two closely related African fishes~P.
adspersus and P. isidori! revealed that these species separated along several acoustic dimensions
that are likely to be important for species isolation. Both species producedgrunts that were
composed of a trains of pulses, but the pulse repetition rates were distinctly different~5663 s.d. vs
4464 s.d. pps!. Complex tone bursts~moans! were also used, but the species differed substantially
in the location of the fundamental peak~240 Hz612 s.d. vs 332 Hz634 s.d.!. SomeP. adspersus
males sustained these tones for over a second~812 ms6495 s.d.!, whereasP. isidori produced
shorter tones~121 ms635 s.d.!. During interactions with females, the two species produced the
grunts and moans in distinct species-typical patterns:P. adspersusmales alternated grunts with
moans andP. isidori produced a single grunt followed by a succession of moans. A detailed analysis
of identified individualP. adspersusshowed that acoustic features constituted individualsignatures
which could be used by conspecifics to identify individuals. Grunt spectral peak frequency was
shown to be a good predictor of male mass, with peak frequency decreasing at 72 Hz per gram.
Simulatedstandardizedcourtship encounters with females revealed that males differ markedly in
their apparent ability to produce sustained moans and it is suggested that this may be particularly
important to females in mate selection. ©1997 Acoustical Society of America.
@S0001-4966~97!07407-9#

PACS numbers: 43.80.Ka, 43.80.Jz@FD#

INTRODUCTION

The production of acoustic signals for communication is
ubiquitous among animals, and the analysis of these signals
is fundamental to comparative and evolutionary research on
sound communication. Although most readily observed in
terrestrial species, acoustic signal production underwater is
well known in vertebrate and invertebrate animals, inhabit-
ing both marine and freshwater environments. Acoustic com-
munication in fishes is common~reviews by Fineet al.,
1977; Myrberg, 1997!. The fishes are of particular interest in
the neuroethological analysis of vertebrate acoustic commu-
nication due to the relative simplicity of both the signals and
the auditory systems of these vertebrates. Sound is trans-
duced at inner ear organs~sacculus, utriculus, or lagena! that
are relatively undifferentiated compared to the cochleas of
mammals and auditory organs of other vertebrates. Never-
theless, the mechanosensory hair cells which mediate hear-
ing in fish are anatomically and biophysically quite similar to
those within the cochleas of mammals and other amniotes;
recent studies have shown that the sensory epithelia within
the inner ear organs of fishes are heterogenious with at least
two distinct classes of hair cells~e.g., Popperet al., 1993;
Saidel et al., 1995!. After transduction at the ear, auditory

information is processed along central nervous system path-
ways that are essentially similar to the mammalian pathways
~McCormick, 1992!.

In some fishes there are specialized gas-filled structures
coupled to the hair cells of the ear which allow fish to detect
pressure~e.g., Fayet al., 1982; Coombs and Popper, 1982;
Popper and Fay, 1984!, the same acoustic parameter used for
sound detection in humans and many other terrestrial ani-
mals. Among the fishes with specializations for pressure de-
tection are the African Mormyridae in which the largest
structure within each ear is a gas-filled bubble attached to the
sacculus~Stipetić, 1939; Fig. 1A in Crawford, 1993!. In ad-
dition to this specialization of the ear, it has recently been
discovered that the mormyrids produce some of the most
elaborate acoustic communication signals known in fishes. It
has been suggested that these sounds function in mate choice
and species isolation~reviewed in Crawford, 1997!.

In this paper, we present data which provide further sup-
port for these hypotheses. An analysis of the acoustic signals
of two closely related mormyrids from West Africa,Pol-
limyrus adspersusandP. isidori, shows clear species differ-
ences in acoustic signals. The acoustic behavior of breeding
P. adspersushas been studied in our laboratory for several
years. Recent field expeditions to Mali have made it possible
to record the acoustic signals of its close relativeP. isidori.
P. isidori were studied during their reproductive season in
the flood plains of the Central Delta of the Niger River, near
Timbuktu. These field recordings ofP. isidori have, for the
first time, allowed comparisons of the acoustic behavior of
two closely related species, both of which live in the Niger
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River and may be sympatric in part of their natural geo-
graphic range~Bigorne, 1990!.

We first present a comparison of key features of the
acoustic signals of the two species. The acoustic separation
between the species is clear and supports the hypothesis that
the sounds may function in mate choice. An acoustic analy-
sis of identified individualP. adspersusis then presented.
These analyses show that within this species sounds could be
used as individual signatures, and that the characteristics of
an individual’s sounds may yield clues about its physical
condition ~mass!. Portions of this work have appeared in
abstract form~Crawford, 1995; Crawfordet al., 1995!.

I. MATERIALS AND METHODS

P. adspersuswere obtained from the Niger River Basin
through importers in Nigeria. Their sounds were recorded in
the laboratory during artificial breeding seasons as described
in previous papers~e.g., Crawford, 1991! and summarized
below.P. isidori were studied during a natural breeding sea-
son in the field. The conditions under which the sounds were
recorded were different, but we have focused our species
comparisons on acoustic features which we suspect are par-
ticularly salient for the animals’s auditory system and which
appear relatively independent of physical-acoustic differ-
ences in the recording environments. For example, we have
confirmed that the temporal patterns within the sounds ofP.
adspersusare essential identical whether a given individual
produces these sounds in a large~600-liter! or small ~200-
liter! tank. Experiments at the field site in Mali have con-
firmed thatP. isidori sounds were essentially similar whether
recorded in the flood plain or in a small tank, but did show
some anticipated changes in spectral content due to environ-
mental filtering~Crawfordet al., 1997!. The details of wave-
form fine structure and spectral shape are expected to differ
with environment, and were not used in the species compari-
son presented in this paper. Environmental influences were
minimized by recording close to the source as described be-
low, and by recording laboratory sounds at the same water
temperature as the field sounds~28 °C!. Observations ofP.
isidori that we transported from the field site to our labora-
tory in Philadelphia have confirmed that acoustic behavior is
not changed by extensive air travel; males court females with
the same acoustic display observed in Africa.

The species comparison is followed by an examination
of the features of sounds which might be used for intraspe-
cific mate choice and individual recognition. This analysis
depends on having data from known individuals and is there-
fore based on our laboratory recordings of identified maleP.
adspersus. In the laboratory, we were able to use playbacks
of female electric signals to simulate the stimulus that natu-
rally elicits male sound production~see Crawford, 1991!.
This allows us to observe sound production under standard-
ized conditions, and to examine male sound production when
the duration of the fictive female visit was extended for an
unusually long time toprobemale acoustic performance~de-
tails below!.

A. Field studies of P. isidori

Field recordings ofP. isidori were made in Mare du
Bare, Mali, during the flooding season in August 1994. A
complete account of the breeding behavior, ecology, and
methodology has been presented in a separate paper~Craw-
ford et al., 1997!, and only details essential to the acoustic
analyses discussed in the present paper are provided here.
Recordings were made at night in a shallow flooded zone fed
by waters from the Mayo Ninga River, a tributary of the
Niger River. The fresh water was about 2 m deep, 28 °C, and
isothermal~61%! from top to bottom.

Male fish establish territories within the subsurface por-
tions of floating rafts of grass. Hydrophones~Sippican
VLAD; sensitivity 240 dB re: 1 V per Pa! were suspended
50 cm below the water surface within male territories. We
only used sounds recorded with good signal-to-noise ratio in
these analyses, and we estimate that they were recorded at
distances ranging from 5 to 50 cm from the sound-producing
fish; the fish could not be observed visually in this environ-
ment. Sounds were either recorded directly to tape or trans-
mitted by radio to a receiver on land and then recorded~see
Crawfordet al., 1997!. Sounds were amplified with a BMA
202 amplifier before being recorded on a Marantz DAT or a
Sony WMD6C analog cassette recorder.

B. Laboratory studies of P. adspersus

The reproductive behavior ofP. adspersushas been
studied in several laboratories and methods for breeding
have been detailed previously~e.g., Crawford, 1992; Kirsch-
baum, 1987; Bratton and Kramer, 1989!. P. adspersuswere
imported from Nigeria~West Africa!, and were kept 2–5
adults per large all-glass aquarium~200–625 liters!. Repro-
ductive behavior was induced by simulating a rainy season:
periodic rain and declining water conductivity. Aquaria were
kept at 28 °C~62%!, and conductivity was held at 35mS/
cm. Fish were maintained on a 12-h light–dark cycle.

Acoustic recordings were made as described above for
field recordings. A hydrophone was suspended in the center
of a male’s territory and sounds were recorded at a distance
of 5–15 cm from the fish. In addition to recording spontane-
ous sound production, we used playback methodology~see
Crawford, 1992! to electrically simulate the presence of a
female on the male’s territory. In these weakly electric fish,
the female’s electric signal is a potentreleaserfor the male’s
acoustic courtship display. When ready to spawn, females
visit the territories of males, producing electric discharges,
and males respond with sound production. By using play-
backs, we could elicit natural displays to astandardized fe-
male model, and control where and then the male would
produce his sounds; males typically hovered around the con-
tainer housing the dipole electrode during a playback. The
hydrophone was suspended directly above the container. All
recording was done during the first few hours of the dark
cycle when the fish are most active and naturally engage in
courtship~Crawfordet al., 1986!.
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C. Electric stimulation

Previous research has shown that male sound production
is released by the higher regular pattern of electric organ
discharge~EOD! that females produce during natural court-
ship interactions; the timing of the EODs is a critical stimu-
lus dimension for the male, and the details of the female’s
EOD waveform are relatively unimportant inP. adspersus
~Crawford, 1991!. Artificial square or sinusoidal pulses can
be substituted for the natural EOD without diminishing the
potency of the playback stimulus so long as a uniform rep-
etition rate of about 20 electric pulses per second is used.
Based on these findings, we used a stimulator~Grass model
S88! to trigger a function generator~Exact model 7056! at
50-ms intervals for trials of 10–60 s, as specified in the re-
sults section. The function generator produced a single pe-
riod sinusoid~200 ms!. This signal was passed through a
stimulus isolation unit and applied to a dipole electrode
~AgCl! to create a naturalistic electric image of a fish~5
mV/cm peak–peak at 10 cm from the dipole!. In a few cases
we used natural EODs with inter-EOD-interval distributions
recorded from females during courtship. The responses to
these two types of electric stimuli were the same.

D. Acoustic analyses

Sounds were digitized from tapes using the analog-to-
digital converter~A/D! of a Macintosh computer~Quadra
840 AV and Power Macintosh 8100!, and sound analysis
software developed by the Cornell Bioacoustics Center~Ca-
nary!. Sounds were analog filtered on input to the analog-to-
digital converter~100-Hz to 10-kHz pass band! and ampli-
fied as necessary to make optimal use of the A/D range.
Sounds were usually digitized at 24 kHz with 16-bit sam-
pling. In a few cases 22.45 kHz and 8 bits were used but this
did not influence the acoustic measures used here, confirmed
by measurements on several sounds digitized in both ways.

Pulse repetition rates within grunts were computed as
the reciprocal of the mean inter-pulse-interval. The time
from the peak of the first pulse to the peak of the last pulse
~5grunt duration! was divided by the number of intervals
~5 n pulses21! to get the mean interval~Fig. 2A!. Only
pulses with at least a 6-dB signal-to-noise ratio were
counted. Peak level of the background noise was taken from
a 100-ms sample preceding the sound. To examine the inter-
val pattern within individual grunts, the duration of each in-
terval was measured to the nearest 45ms and the time of the
first pulse of each pair was used as the time of occurrence of
the interval.

Amplitude spectra were particularly useful for character-
izing moans since they were essentially complex tone bursts
with distinct peaks in their spectra. The locations of the first
and second spectral peaks were measured to the nearest 1.4
Hz, and the bandwidth of the first spectral peak was also
measured using a 20-dB criterion~BW20; Fig. 2B!. The
BW20 was defined by the separation~in Hz! of the two points
where the spectrum first dropped by 20 dB relative to the
peak. Spectra were based on 16 384-point fast Fourier trans-
forms with a Hamming window function applied.

E. Size measurements

The masses of some of the liveP. adspersuswere mea-
sured in order to examine relationships with acoustic vari-
ables. Mass was recorded to the nearest 0.2 mg with an elec-
tronic balance~Denver Instrument Co., XE Series, model
100A!.

F. Temperature effects on sounds

Aquarium water temperatures were varied in order to
determine how acoustic parameters of sounds might be in-
fluenced by body temperature inP. adspersus. Since the fish
are small~'8 g! and exothermic, it was assumed that body
temperature was equivalent to the temperature of the water
near the fish. Water temperature was varied within the 26–
29 °C range with the aid of thermostatically controlled water
heaters~300 W!. Water temperatures were changed gradually
so that a new stable temperature was reached within a mini-
mum of 24 h. Temperatures were measured to the nearest
0.1 °C with a digital temperature probe~Orion model 122!.
The sounds of each fish were recorded at 2–4 different tem-
peratures, according to a unique randomly selected tempera-
ture sequence; the number of temperature points varied since
some fish failed to produce sounds at theextremetempera-
tures. We computed the slope of the best-fit line relating rate
~or fundamental frequency! to temperature for each fish as
well as standard physiologicalQ10’s; the Q10 assumes that
rate changes exponentially with temperatureQ10

5(R1 /R2)(10/t22t1), where R is rate andt is temperature
~Schmidt-Nielsen, 1979!.

G. Statistical analysis

Statistical analyses were performed on the Macintosh
with Systat v5.2, Statview II and Microsoft Excel. For some

FIG. 1. Acoustic displays of~A! P. adspersusand ~B! P. isidori. In each
case, the waveform of the signal is shown on top and the corresponding
sonagram is shown below. Sounds were digitized with a 44-kHz sampling
rate; the sonagrams are based on 2048-point FFTs, with a frame length of
1024 points, 87.5% overlap, and a Hamming Window.
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FIG. 2. Characteristics ofgrunts~A, B! andmoans~C, D! for two species ofPollimyrus. In each case, the signal is provided on two different time scales to
show the whole signal and the fine structure of the signal. Amplitude spectra are shown at the far right for each sound~2048-point FFT, 1024 point Frame,
87.5% overlap!. Measurements of duration and inter-pulse-interval~IPI! are indicated in A, and BW20 in C ~bottom right!. Locations of spectral peaks are
provided on the amplitude spectra~e.g., 495 Hz in A!. Waveforms were digitally filtered between 100 Hz and 5 kHz.
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of the species comparisons, distributions were not compared
statistically because the number of degrees of freedom was
not certain~see Fig. 4!.

II. RESULTS

A. Species differences

Males of P. adspersusand P. isidori had distinct
species-specific acoustic repertoires~Fig. 1!. These species
were similar in so far as males of both species composed
their acoustic display from one element that was essentially a
pulse train with a relatively broad amplitude spectrum
~Grunt; Fig. 2A, B!, and another that was essentially a com-
plex tone burst with two major peaks in the spectrum~Moan;
Fig. 2C, D; Fig. 3!. However, beyond these similarities there
were a variety of ways in which the displays clearly differed.
The sonic courtship display ofP. adspersusconsisted of a
regular alternation between the grunt and the moan during an
interaction with a female~Fig. 1A; see also Crawfordet al.,
1986 and Crawford, 1991!. In contrast,P. isidori typically
produced a single grunt followed by a series of moans~Fig.
1B!. The moans ofP. adspersuswere relatively long, often a
second or more in duration, whereas the moans ofP. isidori
were typically only a few hundred milliseconds in duration
~Fig. 4D!. In many cases, theP. isidori grunt included a
substantialmoanlikecomponent, visible between successive
pulses and preceding the first pulse of this sound, and this
yielded a pronounced peak in the spectrum~e.g., Fig. 2B!.
This was not nearly as apparent in the laboratory recordings
of P. adspersusgrunts~e.g., Fig. 2A!, although the grunts of
some individuals did show a less pronounced spectral peak at
the fundamental of the moan. InP. adspersus, the grunt–
moan sequence was often followed by an epoch of pulsatile
growling. Growling was not produced in association with the
grunt–moan display inP. isidori ~see also Crawfordet al.,
1997!.

P. adspersusand P. isidori used different pulse repeti-
tion rates~PPR! in their grunts. The mean PRR forP. ad-
spersuswas 12 pulses per s~pps! higher than that ofP.
isidori ~56 pps63 s.d. vs 44 pps64 s.d.! and there was little

overlap in their distributions~Fig. 4A!. These two species
also produced moans with distinctly different spectral peak
frequencies. The mean frequency for the first spectral peak
~Fig. 2C! was lower by 92 Hz inP. adspersusthan in P.
isidori ~240 Hz612 s.d. vs 332 Hz634 s.d.!, and again there
was reasonably clean separation of the two distributions~Fig.
4B!. These two species produce grunts of similar duration
~Fig. 4C! but the mean duration of theP. adspersusmoan
was about 7-fold greater than that ofP. isidori ~Fig. 4D!. In
summary, maleP. adspersusproduced fast grunts and long,
slow moans compared to their congenerP. isidori.

B. Individual differences in P. adspersus

The acoustic signals of individual males provided cues
sufficient for individual recognition. For example, individu-
als differed significantly in the pulse repetition rates used in
grunts ~ANOVA; p!0.001; F57.78; df516 males-1; 8
grunts per individual!, and in the first spectral peak of moans
~ANOVA; p,0.001;F53.15; df516 males-1; 8 moans per
individual!. When individuals were plotted according to
these acoustic dimensions, the separation of individuals was
clear in most cases~Fig. 5!. Field recordings ofP. isidori
have suggested that under natural conditions a given indi-
vidual can detect, at most, 4–5 neighbors at one time~Craw-
ford et al., 1997!, thus potentially making the task of indi-
vidual recognition even simpler than indicated by the plot of
10 fish shown here. Males also differed significantly in the
spectral bandwidth (BW20) of moans~ANOVA; p!0.001;
F54.8; df516 males-1; 8 moans per individual!, inter-
grunt-interval ~ANOVA; p,0.001; F53.41; df516
males-1; 8 intervals per individual!, and grunt duration
~ANOVA; p,0.001;F54.25; df516 males-1; 8 grunts per
individual!. Thus males differ along a variety of acoustic
dimensions that might be useful to other fish for individual
recognition. In the laboratory, or in the field~P. isidori!,
human listeners can usually easily discriminate 2–4 indi-
viduals even in the absence of binaural cues~pers obs!.

Our analyses of grunts revealed that, although males dif-
fered significantly in both pulse repetition rate and grunt du-
ration, individuals tended to exhibit less variation in repeti-
tion rate than in duration. A given individual may produce
grunts varying in duration by 100 ms or more, but this is
achieved primarily by adding intervals~or subtracting!, and
not by slowing down the repetition rate~Fig. 6!. For each
individual, duration was strongly correlated with the number
of intervals used~e.g., Fig. 6A!. The mean slope was 15.4
ms/interval62.15 SE, and the sample of slopes was signifi-
cantly different from zero (p50.002; t57.2, df55 males-
1!. Although interval duration did increase steadily over the
course of the grunt~Fig. 6B, C!, this effect accounted for
only a few ms~'150 ms per interval!.

Acoustic features of the grunt may also provide infor-
mation about the size of the sound producing individual.
When the peak frequency of the amplitude spectrum of the
grunt ~mean of 8 grunts/male; 9 males! was regressed on
body mass, a negative relationship was found (R250.52; p
,0.03; F57.53; df51,7!. Peak frequency declined at about
72 Hz per gram of body mass~Fig. 7A!. A similar analysis
of variance was performed for moan peak frequency, but was

FIG. 3. The first two peaks in the amplitude spectra of moans are related by
an integer multiple of two in both species. The dashed line indicates the
predicted 2:1 ratio for harmonics, and each point represents the first and
second spectral peak for a single moan. One hundred and five moans, 6–8
per male, for each of 15 individualP. adspersusare shown as solid points.
One hundred and forty moans, from 27 field recording sessions, 1–8 moans
per session, at 7 distinct locations, are shown as open circles forP. isidori.
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not significant (R250.19; p,.24; F51.66; df51,7; Fig.
7B!. Thus grunt peak frequency might provide information
about male size, with larger males producing deeper grunts.

C. Acoustic responses to sustained electric stimuli

During natural interactions with females, maleP. ad-
spersususually produced a continuous sequence of grunts
and moans~see Fig. 1, 0–5 s!. These courtship interactions
on the male’s territory often lasted for 10–20 s, and when the
female left the territory the male immediately stopped the
grunt–moan display, and often began a protracted bout of
growling ~Fig. 1, 5–11 s!. Males differed in their ability to
concentrate acoustic energy at a fundamental frequency dur-
ing the production of moans in the inter-grunt period. We

postulated that this might be an aspect of acoustic behavior
that would be significant to potential mates and carried out
experiments to explore differences between males in acoustic
responses. We investigated male performance during simu-
lated female visits. We were particularly interested in the
male’s sound production over the course of what might be an
unusually long visit by a female. Since it is known that the
female’s electric signal elicits the male’s sonic courtship be-
havior ~Crawford, 1991!, we used electric playback methods
to probe males with a standardized but protracted stimulus of
60 s ~see Sec. I!.

Differences between males in the sounds produced dur-
ing the inter-grunt periods are reflected in differences in the
BW20 ~Fig. 2C!. Some males produce relativelypuremoans,

FIG. 4. Parameters of grunts~A, C! and moans~B, D! for P. isidori andP. adspersus. Summary statistics are provided for each frequency distribution. Bars
are stacked. The sum of bar heights is 100% for each species and the corresponding number of sounds (n) is provided in each case. Note that theP. adspersus
sounds are from a known number of identified individuals, whereas theP. isidori sounds were recorded in the field from an uncertain number of free animals.
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with sharply peaked spectra and small BW20’s, for the dura-
tion of a courtship interaction. Other individuals produce
moans with broader spectra and relatively large BW20’s.
During prolonged interactions, males may initially generate
relatively pure moans but then appear to fatigue and grade
into a signal that is closer to the growl and has a broader
spectrum.

A few males were able to continually generate pure
moans (BW20<20 Hz) for the duration of the 60-s stimulus
~Fig. 8A, Fig. 9A!, but for most the BW20’s began to in-
crease after 15–20 s. A few individuals appeared incapable
of generating pure moans, even early in the stimulus presen-
tation trial ~Fig. 8B, Fig. 9B!. The rate of moan production
(BW20,25 Hz) varied from about 5 per min to 25 per min
for the 7 individuals tested under this condition~Fig. 9C!.

The purest moans~e.g., arrow A1! for the male illus-
trated in the sonagram of Fig. 8A appear as solid horizontal
bands, had BW20’s of about 10 Hz~Fig. 9A!, and had nearly
sinusoidal waveforms~Fig. 10A1!. Later in the stimulus this
individual began to grade in and out of moaning~arrows A2,
A3 in Fig. 8A!; the corresponding waveforms are illustrated
in Fig. 10 ~A2, A3!. The strongly amplitude modulated sig-
nal produced in the middle of Fig. 10A3 is essentially a
growl. Some individuals graded smoothly from a pure moan
to a growl over the course of about a second~e.g., Fig.
10A4!.

We suspect that the moan may be produced by continu-
ous contraction of a sonic muscle at a rate equivalent to the
fundamental frequency, and that it may be the most physi-
cally demanding sound to produce. Since this kind of sonic
mechanism is expected to be highly temperature dependent,
we examined the effects of temperature on sound production.

D. Temperature dependence of acoustic features

Moan peak frequency and grunt pulse repetition rate
both increased systematically with temperature~Fig. 11!, and
the physiologicalQ10’s governing these processes were in-
distinguishable~1.6160.06 SE for moan peak frequency and

1.7560.08 SE for grunt pulse repetition rate; 26–29 °C
range; 5 males!. Over the narrow temperature range evalu-
ated, the relationship between these acoustic variables and
temperature was quite linear, with correlation coefficients
(R) of 0.6760.07 SE for moans and 0.7460.08 SE for
grunts. The mean slope for moans was 10.1 Hz/° C62 SE,
and 3.3 pulses/s per °C60.3 SE for grunts.

III. DISCUSSION

A. Species differences and the evolution of acoustic
displays

The data presented here have allowed the first compari-
son of the acoustic displays of closely related mormyrid elec-
tric fish and have revealed clear species differences. The ini-
tial discovery of unusually elaborate male acoustic displays
in a single species~P. adspersus! suggested that sounds
might play a role in species and possibly even individual
recognition~Crawford et al., 1986!. Many of the conspicu-
ous social displays of animals are thought to have evolved
through mechanisms of sexual selection~Darwin, 1871;
Fisher, 1930!, and inter-sexual-selection is widely believed
to be a critical mechanism for the evolution of the displays
presented by males to females during reproductive behavior;
active female choice may provide aselective forcethat
drives the elaboration of male displays~see Searcy and
Andersson, 1986; Ryan, 1990; Ryan and Keddy-Hector,
1992!. Since species recognition is fundamental to successful
mating, it is expected that choice and differential reproduc-
tive success will drive the divergence of displays produced
by closely related species. Our data, showing the acoustic
separation of these two closely related species of electric
fishes, provide additional support for the hypothesis that
these signals function in mate choice. Acoustic species rec-
ognition in fishes, based on temporal patterning of acoustic
pulses, has previously been demonstrated in the marine dam-
selfishes ~Pomacentridae; Myrberget al., 1978; Spanier,
1979!, and freshwater sunfishes~Centrachidae; Gerald,
1971!, and is likely a major function of sound production
among mormyrids and the many other sound-generating
fishes~reviewed by Fineet al., 1977; Schellart and Popper,
1992; Myrberg, 1997!.

B. Utility of individual differences

In theory, femalePollimyrusshould benefit not only by
choosing mates of the same species but also by choosing
individuals of the highest ‘‘quality.’’ Females invest more
heavily in the production of gemetes than males, and are
consequently significantly larger than males by the time mat-
ing takes place. Additionally, field studies ofP. isidori have
shown that the sex ratio among breeding adults is skewed
toward males, with about twice as many males as females
~Crawford et al., 1997!. Under these circumstances, choice
mechanisms for optimizing mate quality are expected to be
particularly advantageous to females~see Emlen and Oring,
1977!. Females could improve the yield on their reproductive
investment by making informed choices from among the
abundant males. In the laboratory, femaleP. adspersusoften
mate exclusively with a single male when give a choice be-

FIG. 5. Individual differences for 10 individualP. adspersus. Each indi-
vidual is represented by its mean grunt pulse repetition rate~PPS! and the
peak frequency of the moan. The standard error of the means are provided,
and the sample size in each case is eight sounds. Individual males differ
significantly in these as well as several other acoustic parameters~see text!.
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tween two territory holders~pers obs!. The basis of these
choices is not yet understood but may involve acoustic cues.

Our analyses show that there are a variety of significant
individual differences in acoustic characteristics among male
P. adspersuswhich may provide a basis for decision making
behavior. Field studies have demonstrated the importance of
acoustically mediated individual recognition among other
fish species. For example, male damselfishes recognize their
conspecific neighbors by acoustic cues~Myrberg and Riggio,
1985!, and female damselfishes use sounds in the selection
of male mates~Myrberg et al., 1986!.

There are several ways in which acoustic information
might be exploited by femaleP. adspersusfor mate choice in
their natural nocturnal environment. First, if some constella-
tion of acoustic cues were to provide a ‘‘signature’’ for each
of a group of available males, females could then associate
each signature with other information about male quality de-
rived through nonauditory mechanisms. Breeding males are
territorial, building nests on their territories and providing
exclusive care of the eggs and larvae after spawning. Fe-
males make repeated visits to available territories prior to
spawning and it is during these visits that females experience
the most vigorous sonic courtship by males. These visits oc-
cur in complete darkness, but females could use electrosen-
sory and other sensory systems to discern characteristics of
the territory. After visiting the available territories, a female
could then use acoustic signals, detectable at a distance, to
return to the best territory.

A second potential use of the individual differences in
male acoustic behavior is for the assessment of male physical
vigor. There are several ways in which vigor might impact
female reproductive success. The success of breeding efforts
depends in part on the ability of males to repel nest predators
and conspecific rivals from their territories. In addition, both

FIG. 6. Males tend to hold inter-pulse-interval relatively constant but can
substantially change grunt duration by varying the number of intervals used.
The top panel~A! shows the range of grunt durations as a function of
interval number for a single individual. Most grunts for this individual fell in
the 200–350 ms range, requiring about 11–19 intervals~12–20 pulses!.
Within a grunt ~B!, the duration of each successive interval increases
slightly ~'150 ms/interval!. Although small, this steady increase is a con-
sistent feature of grunts made by any given individual~e.g., C!. In C, the
mean interval duration is plotted together with the SE. Fourteen grunts were
used to calculate these means. Since the highest interval numbers only oc-
curred in the longest grunts, the number intervals used for each mean de-
clined with interval number~e.g., only 5 grunts had as many as 17 intervals!.

FIG. 7. Larger males produce grunts with a lower peak frequency~A!. Peak
frequency declines at about 72 Hz per gram body mass for these nine males.
Moan peak frequency was statistically independent of body mass~B!. Each
individual is represented by its mean6SE, eight sounds per mean.
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males and females must be strong enough to endure a migra-
tion from the dry season river habitat to the flood plains for
breeding. Insofar as vigorous males tend to father vigorous
offspring, the representation of a female’s genes in the future
breeding populations may be enhanced by choosing vigorous
mates. Since sound production is an energetically demanding
biomechanical activity~see Crawfordet al., 1997!, males
that are able to produce and sustain ‘‘robust’’ displays may
be in relatively good physical condition. The results of our
experiments with simulated female visits show that there are
substantial differences between males in their ability to pro-
duce the sonic courtship display, and this could be exploited
by females during mate choice.

Our finding that there was a significant inverse correla-
tion between grunt peak frequency and male mass raises the
possibility that females exploit acoustic behavior for the di-
rect measurement of mass. Larger males produce deeper
grunts ~i.e., lower peak frequency! than their diminutive
competitors, and mass is likely to correlate with a number of
the issues discussed above~e.g., vigor!. Fortunately for fe-
males, the truthful advertisement of physical features may be
an inescapable consequence of the mechanics of sound pro-
duction. A dependence of spectral peak frequency on size
has been shown in a variety of fish species~e.g., Stabenthei-
ner, 1988; Laddichet al., 1992; Myrberget al., 1993!.

C. Auditory discrimination and communication

Additional behavioral experiments are needed to deter-
mine which of the acoustic cues discussed here are perceived
and used byPollimyrus. However, we do have some auditory
neurophysiological data onPollimyrus ~Crawford, 1993,
1996! as well as behavioral data for another of the Mormy-
ridae ~Gnathonemus petersii; McCormick and Popper,
1984!, and considerable behavior and neurophysiological

FIG. 8. Example responses during electric play-backs to two different males~probe trials!. Each panel~A, B! shows a sonagram for the first 40 s of a 60-s
stimulation period, illustrating the time course of the acoustic response. The full 60-s period is summarized in Fig. 9, for each of these two cases. Note that
the male shown in A produced relatively narrow-band moans~horizontal bands between vertical grunts! out to about 22 s, and then appeared to fatigue.
Examples of moans~arrow A1! and broader band signals~arrows A2, A3! are illustrated in Fig. 10. The second male~B! produced only a few narrow-band
moans, and then graded into broadband signals that sound like growling. The BW20’s corresponding to these two individuals are summarized in Fig. 9.
Sonagrams are based on 1024-point FFTs, 512-point frames, and 75% overlap with a Hamming window.

FIG. 9. Individual differences in moanpurity (BW20! during prolong elec-
trical playbacks. Panels A and B show the same two individuals shown in
the preceding figure~Fig. 8!. Note the first individual~A! produced many
signals with BW20 less than 25 Hz, whereas the second~B! produced only a
few in the early part of the simulated female visit. Moan rates (BW20

,25 Hz) differed markedly among seven males tested under identical con-
ditions~C!. BW20 were measured from 16 384-point FFTs; 8196 point frame
length; 87.5% overlap; Hamming window; 24-kHz sampling, 16 bits. Note
upward triangles above the horizontal dashed lines~in A and B! represent
BW20’s.140 Hz, and downward triangles, along the horizontal axis, cor-
respond to inter-grunt periods when there was no sound production~B only!.
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data on hearing in the goldfish~Carassius auratus; see Fu-
rukawa and Ishii, 1967; Jacobs and Tavolga, 1968a; Popper,
1972; Fay, 1970, 1972, 1978a, 1978b, 1982, 1995; Fay and
Passow, 1982; Coombs and Fay, 1985; Lu and Fay, 1993,
1995!. The goldfish is also a teleost fish, but which has a
different type of specialization for sound-pressure detection:

A chain of ossicles~Weberian ossicles! couples a single
largeswim bladderin the abdominal cavity to the inner ear.

The neurophysiological data onPollimyrus show that
individual auditory neurons are highly sensitive to acoustic
signals spanning the range of frequencies that dominates the
communication signals they produce~Crawford, 1993!. Be-
havioral studies of detection threshold in the mormyridG.
petersii also show high sensitivity to sounds over the same
frequency range, 100–1500 Hz. ThusPollimyrus and other
mormyrids are clearly highly sensitive within the same fre-
quency band used by the fish during sound production.

At the level of the auditory midbrain~mesencephalon! in
Pollimyrus, many neurons exhibit selectivity for temporal
periodicities characteristic of the sounds used in communi-
cation~Crawford, 1997!. It has been hypothesized that these
tunedresponses arise through a neural coincidence detection
mechanism, similar to the ‘‘autocorrelationlike timing
mechanism’’ postulated by Fay and Passow~1982!. In be-
havioral studies, Fay and Passow demonstrated that goldfish
could discriminate small changes in the timing of acoustic
pulses, with just discriminable differences~jnds! in inter-
pulse-interval below 200ms ~at rates of 200 pulses per sec-
ond!; jnds in these and other discrimination tests scaled as a
power function of stimulus period, with the best performance
~smallest jnds! at the highest rates~i.e., shortest periods!.
They suggested that central neurons with the kind of selec-
tivity demonstrated inPollimyrus ~Crawford, 1997! might
underlie the sort of time-based discrimination behavior they
discovered in goldfish. Together, these neurophysiological

FIG. 10. Examples of moans~A1! and other inter-grunt signals produced by males during prolonged evoked courtship responses~A2–A4!. In each case, the
BW20 for the whole signal, and an expanded view of the waveform, are provided. The approximate time of the expanded waveform~right! is indicated by the
vertical arrow~s! in each case. Panels A1–A3 correspond to the same fish shown in Fig. 8A, and A4 is from another individual.

FIG. 11. Moan peak frequency~A! and grunt pulse repetition rate~B! both
increased linearly with water temperature over the 26–29 °C range. The
examples here are from an individual maleP. adspersusexamined at three
different temperatures. The square points show the mean61 SE, based on
seven or eight sounds at a given temperature. The lines are the least-squares
best fit to the raw data, and the equation for each line are provided
~T5temperature in °C; deg5°C; p/s5pulses per second; p/s/deg5pulses per
second per °C!.
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results for mormyrids, and the behavioral findings of Fay and
Passow, suggest that fish likePollimyrusspp probably have
high behavioral sensitivity to the small temporal differences
in the sounds made by different species, and perhaps even
the differences between individuals.

P. isidori and P. adspersusdiffered by 12 pps in the
mean pulse repetition rate~pps! of grunts, with the midpoint
between the two distributions at about 50 pps~Fig. 4A!. To
the degree that we can predict mormyrid behavior from ex-
periments with goldfish~Fay and Passow, 1982!, we would
expect that grunts differing by 12 pps would be readily dis-
criminated. When listening to pulse trains at 50 pps, goldfish
detected jitter in the intervals comprising the pulse train
when the standard deviation of the interval distribution was
about 2 ms or more. Since a 2-ms change in interval~at 50
pps! corresponds to a change in pulse repetition rate of about
4.5 pps, we expect that the mean difference between the
grunts ofP. isidori andP. adspersus~12 pps! corresponds to
roughly 3 jnd’s, a substantialperceptualdifference. Simi-
larly, the range of pulse repetition rates used by different
individual maleP. adspersusis sufficiently large that at least
some individual discrimination on the basis of this dimen-
sion is also likely~Fig. 5!. It should be noted that the task of
discriminating between two different grunts is not identical
to any of the various psychophysical procedures used with
goldfish, and that the jnd for the grunt discrimination task
may be smaller than the estimated 4.5 pps. Field studies of a
complex of four species of marine damselfishes~Eupoma-
centrus! have shown that males discriminate between con-
and hetero-specific gruntlike sounds~chirps! that differ in
pulse repetition rate and pulse number; pulse repetition rate
is one of several cues that is used for species recognition and
the four species span a range of only about 10 pps~Spanier,
1979!.

The moans produced byP. isidori andP. adspersusare
also likely to be perceptually distinct, based on studies of
discrimination in goldfish~Fay, 1970, 1978a, 1978b!. Moans
~Fig. 2C, D! are relatively simple sounds that usually have
two main, harmonically related, components. The maximum
peak of the amplitude spectrum corresponds to the period of
the signal’s waveform. The separation between the means of
the moan frequency distributions is 92 Hz, with the midpoint
between the two species at about 286 Hz~Fig. 4B!. In pure-
tone frequency discrimination tasks, the jnd’s for goldfish are
usually about 3%–5% of theneutral stimulus frequency
~Fay, 1970!. Assuming similar discrimination in mormyrids,
we would then expect jnd’s of about 10 Hz and that on
average the moans of our two species would be separated
perceptually by about 9 jnd’s. The range of individual differ-
ences within a selected group of 10P. adspersusspans about
50 Hz ~Fig. 5!, and again at least some pairs of individuals
would probably be readily distinguished based on moan pe-
riod. Additionally, there was a large species difference in
moan duration~Fig. 4D: 121 vs 821 ms!, and this difference
is also likely to be detectable by these fish. To our knowl-
edge duration sensitivity has not yet been directly measured
in behavioral studies of fishes, but small changes~a few per-
cent! in signal duration are readily detected by other verte-
brate animals~reviewed in Fay, 1988!, and duration is

known to have a pronounced influence on signal detectability
~Popper, 1972; Fay and Coombs, 1983! and intensity dis-
crimination~Fay and Coombs, 1992! in other fish~Carassius
auratus!.

Clearly psychophysical data onPollimyrus are needed
since there may well be important differences between
mormyrids and goldfish. Additionally, though the psycho-
physical studies of goldfish are elegant and well conceived
they were not designed to specifically address questions
about discrimination of features of communication sounds.
Further refinements in the estimates of jnds may follow from
experiments modeled after natural behavioral tasks. It is also
worth noting that the above discussion takes one stimulus
dimension at a time, asking questions about perception and
discrimination. Under normal circumstances the animals will
have access to multiple acoustic cues that can potentially be
used in parallel for discrimination~see Doherty, 1985!, and
recent generalization studies indicate that complex sounds
present multiple perceptual cues to goldfish~ Fay, 1995!.

D. Mechanisms of sound production

The effect of temperature on the features ofP. adspersus
sounds is consistent with a sonic mechanism in which sound
structure is influenced by the rate and force of contraction of
a sonic muscle. Muscle-based drumming mechanisms are
known in a variety of fish species~e.g., Cohen and Winn,
1967; Demskiet al., 1973!, and the specific influence of tem-
perature on rate inP. adspersus~grunt PRR and moanF1)
was quantitatively similar to that observed in other systems
where the muscle-based sound production is better under-
stood. For example, the fundamental of the toadfish~Opsa-
nus tau! boatwhistleincreases with slope~7.5 Hz/deg! and
Q10 ~1.5 in 24–26 °C range! that are close to what we have
reported here forP. adspersus~based on Fine, 1978, Fig. 7;
see also Brantly and Bass, 1994!. Recent studies have re-
vealed that maleP. adspersushave a large muscle envelop-
ing the posterior pole of the swimbladder, and local anesthe-
sia of this muscle renders males temporarily mute~Huang
et al., 1996!. We suspect that the moan is produced by re-
peated contraction of this muscle, and that the peak fre-
quency of the moan spectrum corresponds to the rate of con-
traction ~see Skoglund, 1961; Fine, 1978!. Our finding that
moan spectral peak is independent of male mass is consistent
with this idea.

The P. adspersusgrunt appears to be produced by a
series of relatively widely spaced contractions producing the
sequence of impulses sounds~pulses! which constitute this
sound. The spectrum of the whole grunt in this species was
almost entirely determined by the spectrum of the constituent
pulses. We suggest that the grunt spectrum may thus provide
a rough indication of the impulse response of the fish, and
that this is largely determined by the resonance properties of
the swimbladder~see discussion by Myrberget al., 1993!.
This hypothesis is supported by the observed systematic de-
cline in the spectral peak of the grunt with male size; bladder
volume scales with body volume in this species~unpub obs!.

Both modeling~e.g., Love, 1978! and empirical studies
~e.g., Lo”vik and Hovem, 1979! indicate that bladder reso-
nances for small fish likeP. adspersusin very shallow water
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~'0.5 m! should be in the approximate range we observed
~i.e., 650–1050 Hz!. Nevertheless, resonance depends on
several variables that are, at present, unknown forP. adsper-
sus, for example, the surface tension of the bladder. Similar
relationships between peak frequency and size have been
demonstrated in damselfish~Myrberget al., 1993; Lobel and
Mann, 1995!. Over the narrow range of masses we analyzed,
our data fit equally well a power function@Fpeak

5(2818 Hz/g20.617!* ~Mass!20.617# and a linear function
~slope5272 Hz/g!. This linear rate of change is very close
to that reported for damselfish of comparable size by Myr-
berg et al. ~approximately260 Hz/g in the 4–10 g range,
Fig. 3 of Myrberget al., 1993!.

The mormyrid fishes are nocturnal and have developed
sensory systems allowing them to penetrate an essentially
aphotic ecological niche. Compared with other fishes, the
acoustic repertoires of these mormyrids are elaborate. The
sounds contain a great deal of information of potential sig-
nificance for communication. Future research is being di-
rected at uncovering which parameters are exploited by the
fish in natural behavior, and how the information is analyzed
in the auditory nervous system.
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Vocal tract length and formant frequency dispersion correlate
with body size in rhesus macaques
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Body weight, length, and vocal tract length were measured for 23 rhesus macaques~Macaca
mulatta! of various sizes using radiographs and computer graphic techniques. Linear predictive
coding analysis of tape-recorded threat vocalizations was used to determine vocal tract resonance
frequencies~‘‘formants’’ ! for the same animals. A new acoustic variable is proposed, ‘‘formant
dispersion,’’ which should theoretically depend upon vocal tract length. Formant dispersion is the
averaged difference between successive formant frequencies, and was found to be closely tied to
both vocal tract length and body size. Despite the common claim that voice fundamental frequency
(F0)provides an acoustic indication of body size, repeated investigations have failed to support such
a relationship in many vertebrate species including humans. Formant dispersion, unlike voice pitch,
is proposed to be a reliable predictor of body size in macaques, and probably many other species.
© 1997 Acoustical Society of America.@S0001-4966~97!01808-0#

PACS numbers: 43.80.Ka, 43.80.Jz, 43.70.Aj, 43.64.Bt@FD#

INTRODUCTION

The acoustic characteristics of animal vocalizations have
been postulated to provide information about many impor-
tant attributes of the vocalizer, including its size, age, sex,
and reproductive status and emotional state. A particularly
important set of parameters may relate to the size of the
vocalizer. Body size is an extremely important variable in
animal physiology, mortality, and ecology~Peters, 1983;
Schmidt-Nielsen, 1984; Harvey, 1990; Alexander, 1996!,
and in many types of animal social behavior, including most
prominently aggressive interactions~Parker, 1974; Clutton-
Brock and Albon, 1979! and mating behavior~Clutton-Brock
et al., 1977!. The size of various components of the sound
production apparatus~e.g., the lungs, vocal folds, and vocal
tract! has an important effect on the acoustic output~Fant,
1960; Lieberman, 1984!. Because the size of these produc-
tion components may in many cases be related to the overall
weight or length of the animal, there is good reason to expect
that some aspects of the acoustic signal may provide cues to
the size of the vocalizer.

The most frequently cited acoustic parameter which
could provide a cue to body size is mean and/or lowest fun-
damental frequency~Darwin, 1871!. In particular, the lowest
producible fundamental frequency of phonation (F0min) is
determined by the length and mass of the vocal folds: the
larger the folds, the lower isF0min. If the size of the vocal
folds were related to the vocalizer’s body size,F0minwould
provide a good cue to body size~Morton, 1977; Hauser,
1993!. This indeed appears to be the case in some species,
including some toads and frogs~Martin, 1972; Davies and
Halliday, 1978; Ryan, 1988!. However, such a relationship
between body size and vocal fold size does not seem to be
typical in other vertebrates. For instance, there is no correla-
tion betweenF0 and body size in adult humans~ Lass and
Brown, 1978; Künzel, 1989; Cohenet al., 1980; van Dom-
mellen, 1993!, red deer~McComb, 1991!, and other amphib-

ian species~Asquith and Altig, 1990; Sullivan, 1984!. This
lack of correlation in adult humans is particularly surprising
given the widespread assumption that a ‘‘deep’’ or low-
pitched voice indicates large body size.

The lack of correlation betweenF0 and size seems less
surprising when the anatomy of the vocal folds is considered.
The folds are housed within the flexible cartilaginous larynx,
which itself floats at the top of a trachea and is unconstrained
in size by neighboring bony structures@the hyoid bone,
though ossified, grows as a unit with the larynx, Scho¨n
~1971! and Schneideret al. ~1967!#. Thus the larynx and
vocal folds can grow independently of the rest of the head or
body, as indeed occurs in human males at puberty~Negus,
1949; Goldstein, 1980!. At puberty, androgen receptors in
the laryngeal cartilages respond to increased circulating tes-
tosterone with a profound growth spurt~Tuohimaaet al.,
1981; Beckfordet al., 1985!. The result is a typicalF0 for
adult males which is about half that of adult females, despite
an average difference in body weights of only 20%~Hollien,
1960!. Hypertrophy of the male larynx, out of all propor-
tion to body size, is carried to an absurd extreme in animals
such as the howler monkey@Allouatta seniculus, Schön
~1971!#, in which the larynx and hyoid together are the size
of the entire skull, or the hammerhead bat@Hypsignathus
monstrosus, Kingdon ~1974! and Schneideret al. ~1967!#,
where the larynx of the male occupies virtually the entire
thoracic cavity.

When such developmental flexibility is present there
is clearly noa priori reason to expect vocal fold size~and
thus F0! to be well-correlated with body size~Fitch, 1994;
Fitch and Hauser, 1995!. Despite the common claim that
voice pitch provides an accurate cue to body size~e.g., Mor-
ton, 1977!, these data suggest that the larynx is ill-
suited to provide dependable cues to body size.

A different potential acoustic cue to body size derives
from the fact that, in most vertebrates, the sound signal cre-
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ated in the larynx passes through the supralaryngeal vocal
tract ~hereafter, simply ‘‘vocal tract’’! before being radiated
into the environment. The column of air in the vocal tract has
certain natural modes of vibration or formants, which affect
the resultant output signal~Fant, 1960! ~the terminology of
speech scientists is adopted here, using ‘‘formants’’ as op-
posed to the more general term ‘‘resonances,’’ despite the
fact that the sounds produced by nonhumans differ in signifi-
cant ways from human speech!. If the cross-sectional area
function of the vocal tract is constant, the primary determi-
nant of formant frequencies is the length of the vocal tract
~Fant, 1960; Lieberman and Blumstein, 1988!. In particular,
a lengthening of the vocal tract tube will lead to a decrease in
the average spacing between successive formants, or ‘‘for-
mant dispersion.’’

Several researchers in speech science have postulated a
relationship between body size and formant frequencies
~Fant, 1960; Nearey, 1978; Lieberman, 1984; Peterson and
Barney, 1952!, and Peterson and Barney provided evidence
suggestive of such a relationship in humans~children have
higher formant dispersion than adults, and women greater
than men!. Because the mammalian vocal tract is made up of
the pharyngeal, oral, and nasal cavities, which are firmly
bounded by the bones of the skull, and skull size is closely
tied to overall body size~Morita and Ohtsuki, 1973;
Dechow, 1983; Janis, 1990; Valkenburgh, 1990; Alcantara
et al., 1991; Sharma, 1990; and see data below!, vocal tract
length should be much less free to vary independently of
body size than larynx size. Thus we can expect vocal tract
length and the attendant acoustic cue of formant dispersion
to provide a correspondingly more robust cue to body size.

Systematic investigation of the role of the supralaryn-
geal vocal tract in nonhuman vocalization was inaugurated
with the work of Lieberman~Lieberman, 1968; Lieberman
et al., 1969; Lieberman, 1975; Lieberman, 1984!, who was
interested primarily in the differences between the human
and nonhuman vocal tract. Lieberman showed that produc-
tion of the full range of vowels, in particular the /i/ and /u/
vowels which are ubiquitous in human language, is impos-
sible without the ‘‘two-tube’’ vocal tract of modern human
beings. However, Lieberman~1968, p. 1576! also described
modifications of monkey calls via changes in vocal tract
length, and did not rule out the possibility that such changes
have communicative significance. Further suggestions of a
possible communicative role for vocal tract resonances in
nonhumans came from spectrographic analyses of baboons
~Papio hamadryas!, geladas~Theropithecus gelada!, and
vervets~Cercopithecus aethiops! ~Andrew, 1976; Richman,
1976; Seyfarth and Cheney, 1984, respectively!.

More recent work has documented the role of suprala-
ryngeal articulation in modifying acoustic characteristics of
nonhuman vocalizations. Bauer~1987! built on Marler and
Tenaza’s~1977! technique of frame-by-frame video analysis
of vocal production in chimpanzees~Pan troglodytes! to
show thatF0 is related to mouth-opening size during chimp
vocalizations. However, whether any causal acoustic mecha-
nism underlies this correlation remains unclear. Hauseret al.
~1993! used video analysis to analyze rhesus macaque calls,
showing that changes in the first resonance frequency were

well-correlated with changes in mandible position. A similar
result was documented in cat~Felis domesticus! vocaliza-
tions by Shipleyet al. ~1991!. Finally, Hauser and Scho¨n-
Ybarra ~1994! experimentally eliminated vocal tract elonga-
tion via lip movements~using injections of the nerve-blocker
xylocaine into the peri-oral region of rhesus macaques!.
They found that resonance frequencies were significantly
higher than normal in the ‘‘coo’’ vocalization, which is nor-
mally accompanied by rounded lips. No changes were ob-
served inF0 or call duration. These experimental data are
thus consistent with the predictions of source–filter theory
~Fant, 1960!, and indicate independence of source and filter
in these calls.

Overall, a wealth of data suggests that the principles of
source–filter theory and acoustic phonetics, originally devel-
oped for human speech, are applicable to nonhuman vocal-
izations as well. Source and filter appear to be independent in
most cases, and movements of the articulators affect the vo-
cal tract filter in the predicted ways. A variety of vertebrates
can use the differences in formant frequency to discriminate
synthesized vowels~baboons: Heinz and Brady, 1988; dogs:
Baru, 1975; cats: Dewson, 1964; blackbirds and pigeons:
Heinz et al., 1981!, and macaques can perceive formants
with accuracy rivaling that of humans~Sommerset al.,
1992!. However, the only conclusive evidence that suprala-
ryngeal acoustic cues are utilized in nonhuman communica-
tion comes from Owren’s work with vervet monkeys~Cer-
copithecus aethiops!. Owren and Bernacki~1988! used linear
predictive coding~LPC! analysis of vervet ‘‘snake’’ and
‘‘eagle’’ alarm calls to isolate characteristics of source wave-
form, presumed vocal tract filtering functions, and temporal
patterning which distinguished these calls. Owren~1990b!
then used an operant paradigm to test classification of syn-
thetic calls in which each of these characteristics was modi-
fied independently. The results indicated that spectral char-
acteristics played the dominant perceptual role in
distinguishing the two call types, suggesting that supralaryn-
geal articulation conveys distinctive information in these
calls.

The literature reviewed above suggests that vocal tract
length and formant frequencies may be correlated with body
size in many vertebrate species, and that nonhumans possess
the perceptual machinery to make use of this correlation.
However, despite the fact that several researchers have sug-
gested such a relationship~Fant, 1960; Lieberman, 1984;
Peterson and Barney, 1952!, no study has addressed this is-
sue directly in any species. The goal of this study was to
measure body weight and body length, the lengths of the oral
and nasal vocal tracts, and formant frequency dispersion in
calls, and to quantify the relationship~s! between these vari-
ables, using rhesus macaques as the study species.

I. METHODS

A. Study animals

The subjects were 20 healthy rhesus macaques~Macaca
mulatta!, housed at the New England Regional Primate Re-
search Center in Southboro, MA. Animals were between 1
and 9 years of age~mean 4.7 yr!, and between 2.6 and 15.6
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kg in weight ~mean 7.13 kg!. Both males~N511! and fe-
males~N59! were studied. Animals were fed primate chow,
fresh fruit, andad libitum water, and were maintained at
their ad libitum body weight.

B. Anatomical measures

Animals were anesthetized with 5–7 mg/kg of Telazol
~a standard veterinary anesthetic mixture of tiletamine and
zolazepam!, or 10 mg/kg of Ketaset~ketamine hydrochlo-
ride!, rendering them unconscious for approximately 1/2 h.
They were weighed on a Mettler Toledo SM 30-K digital
electronic balance to an accuracy of610 g, and their crown–
rump length was measured to centimeter accuracy. Each ani-
mal was laid upon its side on the radiographic table, and
midsagittal radiographs~hereafter x rays! were made of the
head and neck region~1/40-s exposure time, 100 mA, 92–
116 kV depending on animal size!. To allow accurate deter-
mination of absolute size from the x-ray films, a 3-cm lead
reference strip was placed within the area of exposure, held
above the table by a cardboard support at the animals’ mid-
sagittal height.

X-ray clarity was sufficient to delineate the outlines of
both the oral and nasal vocal tracts, as well as the location of
the glottis ~Fig. 1!. The location of the glottis was made
clearer by the presence of a subhyoid air sac in this species
~Geist, 1933!, which opens into the larynx via a thin tube
directly above the level of the ventricular folds, and was
clearly visible in the x-ray images.

Vocal tract length~VTL ! was determined from tracings
of the x-ray images using a Wacom ArtZ UD 0608 digitizing
tablet and NIH Image software~version 1.52, available free
on the Internet from NIH!. A curvilinear line equidistant
from the medial and external walls of the oral or nasal vocal
tract was drawn from the middle of the glottis to the opening
of the lips or external nares, respectively~Fig. 1!. This mea-
sure of VTL is acoustically motivated: It follows the path of
plane-wave propagation of sound from the glottis to the oral
or nasal radiation site, and should on theoretical grounds be
associated with formant frequency dispersion~Fant, 1960!.
The VTL, in pixels, was recorded along with the length of

the 3-cm lead strip, in pixels, which was later used to derive
the actual VTL in cm. The length of the entire skull from the
occipital ridge to the front of the incisors was also recorded.

The accuracy of this technique was very high: ten re-
peated measures of one animal’s x ray yielded standard de-
viations of 5 pixels or less~1 mm or less!. Standard errors
were a fraction of a millimeter for all x-ray measures.

C. Acoustic measures

Recordings were made with a Sony WM-D3 Walkman
Professional recorder and Sony PC-62 microphone using
Maxell XL II high-bias cassette tapes. Animals were re-
corded in their home cages before being captured or anesthe-
tized. Lip configuration was carefully observed during re-
cording, because macaques, like humans, can substantially
shorten their vocal tract by retracting the lips, or lengthen it
by protruding the lips~Hauser and Scho¨n-Ybarra, 1994!.
Animals typically emitted aggressive ‘‘pant-threats’’ and
‘‘pant-barks’’ ~Hauseret al., 1993! when faced or stared at
by an unfamiliar observer. These vocalizations were made
with an almost completely closed mouth and no lip protru-
sion ~the ‘‘tense-mouth face’’ of van Hoof, 1967!, and thus
should be closely registered with the anatomical measure of
oral vocal tract length employed in this study. Threat calls
are brief, noisy, coughlike calls~Fig. 2 and Bercovitchet al.,
1995!, with a very broadband source, making them well-
suited for formant frequency measurement~unlike a high-
frequency tonal call, where formants are only detectable if a
harmonic and formant coincide, see Lieberman and Blum-
stein, 1988; Ryalls and Lieberman, 1982!. Therefore al-
though some other call types were recorded~mainly coos!,
all acoustic analyses were performed on these threat vocal-
izations.

Recordings were digitized at 16 bits quantization and
22-kHz sampling rate using the built-in sound input on an
Apple Power Macintosh 6100/60, using Macromedia
SoundEdit 16 software. Formant frequencies were measured
using LPC analysis~Markel and Gray, 1976; Wakita, 1976!,
implemented via autocorrelation in Matlab 4.2~using the
Matlab Signal Processing Toolbox!. LPC analysis has been

FIG. 1. Schematic of anatomical features~left! and morphometric features~right! used in this study: G: glottis, H: hyoid bone with subhyoid air sac, OC: oral
cavity, LO: lip opening, NC: nasal cavity, NO: nostril opening, T: tracheal lumen, TB: tongue body, VTL: vocal tract length.
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used to analyze similar primate vocalizations~Owren and
Bernacki, 1988; Rendall, 1996!, and its applicability has
been verified by Owren~1990a, b!.

Vocal tract length variation between monkeys should
theoretically result in a variable number of formants below
the Nyquist frequency, with short vocal tracts producing few
formants and long tracts producing many. Using a simple
quarter-resonator tube model~Lieberman and Blumstein,
1988!, a 5-cm vocal tract would have three formants below
our Nyquist frequency of 11 kHz, while a 10-cm vocal tract
would have seven. A variable number of poles was used in
the LPC analysis~3–9; LPC order58–20!. All LPC mea-
surements were visually verified by superimposing the LPC-
derived frequency response over an 512-point fast Fourier
transform~FFT! of the same time slice, allowing the user to
empirically determine the optimum number of poles for each
call by trial and error.

The 512-sample arrays from locations chosen interac-
tively by the user were input to the LPC function~no pre-
emphasis, no weighting window!. At least five LPC spectra
were derived by analyzing successive time-slices of each
call. Due to the noisy and random nature of the glottal source
in pant-threats, all formants were not excited in each time
slice; therefore, the successive LPC spectra were averaged
together resulting in a single long-term averaged LPC spec-
trum. Typically, formant locations did not change apprecia-
bly during the course of a call; occasionally there was slight
~6100 Hz! variation in a given formant frequency over the
course of the call~probably due to slight mouth closing or
opening!.

Animals varied greatly in the number of usable vocal-
izations produced, with some producing only a few and oth-
ers producing dozens. However, due to noise in the animal
room from cage movements and other animals, most call
recordings obtained were unanalyzable. Fortunately, formant
frequency measurements are extremely consistent from one
call token to the next~see Results!. Thus for most analyses,

the single best call~highest signal-to-noise ratio! was chosen
~if there were multiple possibilities, the first one on the tape
was chosen!. A single call was used for each animal because
for many animals only a single good-quality call was avail-
able, and this avoided the statistical complications caused by
mixing single measurements for some animals with mean
values for others.

Formant dispersion (D f), which is the average distance
between each adjacent pair of formants, was calculated using
the following formula:

D f5
( i 51

N21Fi 112Fi

N21
, ~1!

whereD f is the formant dispersion~in Hz!, N is the total
number of formants measured, andFi is the frequency~in
Hz! of formant i .

II. RESULTS

Summary data for each variable measured are given in
Table I, and a summary of all the correlations examined in
this study is given in Table II. In general, intercorrelations
were very strong between vocal tract length~VTL !, formant
dispersion, and both measures of body size. All of the vari-
ables measured were roughly normally distributed, so the use
of parametric statistics~i.e., regression analysis! was justi-
fied.

Although males tended to be slightly larger than fe-
males, there was no significant sex difference in any ana-
tomical or acoustic variable measured~unpaired t tests,
p.0.05!. Therefore, unless otherwise noted all of the analy-
ses reported here combine data from males and females.

A. Anatomical correlations

Extremely tight correlations were found among mea-
surements of body size, skull length, and vocal tract length.
Body weight and body length were highly correlated

FIG. 2. Spectrograms of threat vocalizations from three different individualM. mulattaof increasing size. Note the decreasing formant dispersion~from left
to right: 2.6 kg female; 5.3 kg female; 9.2 kg female! ~2048-point Hamming window FFT, 50% frame overlap, 176 Hz bandwidth!.
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~r 50.911,p,0.0001!, as were body length and log10 body
weight ~r 50.953, p,0.0001! ~Fig. 3!. Because body
weight should theoretically be proportional to the cube of a
linear dimension, log10 body weight is used hereafter~loga-
rithms were not taken for all measurements because the re-
lationships between body length, skull length, VTL, and for-
mant dispersion appear to be linear!.

Skull length was correlated with body length
(r 50.974, p,0.0001) and log10 weight (r 50.955,
p,0.0001!. VTL was correlated with skull length~oral VTL,
r 50.957, p,0.0001; nasal VTL,r 50.927, p,0.0001!,
as was expected given that the main dimensions of the vocal
tract are delineated by the skull~Fig. 3!. As expected due to
the intercorrelations between body size, skull length, and
VTL, VTL correlated with log10 body weight ~oral VTL,
r 50.947,p,0.0001; nasal VTL,r 50.906, p,0.0001! and
body length~oral VTL, r 50.950, p,0.0001, Fig. 3; nasal
VTL, r 50.928, p,0.0001).

B. Acoustic correlations

The number of usable pant-threat calls obtained varied
greatly among animals~range 1–10, mode51, for four ani-
mals!. For four animals, seven or more calls were obtained,
allowing an analysis of consistency in formant locations
among the calls of a particular individual. The formant val-
ues for these monkeys are shown in Fig. 4, which illustrates
the impressive consistency of formant locations for each in-
dividual, and the substantial differences between individuals.
Therefore, the rest of the analyses were performed with only
one call per animal, as explained in the Methods section.

There was variation in the number of formants found for
different animals. The number of formants below the 11 kHz
Nyquist frequency~‘‘formant density’’! varied from three to

seven~mean 4.8!, and as predicted by theory was correlated
with oral vocal tract length~r 50.828, p,0.0001)and in-
versely correlated with formant dispersion (r 520.918, p
,0.0001). Because formant density is an integer value, it is
less sensitive than formant dispersion and is not further used
~see Sec. III!.

There were always at least three formants for any given
call. Therefore, acoustic analyses were done in two ways for
each call: including all formants present~thus making use of
all information available for any given call!, or including
only the lowest three formants per call~assuring equality of
analysis between animals!. The pattern of results was identi-
cal for the two analyses, and therefore only the measure of
formant dispersion defined in Eq.~1!, which includes all
available formats, is reported.

Formant dispersion was correlated significantly and
negatively with VTL, as predicted by the source–filter theory
of vocal production~oral VTL, r 520.915, p,0.0001; na-
sal VTL, r 520.852, p50.0001!. Given the anatomical
correlations described above, it is thus unsurprising that for-
mant dispersion correlated with log10 body weight
(r 520.868, p,0.0001! and body length (r 520.816,
p,0.0001!. Stepwise multiple regression analysis indicated
that log10 body weight accounted for the most variance in
formant dispersion~partial correlation coefficients: age
20.713, body length20.821, log10 body weight20.876!,
and that it alone accounted for all significant variance in
formant dispersion.

The formant dispersion~Dpred, in Hz! predicted by a
simple one-tube model of the vocal tract~without end cor-
rection, since no data was available on size of the oral open-
ing! is

TABLE I. Basic descriptive data for acoustic and anatomical variables.~s is the standard deviation, S.E. the
standard error of the mean,N the count, and ‘‘min’’ and ‘‘max’’ the minimum and maximum values!.

Mean s S.E. N Min. Max. # Missing

Age ~yr! 4.667 2.590 0.610 18 1.000 9.000 2
Weight ~kg! 7.128 3.774 0.844 20 2.600 15.580 0
Body length~cm! 47.417 6.576 1.550 18 35.000 60.000 2
Skull length~cm! 12.204 1.558 0.348 20 9.254 15.022 0
Oral VTL ~cm! 7.850 1.290 0.289 20 5.514 9.739 0
Nasal VTL ~cm! 8.915 1.348 0.301 20 6.739 10.891 0
# Formants 4.800 1.399 0.313 20 3.000 7.000 0
Formant D~kHz! 2.146 0.700 0.157 20 1.250 3.510 0
Log10wt 0.792 0.243 0.054 20 0.415 1.193 0

TABLE II. Correlation coefficients between the various acoustic and anatomical variables measured in this
study. All correlations are significant at thep,0.0001 level.

1 2 3 4 5 6 7

1. Log10 wt 1.000 0.942 0.944 0.904 20.723 20.886 0.953
2. Skull length 0.942 1.000 0.963 0.939 20.711 20.869 0.974
3. Oral VTL 0.944 0.963 1.000 0.972 20.724 20.922 0.950
4. Nasal VTL 0.904 0.939 0.972 1.000 20.625 20.868 0.928
5. F1 20.723 20.711 20.724 20.625 1.000 0.699 20.702
6. Formant D 20.886 20.869 20.922 20.868 0.699 1.000 20.816
7. Body length 0.953 0.974 0.950 0.928 20.702 20.816 1.000
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Dpred5
c

2L
, ~2!

wherec is the speed of sound~335 m/s! andL is the vocal
tract length in m. This prediction is the same for open or
closed tubes~where the resonances are related as 2,4,6,...!, or
half-open tubes~where the relation is 1,3,5,...!. The formant
dispersion observed did not differ significantly from that pre-
dicted by Eq.~2! ~paired t tests,t50.63, p50.53). Thus
although the x-ray data indicate that the monkey vocal tract
is not a tube of exactly uniform diameter, use of a more
complex model of vocal tract anatomy than a simple tube~as
suggested by Shipleyet al., 1991! does not seem warranted
by the current data. The good fit between predicted and ac-
tual values also provides further evidence of the usefulness
of low-order LPC for isolating and measuring spectral peaks
of nonhuman vocal tracts~Owren and Bernacki, 1988;
Owren, 1990a,b!. Because the excitation signal for the threat
vocalizations analyzed here is coughlike and noisy~presum-
ably generated by noise at the glottis!, it is plausible to in-
terpret the low-order LPC spectrum as characterizing the vo-
cal tract filter function, and thus the spectral peaks in the
LPC spectrum as formant frequencies.

These results were consistent across both ages and
sexes. When only adult animals were included in the analysis
~i.e., animals aged 4 years or older!, the correlation between
log10 body weight and formant dispersion dropped~due to

the smaller sample size! but was still very significant statis-
tically ~N511, r 520.73, p50.008). The correlation also
held for juveniles only (N57, r 520.84, p50.015). Simi-
larly, the correlation between log10 body weight and formant
dispersion was strong in the 11 males considered separately
(r 520.896, p50.0002), as in the nine females separately
~r 520.913, p50.0006!. Thus the relationship between
body size and acoustic output described here does not result
simply from differences between adults and juveniles, or be-
tween males and females. Instead, it appears to result from a
direct anatomical relationship between body size, vocal tract
length, and formant dispersion.

III. DISCUSSION

The results reported here indicate that formant disper-
sion, which is determined by vocal tract length~VTL !, is
closely correlated with body weight and length in rhesus
macaques. As predicted by source–filter acoustic theory, in
tandem with the tight anatomical correlations reported
above, the spacing between formants provides an accurate
means of predicting a vocalizer’s body mass and/or length.
Formant dispersion in the threat vocalizations of rhesus
macaques thus provides an excellentpotential cue to body
size in the population of rhesus macaques studied here~r 2

greater than 75%!. Whether rhesus macaques use this infor-
mation remains unknown, but a growing body of data~re-
viewed in the Introduction! strongly suggest that nonhuman
animals attend to formant cues and make use of them in their
species-specific communication systems~Dewson, 1964;
Lieberman, 1968; Baru, 1975; Andrew, 1976; Richman,
1976; Heinzet al., 1981; Seyfarth and Cheney, 1984; Heinz
and Brady, 1988; Owren and Bernacki, 1988; Owren,
1990a,b; Sommerset al., 1992; Hauser and Scho¨n-Ybarra,
1994; Hauseret al., 1993; Fitch, 1994; Fitch and Hauser,
1995; Rendall; 1996; Owrenet al., 1997!. Rendall ~1996!
suggested that one use of formant information in macaque
communication is to provide a relatively stable indicator of
individual identity. The data in this paper support this idea
~because formants were found to be very stable over multiple
calls!, and suggest that another potential use for formant in-
formation is to evaluate a vocalizer’s body size.

FIG. 3. Bivariate plots illustrating intercorrelations of the base 10 logarithm of weight~kg!, oral vocal tract length~cm!, and formant dispersion~kHz!.

FIG. 4. Consistency of formant frequency measurements across different
calls for each of four individual monkeys.
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A. Reliability of formant dispersion

Despite the common conception thatF0 provides a cue
to body size~e.g., Morton, 1977!, the preponderance of evi-
dence now suggests thatF0 does not provide an accurate
indication of size in adult humans~Lass and Brown, 1978;
Künzel, 1989; Cohenet al., 1980; van Dommellen, 1993! or
in several other animals~McComb, 1991; Asquith and Altig,
1990; Sullivan, 1984!. I suggest that this lack of correlation
is due to the relative independence between body size and
larynx size~which determines vocal fold length and hence
lowest F0!. The cartilages of the larynx can grow indepen-
dently of the rest of the body, and experience a hormone-
dependent growth spurt in many mammals~Tuohimaaet al.,
1981; Beckfordet al., 1985; Hollien, 1960! that leads to a
decoupling of body size andF0, particularly in males. In
contrast, vocal tract length is anatomically dependent upon
skull size, which is in turn closely correlated with body size
in all mammal species which have been examined~Morita
and Ohtsuki, 1973; Dechow, 1983; Janis, 1990; Valken-
burgh, 1990; Alcantaraet al., 1991; Sharma, 1990!. The re-
sults of the current study indicate that~a! body size, skull
size, and VTL are anatomically correlated in macaques, and
~b! VTL determines formant dispersion, which thus provides
an acoustic indication of body weight and mass. Hence, un-
like F0, formant dispersion should provide a robust, reliable
cue to body size in most mammals and perhaps terrestrial
vertebrates in general.

Two key factors underlie this reliability: the link be-
tween formant dispersion and VTL, and the link between
VTL and body size. Each of these are discussed in turn.
Because tract length affects the overall pattern of formant
frequencies, any given formant provides some information
regarding tract length. Thus, for example, the lowest formant
(F1) could potentially be used as a cue to tract length. How-
ever, using one formant as the sole cue to VTL would entail
several problems. First, if the frequency band of the chosen
formant is obscured by environmental noise or degradation,
no VTL information would be available. In contrast, formant
dispersion capitalizes on the redundancy of the formant spac-
ing pattern, and is thus robust to the degradation of informa-
tion in any one~or even several! formants. Second, indi-
vidual formants are more sensitive to changes in the vocal
tract transfer function~as seen in human vowels and, to a
lesser degree, in baboon grunts: Owrenet al., 1997!. As a
statistical measure encompassing all formant information,
formant dispersion is less sensitive to deviations in a single
formant.

Another potential cue to VTL is ‘‘formant density’’~the
number of formants in a particular frequency range, e.g., in
this study the total number of formants below the 11-kHz
Nyquist frequency!, which is inversely related to formant
dispersion. The main problem with density as an acoustic
cue to tract length is that, as an integer measure, it is consid-
erably less sensitive to changes in VTL than formant disper-
sion, which is as accurate as discrimination of individual
formants@formant difference limens are 1%–5% in both hu-
mans and macaques, Sommerset al. ~1992!#. Of course, it
would be possible to devise more accurate formant density
indices, but the simplicity and numerical tractability of for-

mant dispersion recommend it. Thus formant dispersion is
accurate, robust to environmental deterioration, and resistant
to errors due to variability in individual formants.

B. Source of unreliability for vocal tract cues

When it comes to providing vocal tract information, not
all calls are equal. If the source contains energy at only a
few, widely spaced frequencies~e.g., a high-pitched tonal
call!, it will provide little information about the vocal tract
transfer function. Thus low-pitched calls provide for better
resolution of formants than do sounds with highF0’s ~Ryalls
and Lieberman, 1982!. Better yet, a noisy or impulsive
source is ideally suited for accurately outlining the transfer
function ~e.g., Tartter and Braun, 1994 with whispers!. The
accuracy of formant dispersion as an acoustic cue to body
size will thus depend on the particular type of call, with
harsh, noisy or impulsive calls~like the threat vocalizations
studied here! being ideal, and high-pitched tonal calls being
worst. As well as having clear methodological implications,
this observation leads to an interesting behavioral prediction.
In contexts where accurate information about size is favored
~e.g., a large animal demonstrating its size to competitors or
mates!, noisy or low-pitched calls might be expected since
they provide more accurate delineation of vocal tract cues
~see also Peters, 1984!. This provides alternative grounds for
Morton’s ~1977! ‘‘motivational-structural rule’’ that low,
noisy sounds accompany aggression.

Another potential source of unreliability is changes in
vocal tract length due to articulatory movements. Opening or
nearly closing the mouth, or~in animals with mobile lips!
protruding or retracting the lips will alter tract length to some
degree~around 20% in humans, Fant, 1960!, as will raising
or lowering the larynx. However, the manipulation of VTL
via lip movements does not necessarily render it~or related
acoustic cues! unreliable. There is still a maximum VTL,
fixed by skull dimensions, which is attained when the mouth
is nearly closed and the lips are pursed. This articulatory
position is characteristic of the threat vocalizations studied
here, along with threats in a wide variety of other species
~see below!. The observed correlation between lip rounding
and threat raises an interesting possibility. If listeners asso-
ciate long vocal tracts with larger bodies, an animal that
elongates its vocal tract while vocalizing would maximize its
perceived body size. This suggests that aggressive vocaliza-
tions made with nearly closed mouths and protruded lips
would be more threatening, and submissive vocalizations
made with lips retraced more appeasing, and that the evolu-
tionary origin of certain facial expressions is not purely vi-
sual, but arises also from their acoustic effects~Ohala, 1980;
Fridlund, 1994; Fitch, 1994; Fitch and Hauser, 1995!.

Vocal tract elongation is associated with threat behavior
in many species. van Hooff~1967; p. 18!, in his general
review of primate facial displays, cited the ‘‘tense-mouth
face’’ in which the ‘‘mouth corners are brought forward... as
a result the mouth often looks like a narrow slit.’’ This dis-
play is usually performed by a dominant animal immediately
preceding an attack, and is associated with a low-pitched
bark in at least some species~chimpanzees and baboons!.
Similar ‘‘pouts’’ or ‘‘pucker’’ behavior is associated with
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threat in other primates~Kaufman, 1967; Fitch, 1994; Epple,
1967!, seals ~Miller, 1975!, bears ~Pruitt and Burghardt,
1977!, and in dogs and other canids~Fox and Cohen, 1977!.

Similarly, the use of mouth corner retraction to signal
submission and absence of threat appears to be extremely
widespread in mammals. A vast number of species, includ-
ing dogs, seals, ungulates, and almost all primates share a
submissive ‘‘grin’’ facial display~van Hooff, 1967, 1972;
Miller; 1975; Fox and Cohen, 1977; Oppenheimer, 1977;
Marler and Tenaza, 1977; Gautier and Gautier, 1977;
Walther, 1977, 1984; Goodall, 1986; Preuschoft, 1992,
1995!. This expression is variously ascribed a defensive or
submissive role and is occasionally seen during play. The
human smile appears to be an example of this display, al-
though its use has been extended into nonaggressive situa-
tions to denote an unthreatening or friendly attitude~van
Hooff, 1972; Preuschoft, 1992, 1995!. These observations
prompted Ohala~1980! to suggest that shortening the vocal
tract in order to seem smaller would provide an acoustic
~rather than visual! function for the human smile. The data in
this paper are consistent with this hypothesis.

Finally, the anatomical correlation between VTL and
skull size reported here and suspected in most mammals does
not hold for all vertebrates. In birds, the sound-producing
source is the syrinx, which lies at the base of the trachea near
the lungs~Nowicki and Marler, 1988!. Thus the trachea is an
integral part of the bird vocal tract, and the length of the
trachea must be added to the length of the oral/nasal cavities
to derive the bird’s total vocal tract length, which is not
limited by the size of the skull. The trachea~like the larynx!
is a flexible structure, floating free from any rigid skeletal
attachments. It is thus interesting that a wide variety of birds
exhibit tracheal elongation where the trachea is looped in
great coils within the chest or sternum~Berndt, 1938;
Neimeier, 1979!. This bizarre character is found only in large
birds, and often only in males, suggesting that it may repre-
sent an adaptation for acoustically exaggerating body size
~Fitch, in preparation, 1994!.

A second potential exception is anatomically modern
Homo sapiens. Our species has abandoned the structural pat-
tern typical of mammalian vocal tract anatomy. In humans
the larynx has descended from its normal position at the back
of the mouth to a position deeper in the throat~Negus, 1949;
Laitman and Crelin, 1976; Leiberman, 1984; Flu¨gel and Ro-
hen, 1991!, which allows the tongue body to move freely
back and forth, thus creating a wider variety of vocal tract
area functions than are possible in nonhumans~Lieberman,
1968; Liebermanet al., 1969!. Though typically viewed as
an adaptation for articulate speech~Lieberman, 1975, 1984!,
this speech advantage would only be gained with consider-
able laryngeal descent~several cm!. Presuming that this ana-
tomical reconfiguration proceeded gradually over evolution-
ary time, what selective advantage was provided by the
descent of the larynx before the conditions for improved
speech were met?

The descent of the larynx from the standard mammalian
position has the effect of elongating the vocal tract, possibly
freeing human tract length from the skeletal size constraints
described above for most mammals. Since vocal tract length

is used by human listeners as a cue to body size~Fitch,
1994!, it is possible that the original function of the descend-
ing larynx in early hominids was to exaggerate body size.
This idea gains support from the observation that there is
sexual dimorphism in the degree to which the human larynx
descends~a full vertebra lower in males than females, Sen-
ecail, 1979; Harrison, 1995!, with no accompanying advan-
tage for males’ vowel clarity over that of females. The de-
gree to which vocal tract length, formant dispersion, and
body size are related in humans remains an interesting matter
for further research.

C. Vocal tract cues and human speech perception

One key phenomenon in human speech perception that
may be related to the data in this paper is vocal tract normal-
ization, which is the use of overall formant pattern to ‘‘nor-
malize’’ the vowels of a given speaker~Ladefoged and
Broadbent, 1957; Nearey, 1978; Lieberman, 1984!. Because
of variations in vocal tract length, theF1-F2 vowel space of
a child is quite different from that of an adult~Peterson and
Barney, 1952!. A result is that children imitating adults, or
adults listening to children, need to adjust their perception of
a speaker’s vowels to their VTL-related formant space. If a
mechanism for estimating body size from formant dispersion
existed in our prelinguistic ancestors, this could have pro-
vided a preadaptive basis for vocal tract normalization in
humans.

The current results joins a collection of recent studies
suggesting that the role of the supralaryngeal vocal tract in
nonhuman animal communication may be more prominent
than traditionally realized~e.g., Bauer, 1987; Owren,
1990a,b; Owrenet al., 1997; Shipleyet al., 1991; Hauser
and Scho¨n-Ybarra, 1994; Owren and Bernacki, 1988; Ren-
dall, 1996!. Although formant frequency perception plays a
fundamental role in human speech perception~Joos, 1948;
Lieberman and Blumstein, 1988!, the evolutionary basis for
this is poorly understood, mainly because we have so little
information about the uses to which formant frequencies
may be put in animal communication systems. The results of
this work suggest that the use of formant frequency patterns
to gauge body size could have been a factor promoting the
original evolution of formant perception, a capability later
put to such extensive and sophisticated use in human lan-
guage.
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Flügel, C., and Rohen, J. W.~1991!. ‘‘The craniofacial proportions and
laryngeal position in monkeys and man of different ages.~A morphomet-
ric study based on CT-scans and radiographs!,’’ Mech. Aging Develop.
61, 65–83.

Fox, M. W., and Cohen, J. A.~1977!. ‘‘Canid communication,’’ inHow
Animals Communicate, edited by T. A. Sebeok~Indiana U. P., Blooming-
ton, IN!.

Fridlund, A. J. ~1994!. Human Facial Expression: An Evolutionary View
~Academic, San Diego!.

Gautier, J. P., and Gautier, A.~1977!. ‘‘Communication in Old World mon-
keys,’’ in How Animals Communicate, edited by T. A. Sebeok~Indiana U.
P., Bloomington, IN!.

Geist, F. D.~1933!. ‘‘Nasal cavity, larynx, mouth, and pharynx,’’ inThe
Anatomy of the Rhesus Monkey, edited by Hartman and Straus~Hafner,
New York!.

Goldstein, U. G.~1980!. ‘‘An articulatory model for the vocal tracts of
growing children,’’ D. Sc. thesis, Massachusetts Institute of Technology.

Goodall, J.~1986!. The Chimpanzees of Gombe: Patterns of Behavior~Har-
vard U. P., Cambridge, MA!.

Harrison, D. F. N.~1995!. The Anatomy and Physiology of the Mammalian
Larynx ~Cambridge U. P., Cambridge, New York!.

Harvey, P. H.~1990!. ‘‘Life-history variation: Size and mortality patterns,’’
in Primate Life History & Evolution, edited by C. J. DeRousseau~Wiley–
Liss, New York!.

Hauser, M. D.~1993!. ‘‘The evolution of nonhuman primate vocalizations:
effects of phylogeny, body weight and social context,’’ Am. Nat.142,
528–542.

Hauser, M. D., Evans, C. S., and Marler, P.~1993!. ‘‘The role of articulation
in the production of rhesus monkey~Macaca mulatta! vocalizations,’’
Animal Beh.45, 423–433.

Hauser, M. D., and Scho¨n-Ybarra, M.~1994!. ‘‘The role of lip configuration
in monkey vocalizations: Experiments using xylocaine as a nerve block,’’
Brain Lang.46, 232–244.

Heinz, R. D., and Brady, J. V.~1988!. ‘‘The acquisition of vowel discrimi-
nations by nonhuman primates,’’ J. Acoust. Soc. Am.84, 186–194.

Heinz, R. D., Sachs, M. B., and Sinnott, J. M.~1981!. ‘‘Discrimination of
steady-state vowels by blackbirds and pigeons,’’ J. Acoust. Soc. Am.70,
699–706.

Hollien, H. ~1960!. ‘‘Some laryngeal correlates of vocal pitch,’’ J. Speech
Hear. Res.3, 52–58.

Janis, C.~1990!. ‘‘Correlation and cranial and dental variables with body
size in ungulates and macropodoids,’’ inBody Size in Mammalian Paleo-
biology: Estimation and Biological Implications, edited by J. Damuth and
B. J. MacFadden~Cambridge U. P., Cambridge, England!.

Joos, A. M.~1948!. ‘‘Acoustic phonetics,’’ Language24 ~Suppl.!, 1–136.
Kaufmann, J. H.~1967!. ‘‘Social relations of adult males in a free-ranging

band of rhesus monkeys,’’ inSocial Communication Among Primates,
edited by S. A. Altmann~University of Chicago, Chicago!.

Kingdon, J.~1974!. East African Mammals: Vol. II Part A: Insectivores and
Bats ~Academic, New York!.

Künzel, H. J.~1989!. ‘‘How well does average fundamental frequency cor-
relate with speaker height and weight?,’’ Phonetica46, 117–125.

Ladefoged, P., and Broadbent, D. E.~1957!. ‘‘Information conveyed by
vowels,’’ J. Acoust. Soc. Am.39, 98–104.

Laitman, J. T., and Crelin, E. S.~1976!. ‘‘Postnatal development of the
basicranium and vocal tract region in man,’’ inSymposium on Develop-
ment of the Basicranium, edited by J. F. Bosma~U. S. Government Print-
ing Office, Washington, DC!.

Lass, N. J., and Brown, W. S.~1978!. ‘‘Correlational study of speakers’
heights, weights, body surface areas, and speaking fundamental frequen-
cies,’’ J. Acoust. Soc. Am.63, 1218–1220.

Lieberman, P.~1968!. ‘‘Primate vocalization and human linguistic ability,’’
J. Acoust. Soc. Am.44, 1574–1584.

Lieberman, P.~1975!. On the Origins of Language~Macmillan, New York!.
Lieberman, P.~1984!. The Biology and Evolution of Language~Harvard U.

P., Cambridge, MA!.
Lieberman, P., and Blumstein, S. E.~1988!. Speech Physiology, Speech

Perception, and Acoustic Phonetics~Cambridge U. P., New York!.
Lieberman, P. H., Klatt, D. H., and Wilson, W. H.~1969!. ‘‘Vocal tract

limitations on the vowel repertoires of rhesus monkey and other nonhu-
man primates,’’ Science164,1185–1187.

Markel, J. D., and Gray, A. H.~1976!. Linear Prediction of Speech
~Springer-Verlag, New York!.

Marler, P., and Tenaza, R.~1977!. ‘‘Signaling behavior of apes with special
reference vocalization,’’ inHow Animals Communicate, edited by T. A.
Sebeok~Indiana U. P., Bloomington, IN!.

Martin, W. F. ~1972!. ‘‘Evolution of vocalizations in the genusBufo,’’ in
Evolution in the genus Bufo, edited by W. F. Blair~University of Texas,
Austin, TX!, pp. 279–309.

McComb, K. E.~1991!. ‘‘Female choice for high roaring rates in red deer,
Cervus elaphus,’’ Animal Beh. 41, 79–88.

Miller, E. H. ~1975!. ‘‘A comparative study of facial expressions of two
species of pinnipeds,’’ Behaviour53, 268–284.

Morita, S., and Ohtsuki, F.~1973!. ‘‘Secular changes of the main head
dimensions in Japanese,’’ Human Biol.45, 151–165.

Morton, E. S.~1977!. ‘‘On the occurrence and significance of motivation-
structural rules in some bird and mammal sounds,’’ Am. Nat.111, 855–
869.

Nearey, T.~1978!. Phonetic Features for Vowels~Indiana University Lin-
guistics Club, Bloomington!.

Negus, V. E.~1949!. The Comparative Anatomy and Physiology of the
Larynx ~Hafner, New York!.

Niemeier, M. M.~1979!. ‘‘Structural and functional aspects of vocal ontog-
eny in Grus canadensis~Gruidae: Aves!,’’ Ph.D. thesis, University of
Nebraska, Lincoln.

Nowicki, S., and Marler, P.~1988!. ‘‘How do birds sing?,’’ Music Percept.
5, 391 426.

Ohala, J. J.~1980!. ‘‘ABSTRACT: The acoustic origin of the smile,’’ J.
Acoust. Soc. Am. Suppl. 168, S33.

Oppenheimer, J. R.~1977!. ‘‘Communication in New World monkeys,’’ in

1221 1221J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 W. Tecumseh Fitch: Vocal tract length in macaques



How Animals Communicate, edited by T. A. Sebeok~Indiana U. P.,
Bloomington, IN!.

Owren, M. J. ~1990a!. ‘‘Acoustic classification of alarm calls by vervet
monkeys ~Cercopithecus aethiops! and humans: I. Natural calls,’’ J.
Comp. Psych.104,20–28.

Owren, M. J. ~1990b!. ‘‘Acoustic classification of alarm calls by vervet
monkeys ~Ceropithecus aethiops! and humans: II. Synthetic calls,’’ J.
Comp. Psych.104,29–40.

Owren, M. J., and Bernacki, R.~1988!. ‘‘The acoustic features of vervet
monkey ~Ceropithecus aethiops! alarm calls,’’ J. Acoust. Soc. Am.83,
1927–1935.

Owren, M. J., Seyfarth, R. M., and Cheney, D. L.~1997!. ‘‘The acoustic
features of vowel-likegrunt calls in chacma baboons~Papio cyncephalus
ursinus!: Implications for production processes and functions,’’ J. Acoust.
Soc. Am.101, 2951–2963.

Parker, G. A.~1974!. ‘‘Assessment strategy and the evolution of fighting
behavior,’’ J. Theor. Biol.47, 223–243.

Peters, G.~1984!. ‘‘On the structure of friendly close range vocalizations in
terrestrial carnivores~Mammalia: Carnivora: Fissipedia!,’’ Z. Säuget-
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Sound radiation of 3-MHz driven gas bubbles
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The sound radiation of 3-MHz acoustically driven air bubbles in liquid is analyzed with respect to
possible applications in second harmonic ultrasound diagnostics devices, which have recently come
into clinical use. In the forcing pressure amplitudePa51 – 10 atm and ambient radiusR0

50.5– 5mm parameter domain, a narrow regime around the resonance radiusR0;1 – 1.5mm and
relatively modestPa;2 – 2.5 atm is identified in which optimal sound yield in the second harmonic
is achieved while maintaining spherical stability of the bubble. For smallerPa and largerR0 hardly
any sound is radiated; for largerPa bubbles become unstable toward nonspherical shape oscillations
of their surface. The computation of these instabilities is essential for the evaluation of the optimal
parameter regime. A region of slightly smallerR0 andPa;1 – 3 atm is best suited to achieve large
ratios of the second harmonic to the fundamental intensity. Spherical stability is guaranteed in the
suggested regimes for liquids with an enhanced viscosity compared to water, such as blood.
© 1997 Acoustical Society of America.@S0001-4966~97!07307-4#

PACS numbers: 43.80.Qf, 43.35.Sx, 43.25.Yw@FD#

INTRODUCTION

Microbubbles, i.e., gas bubbles of a fewmm diameter,
have long been known to be very effective scatterers of ul-
trasound~cf., e.g., Ref. 1!. Their scattering cross sections for
MHz sound waves can be more than two orders of magni-
tude greater than their geometrical cross sections.2 In the last
decade, the concept of exploiting this property to perform
refined ultrasound diagnostics with gas bubbles as echo con-
trast enhancers has enjoyed increasing attention.3 The gen-
eral idea of this technique is to inject a microbubble suspen-
sion into a vein and to study the blood flow by detecting the
bubbles’ sound echo reaction to an applied acoustical field.
This leads to ultrasound images of higher contrast and qual-
ity as compared to conventional diagnostic techniques using
only the ultrasound backscatter from the tissue itself.

The quality of an ultrasonogram mainly depends on its
spatial resolution and its signal intensity; more specifically,
on the ratio of signal intensities from ‘‘desired’’ echoes
~such as the blood flow in bubble diagnostics! to ‘‘back-
ground noise’’ reflections~from surrounding tissue!. Spatial
resolution is, of course, limited by the wavelength of the
ultrasound. But as the absorption of sound in tissue increases
exponentially with frequency,4,5 frequencies below 10 MHz
are used in most clinical applications. As a typical value, we
will choose an ultrasound driving frequency ofvd/2p53
MHz throughout this work.

In doing diagnostics with bubble suspensions, it is de-
sirable to improve the signal to noise ratio. Namely, when
detecting the emitted sound from the bubble at the driving
frequency 3 MHz, the signal is obscured by the driving and
its reflections from tissue. To improve the signal quality, it
has recently been proposed6,7 to detecthigher harmonicsof
the driving frequency in the sound emission spectrum of the
bubble. In view of the aforementioned strong damping of
higher frequencies, the lowest~second! harmonic at 6 MHz

is of particular interest. It can be selectively excited if the
parameters are chosen appropriately. We expect that soft tis-
sue, driven into the regime of nonlinear response by the
strong driving, will also reflect part of the sound in higher
harmonics. Also, the large amplitude driving signal itself
will undergo nonlinear distortion, generating higher har-
monic frequency components.8 As in the case of the conven-
tional method, it may therefore be necessary to focus on the
differencebetween the reflected signal with and without in-
jected microbubbles. However, by choosing the proper size
of the bubbles and the proper forcing pressure amplitude, it
is possible to enhance the bubbles’ reflection signal in higher
harmonics. The main focus of this paper is to suggest a pa-
rameter regime well suited for such an endeavor.

Experimental and theoretical research on bubble dynam-
ics has received considerable attention since the discovery of
single bubble sonoluminescence by Gaitan in 1990~cf. Ref.
9! and the detailed experiments by the Putterman group at
UCLA.10–12 In those experiments single microbubbles are
driven with a frequency of;30 kHz and with a pressure
amplitude of Pa51.1– 1.5 atm. Under very special condi-
tions on experimental parameters such as the gas concentra-
tion in the liquid and the pressure amplitude, the emission of
short light pulses~once per driving period! from the center of
the bubble is observed. These experiments stimulated us to
perform a series of studies on bubble stability.13–18 Three
types of instability mechanisms seem to be important:
spherical instability, diffusive instability, and chemical insta-
bility. All of these studies are based on a Rayleigh–Plesset-
like ~RP! equation which provides an accurate description of
the bubble wall dynamics even for strongly nonlinear oscil-
lations. Excellent agreement with the experiments was ob-
tained, encouraging us to rely on the RP equation also for
microbubbles driven at 3 MHz. We will give an overview on
RP dynamics in Sec. I. Section II shows results of calculated
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sound intensities emitted into the whole spectrum as well as
at the fundamental and second harmonic frequencies. Of the
instability mechanisms mentioned above, only shape insta-
bilities are important here. They will be treated in Sec. III
and reveal important restrictions on useful values of driving
pressure amplitudes and bubble radii. Section IV presents
conclusions.

I. RAYLEIGH–PLESSET BUBBLE DYNAMICS

We will treat the dynamics and sound emission of a
single bubble here; we assume that it is driven by a spatially
homogeneous, standing wave field

P~ t !5Pa cosvdt ~1!

with a frequencyvd/2p53 MHz, corresponding to a period
of T50.33ms, and a sound amplitudePa between 1 and 10
atm ~roughly 105– 106 Pa!, reflecting typical peak pressures
of devices in ultrasound diagnostics. Much higher pressure
amplitudes, as applied in lithotripters~cf., e.g., Ref. 19!,
could damage the tissue.

Let us briefly discuss the approximations we made here.
In water, the chosen frequency corresponds to a sound wave
length ofl52pcl /vd'500mm, wherecl51481 m/s is the
sound velocity in water. The typical ambient radiusR0 of the
microbubbles is in the range of 1–5mm. Therefore, the ap-
proximation of spatial homogeneity is justified. In diagnostic
ultrasound devices, the driving sound is not a standing wave,
but a short traveling wave pulse~which is not strictly mono-
chromatic!. The corresponding spatial fluctuations of the
driving pressure gradient at the location of the bubble will
exert translational forces on the bubble. The resulting trans-
lational movements of the bubble are neglected~we will
come back to this assumption later in this section!, as well as
bubble–bubble interactions, the so-called secondary
Bjerknes forces.20 Finally, pressure fluctuations due to the
blood pressure~order of magnitude 0.05 atm! can also safely
be neglected. In many cases, ultrasound contrast enhancers
do not contain pure air bubbles, but stabilized bubbles with
an albumin or saccharide coating.3 This may lead to a shift in
the resonance frequency of the bubbles as elaborated by de
Jong, Church, and others.21–24

Under these assumptions the dynamics of the bubble
radiusR(t) may be described by the following ordinary dif-
ferential equation:20,25

RR̈1
3

2
Ṙ25

1

r l
„p~R,t !2P~ t !2P0…

1
R

r lcl

d

dt
„p~R,t !2P~ t !…24n

Ṙ

R
2

2s

r lR
. ~2!

Typical parameters for an air bubble in water are the surface
tensions50.073 kg/s2, the water viscosityn51026 m2/s,
and densityr l51000 kg/m3. We use these parameters for
our calculations. Only the viscosity is chosen to be larger by
a factor of 3 with respect to water (n5331026 m2/s), cor-
responding to the value for blood. We will later see that the
increased viscosity is essential for the spherical stability of
the bubble at higher values ofPa . The external~ambient!
pressure isP051 atm. We assume that the pressure inside

the bubble is given by a van der Waals type equation of state

p„R~ t !…5S P01
2s

R0
D S R0

32h3

R3~ t !2h3D k

~3!

with a ~collective! van der Waals hard core radiush
5R0/8.54 ~for air!,26 i.e., h3 is a measure for the total ex-
cluded volume of the molecules. The bubble radius under
normal conditions~ambient radius! R0 is not uniform for the
bubble population in a diagnostic suspension. The size dis-
tribution can, however, be controlled experimentally and is
typically centered around 1–2mm, with a width of about 1
mm.3 For the effective polytropic exponent we takek'1, as
for the oscillation frequencies under consideration, microme-
ter bubbles can be treated as approximately isothermal.27

Equation ~2! can be understood as a balance equation be-
tween the excitation due to forcing~1! on the one hand and
dissipative and acoustic loss processes on the other hand.

In this paper, we will denote~2! as the ~modified!
Rayleigh–Plesset~RP! equation, adopting a common prac-
tice in recent work on sonoluminescence.26,28,29Besides the
pioneering work of Lord Rayleigh25 and Plesset,30 other re-
searchers have contributed to Eq.~2! and a number of varia-
tions of this equation, e.g., Keller and Miksis,31 Flynn,32 or
Gilmore.33 Some of these variations are much more elaborate
than ~2!. However, a detailed comparison of the solutions
obtained from these equations18,34 shows that significant de-
viations only occur for bubbles driven at very large pressure
amplitudes~*5 atm! and having large radii, i.e.,R0 would
have to be substantially larger than for the bubbles of the
present study to necessitate the use of a more complicated
dynamical equation.

Let us first consider the resonance structure of the RP
oscillator in the small forcing limit. To calculate the main
resonance frequency we first note that for small forcingPa

,P0 the contribution of the sound coupling to the bubble
dynamics@the term }1/cl on the RHS of Eq.~2!# is not
important. In addition, ifR stays large enough to ensureR3

@h3 ~which is the case for weak driving!, we can replace the
van der Waals formula by an ideal gas expression. Writing
R(t)5R0„11x(t)… we obtain

ẍ5
1

r lR0
2F S P01

2s

R0
D ~11x!23k212

P01Pa cosvdt

11x

2
2s

R0~11x!2G2
4n ẋ

R0
2~11x!

2
3

2

ẋ2

11x
. ~4!

We interpret the bracketed term on the RHS of Eq.~4! as an
effective, time-dependent force2]xV(x,t). Integration
gives the time-dependent potential

V~x,t !5
1

r lR0
2F 1

3kS P01
2s

R0
D ~11x!23k

1~P01Pa cosvdt !ln~11x!2
2s

R0

1

11xG , ~5!

which displays a strong asymmetry inx; see Fig. 1. IfPa

50, the equilibrium point isx50. For generalPa the mini-
mum of the potential oscillates around this value. IfPa

.P0 the potential isrepulsivefor a certain fraction of the
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period. For smallPa and thus smallx we can linearize
aroundx50 and obtain a driven harmonic oscillator

ẍ12g ẋ1v0
2x5

Pa

r lR0
2 cosvdt ~6!

with the eigenfrequency

v05A 1

r lR0
2S 3kP01~3k21!

2s

R0
D ~7!

and the damping constantg52n/R0
2. For fixed driving fre-

quencyvd52p•3 MHz andk51 the bubble oscillator is in
~main! resonance ifvd5v0 . According to Eq.~7!, this cor-
responds to a resonance radius ofR051.23mm. Taking vis-
cous damping into account, the oscillation amplitude has its
maximum value at a frequency35

v res
~1!5Av0

222g2

5A 1

r lR0
2S 3kP01~3k21!

2s

R0
D2

8n2

R0
4 , ~8!

which ~with n5331026 m2/s) shifts the main resonance
radius to R0

(1)51.18 mm. The corresponding radii for the
subharmonicsv res

(1/2)5vd/2, v res
(1/3)5vd/3, andv res

(1/4)5vd/4
areR0

(1/2)52.18mm, R0
(1/3)53.14mm, and R0

(1/4)54.09mm,
respectively. The harmonicv res

(2)52vd is at R0
(2)50.64 mm.

As we will see below, the harmonic and subharmonic reso-
nances will also strongly affect the intensity of the emitted
sound.

Figure 2 shows the time seriesR(t) for four typical sets
of parameters, as computed from~2! and ~3! using a double
precision, fourth-order, variable stepsize Runge–Kutta
algorithm.36 For smallPa it is trivial that the radius oscillates
sinusoidally, but this can also happen for driving pressure
amplitudes as large asPa59 atm, if the radius is much
larger than the resonance radius, as seen in Fig. 2~a!. For
other parameter combinations, the bubble changes its behav-
ior and exhibitscollapses,characterized by short duration
minima of the radius, accompanied by large accelerations
@large curvature ofR(t)#. In Fig. 2~b! we observe one~weak!

bubble collapse per cycle which becomes stronger for larger
Pa ; see Fig. 2~c!. For strong collapses the typical return time
of the collapsing bubble is in the nanosecond range. Like the
time series of most nonlinear oscillators, the bubble dynam-
ics can period double so that a collapse only repeats every
two cycles, as shown in Fig. 2~d! for a strong collapse. In
other parameter regions, aperiodic behavior~‘‘chaos’’! can
be observed~cf. Ref. 37!. It can also be seen from Fig. 2 that
our notion of strong collapse coincides well with Flynn’s32,38

definition of ‘‘transient cavities,’’ for which the ratio of
maximum expansion radius and ambient radius~expansion
ratio! must fulfill Rmax/R0*2: The examples of Fig. 2~c!
and ~d! show rapid collapses and an expansion ratio of;2.
On the other hand, Fig. 2~a! and ~b! exemplifies weakly os-
cillating bubbles with expansion ratios near one.

For the purposes of this paper, it is instructive to com-

FIG. 3. Minimum radiusRmin /R0 as a function ofR0 andPa . Note that the
graph is enclosed between two planes: for smallPa , the quotientRmin /R0 is
nearly equal to one~weak oscillations!; for large Pa and smallR0 it ap-
proachesh/R051/8.54, with the van der Waals hard core radiush. Arrows
in Figs. 3, 4, 7–9 indicate axis orientation.

FIG. 1. Potential according to Eq.~6!, nondimensionalized through dividing
by vd

2, using Pa52 atm andR051.2 mm for three different phasesvdt
50, p/4, p/2, respectively.

FIG. 2. The bubble radiusR vs time for four different parameter pairs
(R0 ,Pa); from upper to lower:~a! ~5 mm, 9.0 atm!; ~b! ~0.8 mm, 1.2 atm!;
~c! ~1.2 mm, 2.5 atm!; ~d! ~2.5 mm, 4.5 atm!.
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pute theminimumradiusRmin5mint„R(t)… which the bubble
achieves during its oscillation. This quantity is shown in Fig.
3. For this figure, as for the other 3-D plots, the displayed
function was evaluated at 1003100 equidistant grid points in
the Pa-R0 plane. For weak forcing the minimum radius es-
sentially equals the ambient radius~limit of small oscilla-
tions!. However, if the driving pressure amplitude is large
enough, the bubble collapse is only halted in the immediate
vicinity of the smallest possible radius, i.e., the van der
Waals hard core radius. The transition toward hitting the
hard core radiush5R0/8.54 ~upon increasingPa! is rather
abrupt, forming a well-defined threshold in thePa-R0 plane.
Obviously, this transition occurs for smallerPa if the bubble
radius is near one of the above-mentioned resonance radii.
The resonances atR0

(1)51.18 mm andR0
(1/2)52.18 mm are

clearly recognized in Fig. 3. AsPa becomes larger, the non-
linearities in~2! lead to broadening and a slight shift of the
resonances toward smallerR0 , in accordance with earlier
work on bubble dynamics.27,31

We now come back to our above assumptions on the
pressure field. The results of this work were obtained assum-
ing a driving by standing plane waves. Today’s ultrasound
diagnostics devices usually emit a bundle of traveling waves
that interfere constructively to build up large pressure peaks
~5–10 atm! and to achieve sufficient spatial resolution. The
resulting spatial pressure gradients lead to translational
forces acting on the bubble, the so called primary Bjerknes
forces:20

FB~r ,t !5Vb~ t !“P~r ,t !, ~9!

whereVb(t) is the time-dependent volume of the bubble, and
P(r ,t) is the external pressure exerted on the bubble. How-
ever, numerical computation of~9! shows that the accelera-
tions resulting from a pressure gradientu“Pu;Pa /l are
rather weak and that the translational velocities of the
bubbles are small compared to their radial oscillation veloci-
ties.

II. SOUND EMISSION OF OSCILLATORY BUBBLES

Our focus of interest is on the sound emitted by the
oscillating bubble. The far-field sound pressure at a distance
r @R from the center of the bubble can be calculated as20,39

Ps~r ,t !5
r l

4pr

d2Vb

dt2
5r l

R

r
~2Ṙ21RR̈!. ~10!

An ultrasound diagnostics device will display a picture of
sound intensity, which is based on the modulus~or, equiva-
lently, the square! of the sound pressure. Obviously, the total
detected intensity will not consist exclusively of signals due
to Eq.~10!, but there will also be intensity components from
reflections of the incoming signal~1! in the tissue. As these
latter contributions depend on many peculiarities of the ex-
perimental or diagnostic setup, we do not try to model them
here, but focus on the active sound radiation of the bubble.

Figure 4~a! shows thetotal sound intensityI as a func-
tion of the forcing pressure amplitudePa and the ambient
radiusR0 . According to Parseval’s theorem it can be calcu-

lated either from the sound-pressure time seriesPs(r ,t) or
from its Fourier transformPs(r ,v)5*0

t Ps(r ,t)exp(ivt)dt,
t@T, namely,

I ~r !5
1

tE0

t

uPs~r ,t !u2 dt5
1

t
•

1

2pE2`

1`

uPs~r ,v!u2 dv.

~11!

We divide by the lengtht of the time series~t>8T for all
computations! and measureI in units of atm2. The intensity
is evaluated at a distance ofr N51 cm from the bubble’s
center using standard double precision Fourier transform
algorithms.36 As I spans several orders of magnitude in our
parameter regime, we also present its logarithm in Fig. 4~b!.

It can be seen from Fig. 4 that for smallPa or large
R0 the bubble hardly emits any sound. Sound losses set in at
a sharp threshold which is very similar to the threshold seen
in Fig. 3 for the minimum radius. Moreover, comparing Figs.
3 and 4 one realizes that strong sound emission and collaps-
ing to the hard core radius are strongly correlated~note the
opposite orientations of these two graphs!. This behavior is
expected from Eq.~10!, as a stronger collapse means larger
bubble wall accelerationR̈ at the moment of collapse. The

FIG. 4. ~a! Total sound intensityI at a distance ofr N51 cm from the
bubble center as a function ofR0 and Pa . The strong correlation between
this figure and Fig. 3 is obvious. Note that the graph is truncated~higher I
values are not displayed! for better illustration of the resonance tongue
structure.~b! shows a logarithmic plot of the same quantity. The small
undulations at very largePa on top of the resonance structure are due to
numerical aliasing in the Fourier analysis and can be reduced with increas-
ing computer power.
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resonance structure inR0 is also clearly reflected in the emit-
ted sound intensity.

Time series ofPs(r N ,t) and their power spectra for the
same four parameter pairs (R0 ,Pa) as in Fig. 2 are shown in
Fig. 5 and Fig. 6, respectively. If the collapse is too violent,
the sound intensity is distributed in a broadband spectrum
with a large fraction of intensity emitted at higher harmonics,
which will be absorbed by the tissue. Therefore it is appro-
priate to focus on the signal at the second harmonic fre-
quency in order to get high intensities away from the driving
frequency. The intensityI 2(r )5uP(r ,v52vd)u2/t 2 in the
second harmonic is displayed in Fig. 7. For comparison, we
show the same plot also for the intensityI 1(r )5uP(r ,v
5vd)u2/t 2 of the fundamental~driving frequency! in Fig. 8.

Not surprisingly, the regions of greatest intensity of the
fundamental as well as of the second harmonic coincide with

those of the total intensity, i.e., they can be found at the
resonance radii. The largest region and the highest maxima
of second harmonic intensity occur aroundR0

(1) . For small
Pa the intensity is of course nearly exclusively in the driving
frequency itself, which is the frequency of the small oscilla-
tions of the bubbles. Upon increasingPa , sound is also emit-
ted in the second harmonic mode, for some parameter com-
binations up to 40% of the total intensity. At even larger
Pa , higher and higher modes are excited, leaving a smaller
and smaller fraction of total intensity for the second mode
@cf. Fig. 6~c! and ~d!#. Even for largePa , the driving fre-
quencyvd remains the largest component of total emitted
power in spite of the strong collapse, which displays much
larger peak pressures, but only lasts for extremely short pe-
riods of time.

The key question now is: How should one choose the
parameters for optimal detection of the second harmonic?
The answer cannot be given exclusively from the absolute
intensity of the second harmonic, Fig. 7. Clearly, the signal
has to have a certain absolute intensity to overcome the noise
level, and therefore Fig. 7 gives important information. One
important application of the second harmonic method in ul-
trasound diagnostics, however, relies on the contrast between
intensities at fundamental and second harmonic frequencies:

FIG. 5. Time series of the sound pressurePs(r N ,t) from ~10! for the same
four pairs of parameters as in Fig. 2.

FIG. 7. Absolute intensity of the second harmonic of the sound emission
~10!.

FIG. 6. Power spectrauPs(r N ,vd)u2 for the same four pairs of parameters as
in Fig. 2. FIG. 8. Absolute intensity of the fundamental of the sound emission~10!.
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When injecting a bubble suspension into the vascular system,
a second harmonic signal is only expected from the contrast
agent. Thus detecting at 6 MHz in our example will give a
bright image of the blood vessels. In a diagnostic situation, it
should be possible toswitch between this image and the
scattering signal from surrounding tissue, which reflects the
3-MHz driving. But if the bubble emission signal at 3 MHz
is more intense than these reflections, the vascular system
will be the dominant feature in the fundamental frequency
image, too. Therefore, meeting the demands of this applica-
tion means to identify parameter regions where theratio of
second harmonic intensity to fundamental intensityI 2 /I 1 is
as high as possible. Figure 9 displays this quantity. It shows
a distinct maximum at smallR0'0.7– 0.8mm close to the
harmonic bubble resonance radiusR0

(2) . In this parameter
region, the bubble essentially oscillates with 6 MHz instead
of 3 MHz; an example for this behavior can be seen in Figs.
5~b! and 6~b!. For even smaller radii, a rise inI 2 /I 1 indicates
other resonances. All bubbles with highI 2 /I 1 ratios emit
little absolute acoustic intensity~cf. Figs. 4–8!.

We have presented a variety of intensity diagrams in
Figs. 4–9 in order to meet the different demands of different
experimental setups or diagnostic applications. Accordingly,
the optimal parameter ranges for second harmonic sonogra-
phy depend on the focus of interest: If the important quantity
is relative intensityI 2 /I 1 , one would pick the maximum of
Fig. 9, i.e., bubbles withR0'0.5– 1.2mm and driving pres-
sure amplitudesPa'1 – 3 atm. If absolute intensity is the
key variable, one would choose the region around the main
resonance radius inR0 , i.e., R0'1.0– 1.5mm. Moreover,
Fig. 7 suggests choosing the pressure amplitudePa as large
as possible. However, as we will show in the next paragraph,
bubble shape instabilities set an upper limit on practically
useful Pa . Note that a change in the driving frequency
would shift the resonance radii and, consequently, also the
location of regions of maximum sound emission. If, for ex-
ample, vd is smaller, the resonances are shifted toward
largerR0 ; see Eq.~7!.

Also, the total amount of bubbles should be large
enough to guarantee a strong signal, but low enough to pre-

vent considerable bubble–bubble interaction. Therefore, it is
of primary importance to assure that a high percentage of the
generated bubbles is in the correctR0 regime. All other
bubbles are essentially useless regarding the yield in the sec-
ond harmonic and may even obscure the measurements.

III. SPHERICAL STABILITY

To take advantage of the above suggested parameter re-
gimes derived from RP dynamics, the bubbles in these do-
mains should bespherically stable,i.e., stable against the
growth of nonspherical bubble deformations, which could
eventually lead to bubble fragmentation and a breakdown of
sound emission. The corresponding stability analysis has
been performed in detail in Ref. 15. We give a brief sum-
mary here. Consider a small distortion of the spherical inter-
faceR(t),

R~ t !1an~ t !Yn~u,f!,

whereYn is a spherical~surface! harmonic of degreen. An
approximate linearized dynamical equation of the distortion
an(t) for each mode has been derived in Ref. 15, following
the pioneering work of Prosperetti.40 It reads~cf. Ref. 13!

än1Bn~ t !ȧn2An~ t !an50, ~12!

with

An~ t !5~n21!
R̈

R
2

bns

rwR32
2nṘ

R3 F ~n21!~n12!

12n~n12!~n21!
d

RG , ~13!

Bn~ t !5
3Ṙ

R
1

2n

R2F ~n12!~2n11!22n~n12!2
d

RG . ~14!

Here, bn5(n21)(n11)(n12) and d is a viscous
boundary layer cutoff,15

d5minSA n

vd
,

R

2nD . ~15!

If the coefficientsAn(t) andBn(t) are periodic with period
T, ~12! is an equation of Hill’s type and instability occurs
whenever the magnitude of the maximal eigenvalue of the
Floquet transition matrixFn(T) of Eq. ~12! is larger than
one. The Floquet transition matrixFn(T) is defined by

S an~T!

ȧn~T! D5Fn~T!S an~0!

ȧn~0! D . ~16!

Now for some parameter regimes the radius is not periodic
with periodT and thus the coefficientsAn(t) andBn(t) are
not either. Therefore, rather than calculating the Floquet ma-
trix Fn(T) we calculate a transition matrixFn(NT) with a
large integerN ~hereN520! to average the dynamics. We
numerically compute the eigenvalue ofFn(NT). The loga-
rithm of the maximum eigenvalue can be understood as an
approximate Lyapunov exponent. If it is positive, the mode
an(t) grows exponentially and the bubble is unstable toward
the corresponding mode of shape oscillation. In Fig. 10~b!
and~c! we show the resulting stability diagrams for the sec-

FIG. 9. RatioI 2 /I 1 of intensities of sound emission at the second harmonic
and fundamental frequencies.
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ond and the third mode~n52 and n53, respectively!.
Bubbles are shape unstable in the dark regions of the
Pa-R0 plane, and shape stable in the white areas. Generally,
the n52 mode is the most unstable one, but there are re-
gimes where this does not hold.

The most pronounced features of these stability dia-
grams are ‘‘tongues’’ of instability. In the lowPa regime Eq.
~12! reduces to a Mathieu equation; in this case the tongues
of instability are the well-known Mathieu tongues, as dem-
onstrated in Ref. 13. Large viscosity strongly damps out this
tongue structure, as seen from comparing the stability dia-
grams for water and blood~different viscosities! in Fig. 10~a!
and ~b!. In some regions of parameter space, stable and un-
stable points seem to be mixed erratically. This is due to long
periodic or chaotic bubble dynamics for thesePa-R0 combi-
nations, for which the results of our stability analysis over
20T depend sensitively on the initial conditions, so that for
slightly deviating parameters the stability behavior may be
completely different.

As we learn from this figure, bubbles in theR0 regime
of maximum~absolute! yield in the second harmonic become
spherically unstable for drivings withPa*2.5 atm. Below,
the bubbles are stable in blood~due to its enhanced viscos-
ity!, whereas for water these bubbles are unstable with re-
spect to thea2 mode even atPa'0.5 atm. Note that it is
risky even to be close to an unstable regime, as the bubble

may diffusionally shrink or grow into these regimes. This
suggests that experiments with bubble suspensions in water
will probably give misleading results~with respect to clinical
applications! and should rather be carried out in blood or a
fluid of correspondingly enhanced viscosity. In our calcula-
tions, we have assumed a viscosity ofn5331026 m2/s,
which is at the low end of typical measured blood viscosities
(;3 – 531026 m2/s; Ref. 41!. Thus we have determined
lower bounds of the instability thresholds in Fig. 10 and the
actual regions of stability may be somewhat larger. Note also
that stability will be enhanced when lower driving frequen-
cies are used as this leads to a larger effective damping of
surface oscillations~cf. Ref. 13!.

Stability analysis shows that very large driving ampli-
tudes~say 10 atm! will not help provide large response sig-
nals from the suspended bubbles. Instead, it may be useful to
limit the amplitudes in the bubble regions to&2.5 atm.

The predictions for the region of optimalI 2 /I 1 intensity
ratio remain virtually unaltered, as there is very little overlap
of this region with the instability tongues. Indeed, according
to the regime of largeI 2 /I 1 identified above, shape instabil-
ity in this regime is to be expected only in a tiny area of
parameter space atR0'1.2 mm and Pa'3 atm @see Fig.
10~b!#.

Besides spherical instability, diffusive instability and
chemical instability are also matters of concern, as pointed
out in detail for 26-kHz forced bubbles in Refs. 15 and 16.
Both types of instabilities will only be important on long
timescales~milliseconds or longer! where our approximation
of a stable standing wave is not appropriate anyhow. This is
why we postpone the discussion of these instabilities to fu-
ture work.

IV. SUMMARY AND CONCLUSIONS

Bubble suspensions as contrast enhancers in ultrasound
diagnostics are now state of the art. Improving the image
quality by detecting the second harmonic of the driving fre-
quency in the emitted sound spectrum is likely to lead to
their further acceptance, as the advantages compared to con-
ventional methods become even more pronounced. We have
identified regions in parameter space, i.e., values for the driv-
ing pressure amplitudePa and the ambient bubble radius
R0 , where relatively high sound intensities at the second
harmonic frequency are to be expected. These regions are
intimately connected to the resonance structure of the bubble
oscillator and to the collapse dynamics of the bubble. The
best suited parameter regime to achieve a high absolute sec-
ond harmonic intensityI 2 is located around the main bubble
resonance radius, i.e.,R051.0– 1.5 mm if a fixed driving
frequency of 3 MHz is used. Requiring bubble stability to-
ward nonspherical perturbations limits useful driving pres-
sures to a maximum of about 2.5 atm, if the bubbles oscillate
in blood @cf. Fig. 10~b!#. Here, we employed the previously
specified values forr l ,cl ,n,s to model the average proper-
ties of blood. Bubbles in this parameter range are stable in
fluids with ~at least! three times higher viscosity than water.

The intensity ratioI 2 /I 1 is important for diagnostic pur-
poses~switching between ‘‘background’’ and contrast agent

FIG. 10. Stability diagram for then52 mode for bubbles in water~a! and
in blood~b! and for then53 mode for bubbles in blood~c! according to the
Floquet multipliers computed from Eq.~16!. In the white regions the
bubbles are parametrically stable toward perturbations of the corresponding
mode, in the dark regions they are parametrically unstable. Bubbles in water
are much less stable than those in blood and higher modesan with n>3
tend to be more stable than the second modea2 . We stress that details of
these stability diagrams depend on our approximation~12!–~15! as well as
on the choice of the parameters of the liquid and the averaging time which
is 20T here. Thus they should only be considered as a reflection of the
general trend.
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images!. It is optimized for bubbles aroundR0'0.8 mm and
Pa'1 – 3 atm. Note that, again, there is an upper limit to the
strength of optimal driving.

We therefore suggest not to use very high~>2.5 atm!
pressure amplitudes; a gentler driving may lead to a better
image quality. Also, the bubble radii should be somewhat
smaller than those dominant in bubble suspensions used to-
day~e.g., SHU 508 A with a radius distribution peak at'1.4
mm, Ref. 3!, if maximum efficiency at 3-MHz driving fre-
quency is to be achieved. A narrower distribution around the
peak~i.e., more uniform radii! would, of course, further am-
plify the sound signal.
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The atmospheric profile whose sound speed varies linearly with height is simple in concept, but
leads to complications when solving for the sound pressure. Its effects are commonly approximated
by a similar profile whose squared refractive index is a linear function of height. In this paper, the
validity of the approximation has been examined for sound propagation above an impedance ground
and an improved approximation is given. The new approximation is based on a WKB-type analysis
using Airy functions as the general solution to the wave equation. Numerical examples show that
this new approximation more adequately models the sound field for the linear sound-speed profile
for a wide range of detector heights and gradients and for both upward and downward refracting
atmospheres. ©1997 Acoustical Society of America.@S0001-4966~97!02708-2#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

The prediction of sound propagation above an imped-
ance ground is an important topic in the area of airborne
sound propagation. The atmospheric profile whose squared
refraction index varies linearly with height is a commonly
used replacement for an atmosphere whose soundspeedis a
linear function of height.1–8 The solutions using residue
theory were provided by Pierce1 and later by Berry and
Daigle.2 These solutions have been used to study and predict
sound propagation within an upward refracting
atmosphere.3–6 These works are also extended to the down-
ward refracting atmosphere.7,8 All of the solutions rest on an
assumption that a linear variation of the sound-speed profile
with height can be approximated by a squared refraction in-
dex profile that is also linear in height. In this paper, some
attention will be given to the approximation.

Recently, the modified Airy function~MAF! solution of
the wave equation was revisited.9 The MAF method is a
WKB-type approximation using the Airy functions as the
general solutions of the wave equation.9,10 This method has
been proven very powerful for computing the height-

dependent Green’s functions due to a point source embedded
in either downward or upward refracting media.11 Using the
MAF method, the height-dependent Green’s functions are
presented in this paper for cases where the sound-speed pro-
file is linear in height.

A brief overview of the conventional approximation is
given in Sec. I, where the height-dependent Green’s func-
tions are given for a point source in a squared refraction
index profile that is linear in height. The MAF method is
used in Sec. II to obtain the height-dependent Green’s func-
tions corresponding to a point source embedded in atmo-
spheres with a sound-speed profile linear in height. Numeri-
cal comparisons are shown in Sec. III of the conventional
approximation, the improved approximation, and direct nu-
merical integration.

I. CONVENTIONAL APPROXIMATION

The Green’s functionG(r ,r s) due to a time harmonic
(e2 ivt) point source atr s in a medium with a sound-speed
profile that is linear in height can be cast in terms of a
Sommerfeld-type integral1,2,12

G~r ,r s!5
1

2p E
0

`

Ĝ~z,zs ;k!kJ0~kr!dk, ~1!

whereJ0 is the Bessel function of the first kind andr is the
horizontal distance between the source and detector. The

a!Present address: Applied Research Associates, 5941 S. Middlefield Rd.,
Ste. 100, Littleton, CO 80123.

b!Present address: Material & Distribution Management, BDM International,
Carnegie Hall Tower, 152 W. 57th St., New York, NY 10019.
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sound-pressure field isp(r ,r s)54pp0SG(r ,r s), wherep0 is
the pressure at distanceS51 m away from a point source
radiating into an unbounded medium. Here, the units ofG
and Ĝ are, respectively, m21 and m. The height-dependent
Green’s functionĜ(z,zs ;k) is the solution of the Fourier-
transformed Helmholtz equation:

d2Ĝ~z,zs ;k!

dz2 1@v2/c2~z!2k2#Ĝ~z,zs ;k!52d~z2zs!,

~2!

the boundary condition at the ground surface

FdĜ~z,zs ;k!

dz
1 i S v

c0
DbĜ~z,zs ;k!GU

z50

50, ~3!

and radiation conditions at infinity, with angular frequencyv
and b is the normalized admittance of the ground. The
sound-speed profile of the atmosphere we seek to model is
c(z)5c0(11az), with c0 representing the sound speed at
the surface and (a) is a real parameter with unit m21. The
index of refraction for this profile isn(z)5c0 /c(z)5(1
1az)21. Equation~3! describes the influence of the ground
and implies a ground surface that reacts locally to incident
waves. In an unbounded medium of constant speedc0 , the
solution Ĝ5( i /2kz)exp(ikzuz2zsu), kz5Ak0

22k2, k05v/c0

to Eq. ~2! yields G(r ,r s)5exp(ik0R)/4pR, with R
5Ar21(z2zs)

2, as expected.
The differential equation@Eq. ~2!# has general solutions

composed of Bessel functions with complex order and real
argument.13–15 We found it very difficult to evaluate these
Bessel functions for cases of interest. Previous attacks on this
problem avoid directly solving Eq.~2! and aim instead at a
similar differential equation with solutions which are more
widely studied and easier to evaluate numerically. For small
values of (az), the squared refraction index profile was ap-
proximated by a linear function of height,1

v2/c2~z!5k0
2n2~z!'k0

2~122az!. ~4!

Substituting Eq.~4! into Eq.~2!, the problem equation can be
rewritten as

d2Ĝ~z,zs ;k!

dz2 1@k0
2~122az!2k2#Ĝ~z,zs ;k!

52d~z2zs!. ~5!

This differential equation has general solutions composed of
Airy functions.13 In our experience, the evaluation of the
Airy functions is much simpler than evaluation of the Bessel
functions of complex order and real argument. Upon substi-
tution of the general solution into Eq.~5!, application of the
boundary conditions at the ground and infinity, and enforce-
ment of continuity of the field at the source height, the
height-dependent Green’s function for upward refracting at-
mospheres (a,0), is

Ĝ~z,zs ;k!52peip/6l Ai @~t2z. / l !ei2p/3#$Ai ~t2z, / l !

1R21~k!Ai @~t2z, / l !ei2p/3#%, ~6!

where t5(k22k0
2) l 2, l 5(2uauk0

2)21/3, z.5max(z,zs),
z,5min(z,zs), and Ai8(c)5(d/dc)Ai( c). For downward
refracting atmospheres (a.0), the height-dependent
Green’s function has the formulation

Ĝ~z,zs ;k!52peip/6l Ai ~t1z. / l !$Ai @~t

1z, / l !ei2p/3#1R~k!Ai ~t1z, / l !%. ~7!

In Eqs. ~6! and ~7! the coefficientR(k) of the ground re-
flected wave is defined as

R~k!52
Ai 8~tei2p/3!ei2p/36 ik0b l Ai ~tei2p/3!

Ai 8~t!6 ik0b l Ai ~t!
, ~8!

where b is the normalized admittance of the ground. The
upper signs in Eq.~8! correspond to downward refraction,
and the lower signs otherwise apply. Equations~6!–~8! com-
plete theexact solution of Eq. ~5! for linear variation of
n2(z) with height, and theapproximatesolution for linear
c(z).

II. IMPROVED APPROXIMATION

Instead of pursuing the replacement of the linear sound-
speed profile by the linear squared refraction index profile,
the new approximation we present is based on directly solv-
ing the Fourier-transformed Helmholtz equation with the
MAF solution procedure.9,11Following the MAF method, the
general solutions of Eq.~2! can be written as

Ĝ~z,zs ;k!5$C1 Ai @a~z!#

1C2 Ai @a~z!ei2p/3#%/Aa8~z!, ~9!

where Ai represents the Airy functions. The general solution
given in Eq.~9! is valid ~although approximate! everywhere,
including the turning point.9,10 In Eq. ~9!, a(z) is a scale
function to be evaluated below.

Using Eq.~9! and the boundary conditions, the height-
dependent Green’s function for upward refracting atmo-
spheres above impedance ground can be written

Ĝ~z,zs ;k!52peip/6
Ai ~a.ei2p/3!

Aa.8 a,8
@Ai ~a,!

1R21~k!Ai ~a,ei2p/3!#, ~10!

and following similar procedures for downward refracting
atmospheres, one obtains for the Green’s function

Ĝ~z,zs ;k!52peip/6
Ai ~a.!

Aa.8 a,8
@Ai ~a,ei2p/3!

1R~k!Ai ~a,!#, ~11!

where

R~k!52
Ai 8~a0ei2p/3!a08e

i2p/31 ik0b̃ Ai ~a0ei2p/3!

Ai 8~a0!a081 ik0b̃ Ai ~a0!
,

~12!

with
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b̃5b1
ia09

2k0a08
, ~13!

where primed quantities refer to derivatives with respect to
their arguments, and subscripted arguments denote evalua-
tion of the function for argument at the subscript. For ex-
ample,a095d2a(z)/dz2uz50 and a,5a(z,). In Eqs. ~9!–
~13!, the functiona(z) is defined as

a~z![7F3

2 E
min~z,zt!

max~z,zt!A6V2~z!dzG2/3

, ~14!

with the upper or lower signs chosen to make the radicand
positive. In Eq.~14!, V2 is equal to the bracketed factor in
the second term of Eq.~2!, i.e.,

V2~z!5v2/c2~z!2k2, ~15!

and zt is the turning point,V(z)uz5zt
50. For V a general

function of height, the closed-form expression of the scale
function a(z) is usually not obtainable. Thus numerical
evaluation of the integral in Eq.~14! often becomes a neces-
sity. Fortunately, however, for linearc(z), the integrand

V2~z!5k0
2/~11az!22k2 ~16!

is relatively simple. For conciseness, lets5(k0 /k)/(1
1az). Then, at the turning point,s51 and the closed-form
expression fora(z) is11

a~z!

5H H 3k0

2uau Farcsin~s!2
p

2
1As2221G J 2/3

, s<1,

2H 3k0

2uau @ ln~s1As221!2A12s22#J 2/3

, s>1.

~17!

Note that computations involving the new approximation in
Eqs. ~10! and ~11! involve very little additional effort over
that of Eqs.~6! and ~7!, as only the arguments to the Airy
functions are modified.

III. COMPARISON

In this section, some typical cases will be examined us-
ing the two approximations~the exact solution for the linear
squared index profile and the MAF approximation for the
linear speed profile!. These cases are also computed by nu-
merical evaluation of Eq.~1!, using the transmission-line for-
mulation to solve Eqs.~2! and~3! with a linear sound-speed
profile of thin, constant-speed layers to serve as a
benchmark.12,15,16 The transformed height-dependent
Green’s functions in Eq.~1! are computed by both the con-
ventional approximation Eqs.~6! and ~7! and the MAF ap-
proximation Eqs.~10! and~11!. In all cases, spectral integra-
tion of Eq. ~1! were performed within the CFFP, so that
differences in results are due solely to the differences be-
tween Green’s functions. In the following examples, we dis-
play results from our computations in terms of the relative
gain in sound-pressure level

L520 log~ up/p0u!,

wherep0 is the reference sound pressure at 1 m in the ab-
sence of the ground and without refraction.

Figure 1 shows curves of the relative sound-pressure
level as a function of horizontal distance. In this example,
the sound speed is given to be a linear function of height and
the refraction parameter isa51023 m21, such that the at-
mosphere is downward refracting. A point source is located
at x5y50, z52 m, in Cartesian coordinates. The sound
speed at the surface of the ground isc05344 m/s, the height
of the detectors is 1 m, and the frequency is 100 Hz. The
sound-speed gradient,c0a50.344 s21, is larger than what
typically occurs over any great height in the real atmosphere,
but can be frequently found near the ground. The value of
the normalized admittance of the ground is (0.0249
2 i0.0302), which is obtained from the Delany–Bazley
model.17 In that model, the flow resistivity was set equal to
200 kN s/m4. The relation az;1023!1 ensures that the
given linear sound-speed profile and the approximate linear
squared index profile are practically identical near the
ground. From Fig. 1, we see that results from Eq.~7! and the
thin layer solution~denoted ‘‘exact’’ in the figures! depart at

FIG. 1. Comparison of curves of relative sound-pressure level using linear
n2(z) and the ‘‘exact’’ solution from the CFFP model. A point source is
embedded in a downward refracting atmosphere above an impedance
ground. In the atmosphere, the sound-speed profile is a linear function of
height. The refraction parameter (a) is equal to 1023 m21. The ground flow
resistivity is 200 kN s/m4. The frequency is 100 Hz.

FIG. 2. Same as Fig.~1!, excepta51021 m21. Only comparisons between
the new MAF approximation and the ‘‘exact’’ solution from the CFFP
model are shown.
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longer ranges. Note that the positions of the interference ex-
trema are shifted in range between the two curves, and at
longer distances the extrema are dissimilar. We also found
the MAF approximation, Eq.~11!, to be indistinguishable
~within the line thickness! from the thin layer solution for
this case.

In Fig. 2, under conditions otherwise identical to that of
Fig. 1, the sound-speed gradient is set equal to a very large
value,a50.1 m21. The similarity of the two curves demon-
strates that the MAF approximation holds in cases where the
conventional approximation@Eq. ~7!# is less appropriate
(az*1). The results of Eq.~7! are much less in agreement
with the thin layer solution~labeled as ‘‘exact’’! but are sup-
pressed from Fig. 2, as they obscure the comparison.

The computations for Fig. 3 were made under the same
conditions as Fig. 1, but with an upward refracting atmo-
sphere wherea521023 m21, the source height set equal to
50 m, and detector height equal to 51 m. These parameters
imply uazu;0.05. Note that the linearn2(z) results differ
from the other two methods by a few decibels beyond 250 m.
As in the other cases, the MAF approximation gave more
accurate results, in this case virtually identical to the desired
thin layer results~‘‘exact’’ !.

When we examined the case of Fig. 1 with only a
change to upward refraction wherea521023 m21, the
three methods gave nearly identical results.

The examples shown are for one frequency, but the
comparisons were qualitatively similar to comparisons for
other frequencies that we tried. In general, higher frequencies
obtained greater accuracy in the MAF method when com-
pared with the ‘‘exact’’ solution and the differences between
MAF and linearn2(z) methods were enhanced. At lower
frequencies, all methods became indistinguishable.

IV. CONCLUSION

An atmosphere whose squared refraction index is linear
in height is commonly used to analyze the sound pressure
near the boundary in a case where the soundspeedvaries
linearly with height. In this paper, the approximation has

been tested by computation. Numerical examples show that
this profile replacement may be less valid at longer ranges
and greater values of the absolute product of the sound-speed
gradient and height. In one case~Fig. 1!, the approximation
was inaccurate by as much as 10 dB or more beyond 500 m
in distance, withaz;1023!1.

An improved approximation has been introduced, based
on the MAF method for solution of the Helmholtz equation.
There is very little extra computational overhead required for
using the method, since the conventional formulation of the
Green’s functions uses the same set of special functions~i.e.,
the Airy functions!. Numerical examples show that the new
approximation is excellent for either weak or strongly re-
fracting atmospheres. The MAF method was shown to suc-
cessfully model source and receiver heights near to the
ground (;1 m) and and well above the surface (;50 m). In
these numerical examples, only one frequency is shown, al-
though it is representative of the results for other cases.
Higher frequency often obtains greater accuracy in the MAF
approximation.
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Symmetrical oscillation modes in choked-jet edge tones
and screech from rectangular nozzlesa)

Dan Lin and Alan Powell
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The finding of an energetic symmetrical mode in choked-jet edge tones at relatively low-pressure
ratios and small nozzle-to-edge spacings stimulated a search for the symmetrical mode in the
screech of choked rectangular jets~where there is no edge!. In the pressure ratio rangeR52.05
;2.12 to 2.16, near-field acoustic measurements revealed weak symmetrical modes of screech for
a rectangular jet with exit aspect ratio 4.8. The wavelengths of these symmetrical sound waves are
about three-quarters of the adjacent asymmetrical ones. It is proposed that the occurrence of the
symmetrical mode in moderately low-aspect-ratio choked-jet screech is due to the three-dimensional
effect and is sustained primarily by the feedback loop from a single acoustic source at the end of the
first cell adjacent to the nozzle lip. ©1997 Acoustical Society of America.
@S0001-4966~97!04208-2#

PACS numbers: 43.28.Ra@LCS#

INTRODUCTION

A. Symmetric mode for edge tones

The edge tone of the jet–edge system is the classic sub-
ject for the investigation of the feedback phenomenon
in flows. The instability of these jets has always been con-
sidered asymmetrical~sinuous!, from the classical low-
speed laminar jet to the high-speed turbulent jet and choked
jets ~e.g., Brown, 1937; Powell, 1953a; Mascarenhas, 1992!.
However, recent investigations show that this is not always
the case. At jet pressure ratios just below the lower limit for
the expected sinuous instabilities, i.e., at pressure ratios just
above choking, and at small nozzle-to-edge distances, sym-
metrical ~varicose! modes of edge tones were found for a
rectangular nozzle with aspect ratio AR54.8 (17.3
33.6 mm). The resultant sound waves as well as the jet
disturbances~instability waves! are clearly symmetrical on
two sides of the jet as revealed by schlieren photography, see
Fig. 1 from Lin ~1992!. The acoustic wavelength for this
symmetric mode is about two-thirds of that of the adjacent
asymmetrical mode, while the intensity for the sound gener-
ated is about 9 dB lower.

B. Symmetric mode for choked jet?

Edge tones of choked jets are known to operate in the
frequency range more or less overlapping that of the screech
tone of edgeless jets~Lin, 1992!. Moreover, as the wedge is
moved further away from the nozzle, the edge tones transi-
tion to choked-jet screech alone. The question arose as to
whether the symmetrical mode could occur in the screech of
a edgeless choked jet from the same nozzle and, in particular,
whether an unidentified screech mode found by Kozu~Kozu,
1991! was in fact symmetric. The present paper, to answer
this question, describes a brief investigation concerning the

existence of the symmetric mode in choked-jet screech,
which hopefully will provide a more complete understanding
of the feedback phenomena in choked-jet instability and
screech.

I. EXPERIMENT

Using the same nozzle (AR54.8) as in Lin~1992! for
choked-jet screech experiments, acoustic measurements by
Kozu ~1991! showed a discontinuity in the curve of Strouhal
number S5 f U f e /h ~U f e5fully expanded jet velocity,h
5the smaller dimension of the rectangular nozzle exit!, as
seen in Fig. 2. Thus we further investigated the choked-jet
screech for the nozzle that Kozu used. For this further inves-
tigation, it was necessary to rely on acoustic measurements
since the sound pressure and the jet flow instability for the
symmetrical mode were both too weak to be made evident
by the schlieren system. This was done by obtaining signals
of microphones mounted symmetrically on opposite sides of

a!Presented at the 128th Meeting of the Acoustical Society of America,
Austin, Texas, 28 Nov.–2 Dec. 1994@J. Acoust. Soc. Am.96, 3332~A!
~1994!#.

FIG. 1. Schlieren photograph for choked-jet edge tone~R52.36, nozzle-to-
edge spacingx52.8h, wedge angle 8°!.
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the jet. The diaphragms of the B&K 4138 microphones fac-
ing the jet were in the same plane as the nozzle exit and were
20 mm away from the outer edges of the nozzle. The signals
were fed through filters for display on a dual beam oscillo-
scope or were fed into a CF-360 Ono Sokki fast Fourier
transform~FFT! analyzer to yield values of the phase differ-
ence. At the lowest pressure ratiosR @sayR,2.2, whereR
5~reservoir pressure!/~ambient pressure!#, the signals from
the two microphones were found to be almost in phase, while
at higher pressure ratios they were of the expected opposite
phase as shown in Figs. 3 and 4. The sound field is evidently
symmetric at the lower pressure ratios.

The acoustic wavelengths for the symmetric modes are
about 25% lower than the value given by the empirical for-
mula for asymmetrical modesl/d5K(R2Rc)

1/2 with K
55.2 ~Powell, 1953b! or 5.0~Krothapalli, 1986!. In the very
narrow range betweenR52.12 and 2.13, the mode was ob-
served to be sometimes symmetrical, sometimes asymmetri-
cal. The Strouhal numbers for these asymmetrical modes are
noticeably lower than for the immediately adjacent ones for

the regular asymmetric rectangular choked-jet screech~Fig.
2!. The reason for this is unknown, and we named this region
as ‘‘transitional.’’

II. DISCUSSION

Subsequently, Raman and Rice~1994! reported finding
an asymmetrical mode at the fundamental frequency (f 0)
and a symmetrical mode at just double the fundamental fre-
quency (2f 0). The latter apparently never occurred alone. A
plausible alternative explanation of Raman and Rice’s find-
ing is as follows. Let a pair of nonsinusoidal waveforms,
representing the perturbation on each side of the jet, be po-
sitioned asymmetrically. Then their decomposition yields
asymmetrical waveforms forf 0 and its odd harmonics
(3 f 0 , 5f 0 , etc.! but symmetrical waveforms for the even
harmonics~2 f 0 , 4f 0 , etc.!. Hence the observed symmetrical
waveform of the jet instability and the acoustic wave at
2 f 0 may well not be that of a feedback mode that could have
its own independent existence.

FIG. 2. Strouhal number for choked-jet screech by various investigators. A
previously unidentified group of data is now determined to be of a symmet-
ric mode.

FIG. 3. Screech sound-pressure signals from opposite sides of the jet.

FIG. 4. Phase difference of the acoustic waves between the opposite sides of
the free choked jet.
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Rayleigh’s ~1945, p. 376! linear instability theory of a
two-dimensional incompressible inviscid jet with a top-hat
velocity profile shows that the disturbances, in terms of dis-
placement of the jet boundary, are temporally unstable to
both axisymmetric and asymmetrical disturbances. The spa-
tial growth rates can be related to the temporal growth rate
by the convection velocity of the disturbances. It is found
that for long wavelengths, asymmetrical disturbances grow
much faster than symmetrical ones. As disturbance wave-
lengths in the jet become small, the difference between the
two growth rates also becomes smaller. A sophisticated two-
dimensional numerical calculation for a choked jet~Umeda
et al., 1990! shows that the jet is stable under symmetrical
disturbances, but undergoes violent sinuous motion under
asymmetrical boundary conditions. This indicates that in the
strictly two-dimensional case the symmetrical mode prob-
ably does not exit, or at least, is always very much weaker
than its asymmetrical counterpart.

For cold supersonic round jets, the axisymmetric~vari-
cose or toroidal! instability wave has the larger growth rate at
low supersonic speeds~Tam, 1995!. Indeed, experiments
show that both for circular jets~e.g., Powellet al., 1990! and
for square jets~Umeda and Ishii, 1994!, the symmetrical
mode is the first to appear with increasing pressure ratio.
Mattingly and Chang~1974! found that with a velocity pro-
file of a potential core and Gaussian shear layer distributions,
the circular jet is spatially unstable. For the jet near the exit,
the axisymmetric mode dominates over a range of frequen-
cies. Further downstream, however, the asymmetrical mode
is the most unstable mode.

This feature may be seen in the rectangular choked-jet
edge-tone case~see Fig. 1!. While the jet instability wave is
symmetrical between the exit and the wedge, the motion be-
comes asymmetric downstream of the wedge. The same phe-
nomenon could be happening in the rectangular choked-jet
screech.

Powell ~1953a! suggested that the feedback mechanism
of edge tones and screech are basically the same, except for
the latter the sound is emitted from a phased array associated
with the regularly spaced shock waves, and the choked jet
offers a high acoustic impedance that separates the action on
the two sides of the jet. Hence this feedback theory for
screech does not require any jet disturbance asymmetry~as
for low-speed edge tones!, so we suspect that the mechanism
for the symmetrical mode of screech is basically the same as
for the asymmetrical one. When sound waves due to the
acoustic sources all have the same phase at the nozzle exit,
they have the maximum effect on the generation of distur-
bances at the nozzle exit. The sound-pressure amplitude at
the nozzle exit is factored by the transmission effectiveness
given by Powell~1962! as

h t5(
1

n
an

ns
e2 i2p~ns/l!~111/Mcon!, ~1!

wheres is the cell-length spacing between the effective point
sources,s52AM j

221 from linear theory for lower-pressure
ratios and being measured from schlieren photographs for
higher-pressure ratios, in whichM j is the jet exit Mach num-

ber, lis the acoustic wavelength,an is the strength for the
nth source counting from the nozzle exit,M con5Ucon/c,
with Ucon the convection velocity of the disturbances, taken
as equal to half of the fully expanded jet velocity as expected
from linear theory for short disturbance wavelengths, andc
is the speed of sound in the ambient medium.

The value ofuh tu/h t,max, where h t,max5San /ns, gives
the selectivity of the feedback transmission~Powell, 1962!,
and the screech frequency is expected to occur near the peak
value of uh tu/h t,max. The same result would occur if the
sound source is considered as a continuous phased array as-
sociated with the shock-cell structure as proposed by Tam
~1995!. The plausible valuesa25a1 or a25a1/2 for the
present case give the result of Fig. 5. For most asymmetrical
modes depicted in Fig. 2, the screech tone did occur close to
the peak value ofuh tu/h t,max. For symmetrical modes the
frequencies occur far from the peak, in fact close to the ad-
jacent minimum. This suggests that there is little or no rein-
forcement by multiple sources, implying the existence of es-
sentially one single acoustic source for the symmetrical
mode, located near the first shock wave.

The symmetrical mode may be encouraged by~a! the
frequency is high for pressure ratios just above choking, and
for these short wavelengths the expected growth rate for the
symmetrical mode is comparable to its asymmetrical coun-
terpart,~b! for nozzles with a relatively small AR, the situa-
tion can no longer be considered to be two dimensional,
tending to the square nozzle (AR51) where symmetrical
mode dominates at lower-pressure ratio, and~c! because of
its constancy of phase all around the nozzle perimeter, the
disturbance effectivenesshd ~see Powell, 1953a! of the sym-
metric feedback is more efficient than the asymmetrical
mode. However, the symmetrical mode is found to be very
weak presumably because~a! the presence of only one single
significant source,~b! the shock structure is very weak at
pressures just above choking, and~c! the disturbances do not
have a long distance in which to grow.

III. CONCLUSION

The symmetric mode for choked-jet screech has been
found at pressure ratios just above choking, for a rectangular
jet of AR54.8. The symmetric mode appears due to acoustic

FIG. 5. The transmission effectiveness, Eq.~1! of choked-jet screech.

1237 1237J. Acoust. Soc. Am., Vol. 102, No. 2, Pt. 1, August 1997 D. Lin and A. Powell: Letters to the Editor



feedback to the nozzle exit from the sound source at the first
shock wave. It is relatively weak, apparently mainly due to
the stream instability having little distance in which to grow
before interacting mainly with only the first shock structure,
which itself is weak.
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Comments on ‘‘The attenuation and dispersion of sound
in water containing multiply interacting air bubbles’’
[J. Acoust. Soc. Am. 99, 3412–3430 (1996)]
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The new dispersion relation for acoustic wave propagation in bubbly media introduced by C.
Feuillade@J. Acoust. Soc. Am.99, 3412–3430~1996!# is rederived from a self-consistent approach,
and examined through numerical examples. A few concerns are raised with regard to the validity of
the assumptions that lead to the new dispersion relation. ©1997 Acoustical Society of America.
@S0001-4966~97!04407-X#

PACS numbers: 43.30.Es, 43.30.Ft, 43.30.Lz@JHM#

Multiple scattering of acoustic waves in water contain-
ing many air bubbles has become an increasingly important
area of underwater acoustics research. The work of Foldy,1

Lax,2 Watermanet al.,3 and Twersky4 serves as a foundation
to the field, followed by the studies including high-order
bubble–bubble interactions.5,6 The study of multiple scatter-
ing in bubbly liquids has been further advanced by the recent
work of Feuillade7 who provided a new dispersion relation
for wave propagation through bubbly media. The purposes of
this communication are:~1! to provide an alternative but
equivalent derivation of the new dispersion relation;~2! to
examine critically the assumptions that lead to the result; and
~3! to inspect some consequences of the result. A reason for
rederiving the new dispersion relation is our belief that the
present derivation can identify more explicitly the assump-
tions that underlie the new relation. This facilitates our later
discussion of their validity. Through the process, it will be-
come clear that the new dispersion relation is problematic.

Consider a unit plane wave, described byp0(r )
5eikinc•r, propagating through a water containingN air
bubbles of the same size located atr i ( i 51,2,...,N.) Here
k inc is the incident wave vector anduk incu5k5v/c. In the
mean field approximation,1,5 the dispersion relation can be
written as

k25k214pnF, ~1!

wherek is the effective wave number when the bubbles are
present,n is the bubble population function (number/m3),
and F is an effective frequency-dependent scattering func-
tion of a single bubble. To determineF, a self-consistent
method may be invoked. We generically write the scattered
wave from thei th bubble as

ps
i ~r !5Ai

eikur2r i u

ur2r i u
. ~2!

This is valid because we consider low-frequency scattering,
for which the isotropic scattering due to the radially pulsat-
ing mode dominates. On the other hand, the scattered wave

is a linear response to the total incident wave, which includes
the direct incident wave and the scattered wave from other
bubbles, and therefore can be written alternatively as

ps
i ~r !5 f S p0~r i !1 (

j 51,j Þ i

N

Aj

eikur i2r j u

ur i2r j u
D eikur2r i u

ur2r i u
, ~3!

where f is the scattering function of a single bubble,8

f 5
a

v0
2/v2212 id

,

in which v0 is the resonance frequency,d is the damping
factor, anda is the bubble radius. Equating Eqs.~2! and~3!,
we arrive at the following self-consistent equations, which
are equivalent to the equation derived originally by Foldy,1

Ai5 f S p0~r i !1 (
j 51,j Þ i

N

Aj

eikur i2r j u

ur i2r j u
D , i 51,2,...,N.

~4!

In principle, theN unknown coefficientsAi can be solved
from theseN equations whenN is not too large, for which
reason we call it few body system. Unfortunately,N is a
large number for most bubble systems of interest, which we
refer to as many-body systems. For a many-body system, it
would be convenient to use diagram methods6,9 to solve
these coupled equations. OnceAi is determined, the effective
scattering functionF can be obtained, according to the Som-
merfeld radiation condition:

F5 lim
r→`

ps
i ~r !

p0~r i !
S eikur i2r i u

ur2r i u
D 21

5
Ai

p0~r i !
. ~5!

Here we have taken thei th bubble as an example. To the
lowest-order approximation,Ai equalsf p0(r i), and therefore
F5 f . Substituting this into Eq.~1!, we are led to the classic
result of Foldy,1

k25k214pn f . ~6!

In order to obtain the new dispersion relation of Feuillade,
we must make the following crucial assumption from Feuil-
lade @Refer to p. 3418 and Eq.~21! in Ref. 7#:

Assumption I: All the interacting bubbles have the same
scattering coefficients, i.e.,a!Electronic mail: zhen@pinger.ios.bc.ca
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Aj5•••5Ai .

~Note that the assumption in Feuillade has been expressed in
a different but equivalent form.! This assumption immedi-
ately leads to

Ai5
p0~r i !

f 212( j 51,j Þ i
N ~eikur i2r j u/ur i2r j u!

. ~7!

Inserting Eq.~7! into Eq. ~5! and using Eq.~1!, we obtain
exactly the dispersion relation of Feuillade,7

k25k21
4pn

f 2124pn*0
` dr reikr , ~8!

in which the summation is replaced with the spatial integral
as in Feuillade,7 as a result of ensemble average, i.e.,

(
j 51,j Þ i

N

~ !54pnE dr r 2~ !.

We note that, in actuality, the integral in the above equation
should be carried out from 2a to infinity. However, since
ka!1, the lower limit can be approximated as 0 in the cases
under consideration. Furthermore, the wave numberk ap-
pearing in the first term on the rhs of Eq.~8! represents the
wave number in the pure water. In the original derivation,
the wave numberk in the integrand should also be this wave
number. However, in self-consistent methods, the latter wave
number is allowed to be incorporated with an imaginary part
to denote the attenuation effect, and it may even be substi-
tuted byk for a closed self-consistent calculation as in the
well-known Hartree–Fock approximation. In the following,
all these cases will be addressed.

The validity of Assumption I deserves careful consider-
ation. As shown by Eq.~7!, eachAi carries the phase factor
due to the direct incident wave, i.e.,ik inc•r i . This would
induce a phase difference between two interacting bubbles,
i and j say, ask inc•r i2k inc•r j , which is of the same order of
magnitude as the phase factorikur i2r j u in the new disper-
sion relation. The term involving this latter phase factor is
referred to as the radiative effect between bubbles by
Feuillade.7 Therefore, if Assumption I holds, this latter phase
factor should not appear in the new dispersion relation. Then
the integral in Eq.~8! would lead to an unphysical diver-
gence. In other words, if the phase differenceikur i2r j u is to
be kept, then the phase difference due to the incident wave
should also be retained. Now leaving discussion on the va-
lidity of Assumption I for a moment, we inspect the conse-
quences of the new dispersion relation.

The integral in Eq.~8!, a Fourier transformation, can be
evaluated as2(1/k2)e2ika1(2ia/k)e2ika for finite a and k
Þ0. This can be approximated as21/k2 for the small
bubbles under consideration.~Numerical calculation con-
firms this.! This result can be obtained mathematically by
adding an imaginary infinitesimal tok. Physically,k always
has an imaginary part, representing the acoustic absorption
as the wave propagates through the medium. We consider
the attenuation in the case shown in Fig. 6 of Feuillade as an
example. The bubble void fraction is taken as 0.22%, and the
bubble radius as 1.77 mm. The attenuation coefficient in dB
per unit length is given as usual 8.68 Im(k).8 Figure 1 shows

the attenuation coefficient as a function of frequency using
Eq. ~8!. The significant discrepancy between the classic and
new dispersion relations is shown clearly. Feuillade7 sug-
gested that the wave number in the integral in Eq.~8! be
replaced byk. This gives a self-consistent equation

k25k21
4pn

f 2124pn*0
` dr reikr , ~9!

which can be rearranged as

k25k2S 11
4pn f

k2 D . ~10!

The attenuation coefficient from this equation is plotted in
Fig. 2 against frequency. Apparently, the result differs from
what Feuillade had shown in his Fig. 4. Here we see that the
new dispersion relation leads to quite different results from
the Foldy formulation. Again we note that the lower limit of

FIG. 1. The attenuation coefficient as a function of frequency from Eq.~8!:
the bubble void fraction 0.22%, and the bubble radius 1.77 mm.

FIG. 2. The attenuation coefficient as a function of frequency from Eq.~9!:
the bubble void fraction 0.22%, and the bubble radius 1.77 mm.
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the integral in Eq.~9! is approximated as 0, which has been
justified by the numerical computation.

In order to fit the experimental data,10 Feuillade later
introduced a frequency-independent cutoff rangeR for the
integral in Eq.~8!.

Assumption II: Effectively the interaction between
bubbles is confined within a range R, i.e.,

E
0

`

dr reikr→E
0

R

dr reikr .

The dispersion relation becomes

k25k21
4pn

f 2124pn*0
Rdr reikr . ~11!

For the above case,R is chosen as 2.79 cm, slightly larger
than the average distance between two bubbles. Then the
new attenuation coefficient is plotted as a function of fre-
quency in Fig. 3. The result is consistent with Fig. 6 of
Feuillade,7 which appears to fit the experimental data well.
However, it is useful to examine the implications of intro-
ducing a cut-off rangeR. The reasons can be stated as fol-
lows in connection with our concerns about Assumption I.

Feuillade indicated that the cutoff range is a result of the
screening effect due to multiple scattering. He wrote ‘‘The
high level of attenuation near resonance implies that the scat-
tering cross sections of the individual bubbles are very large
in this region. They are so large, in fact, that effectively all of
the sound scattered from any bubble interacts with, and is
rescattered by, only the few bubbles immediately adjacent to
it.’’ In Assumption II, the cutoff range characterizes the size
of the region referred to by Feuillade. This seems physically
consistent with Assumption I, that is, the nearby interacting
bubbles approximately have the same phase. However, if the
assumptions are valid, the cutoff rangeR must be related to

the attenuation resulting from multiple scattering, and has to
be a function of frequency, as we can see in the above figures
that the attenuation coefficient decreases dramatically when
the wave propagates at a frequency not in the vicinity of
resonance. This fact has not been incorporated in the present
form of Feuillade’s theory. At frequencies where the attenu-
ation is not so large, more remote bubbles can interact with
each other. In this case, Assumption I may fail. In addition,
Assumption I, combined with II, implies thatkR must be
much smaller than 1, as also indicated by Feuillade. This
condition is satisfied for most cases considered by Feuillade.
However, there are cases in which this condition fails. For
example, consider the above case,R52.79 cm, for which
kR varies from 0.0117 at 102 Hz to 1.169 at 104 Hz, in the
frequency range of interest. WhenkR is comparable to 1, the
consistency of the assumptions is open to question.

In conclusion, although the new dispersion relation
seems appealing under certain manipulations, the assump-
tions that underlie the relation and the manipulations are
questionable. The work of Feuillade does indicate that the
classic Foldy theory may not be sufficient for data interpre-
tation in some cases. But the proper correction to be included
remains an open issue. A correct way of solving the problem
may be to use the systematic diagram method for multiple
scattering in bubbly liquids.6,11 We must stress that, as in
previous studies, the discussion is limited to the situation in
which the many bubble system is infinitely large; otherwise
boundary effects may need be considered.
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INTRODUCTION

I wish to thank Zhen Ye for reading my paper so care-
fully, and for providing a concise statement of the main as-
sumptions underlying my theory. His alternative derivation
of the dispersion relation for acoustic propagation in bubbly
water is instructive and helpful. He has demonstrated the
unfeasibility of using an iterative self-consistent approach to
evaluate the dispersion relation, a result I fully agree with,
and has also clarified the high-frequency limitations of using
a truncated integral approximation for its evaluation.

My paper: ‘‘The attenuation and dispersion of sound in
water containing multiply interacting air bubbles’’@J. Acoust
Soc. Am.99, 3412–3430~1996!# ~‘‘FP’’ !, is concerned with
the correction of inaccuracies which are sometimes intro-
duced by the classic theory of acoustic propagation in bubbly
water,1,2 due to its omission of multiple scattering processes
between bubbles. Significant inaccuracies arise, however,
only for high volume fractions in the resonance frequency
region, and the intention of the theory presented in FP is to
remedy the failures of the classic theory in this case.

In the resonance frequency region, and when the volume
fraction is high, the acoustic behavior is characterized by two
important features:~a! the wavelength is much greater than
the bubble radius~;460 times!, and also much greater than
the average spacing between any two adjacent bubbles in the
medium~;37 times, for an air volume fractionb50.22%!;
~b! the bubbles interact with and scatter sound very strongly,
so that the acoustic field is quickly attenuated~for b
50.22%, Silberman3 measured attenuations between 3 and 8
dB per average bubble spacing in the resonance region,
which corresponds to very short decay length constants, i.e.,
; one bubble spacing!.

The theory in FP is based on the recognition that these
two characteristics, taken together, imply two physical con-
sequences for the collective response of bubbly water to an
acoustic field at resonance frequencies:~a! because of the
high attenuation effect, the scattered field from any bubble is
quickly absorbed and rescattered by its immediate neighbors
~thus it is directly coupled by radiation to typically only a
few bubbles adjacent to it, implying that the collective action
of the medium is a local phenomenon!; ~b! because of the

long wavelength at resonance, the excitation phase varies
very slowly over the small spatial region occupied by the
group of radiatively coupled bubbles at each locality and, to
a good approximation, may be considered constant.

Ye, in his Comments~‘‘YC’’ !, after presenting an alter-
native derivation of the dispersion relation for bubbly water
given in FP, correctly identifies the essence of these ideas
when he makes the following assertions, i.e., that FP utilizes
two assumptions:

‘‘ Assumption I: All the interacting bubbles have the same
scattering coefficients.’’
‘‘ Assumption II: Effectively the interaction between bubbles
is confined within a range R. ’’

Having made these assertions, YC gives numerical examples
in an attempt to question the validity of the dispersion rela-
tion of FP. Now, while ‘‘Assumption I’’ correctly represents
a theoretical assumption made in FP, ‘‘Assumption II,’’
strictly speaking, does not. Although ‘‘Assumption II’’ ad-
mittedly implies the concept of local action discussed in the
previous paragraph, the introduction of a single parameter
R to represent the range of bubble interactions is an approxi-
mation introduced in FP for data fitting purposes. To facili-
tate discussion, I will adopt the term ‘‘Assumption IIA’’ as a
convenient handle to connote the idea of the confinement of
the collective action to a small locality around each bubble,
but not necessarily within a precise boundary delimited
by R.

Assumption I and Assumption IIA are interlinked, such
that Assumption I could not be valid if Assumption IIA were
not valid at the same time. For example, in a large bubble
cloud, bubbles at widely separated locations will experience
different driving phases. If these widely separated bubbles
were also to strongly interact, then Assumption I would not
be valid. However, the attenuation is high in the resonance
region in densely populated bubble clouds, and FP contends
that these adverse conditions do not coincide.

It is the purpose of FP to address the resonance region
where both Assumption I and Assumption IIA hold simulta-
neously, thus constituting a favorable conjunction of circum-
stances which makes possible the analytical approach used in
FP. Off-resonance, and for sparsely populated clouds, where
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the interaction between bubbles and the attenuation is much
smaller, the classic theory gives an adequate description of
the physical behavior.

While YC has identified the assumptions underlying FP,
I will show, in this response, that the three examples used in
YC to raise concerns about FP fail to bring the assumptions
into question.

I. ASSUMPTION I AND ASSUMPTION IIA

The mathematical means by which Assumption I is in-
corporated into FP is by resolving the collective motion of
bubbly water into the individual behavior of normal modes,
and then analyzing the characteristics of the dominant ‘‘sym-
metric’’ mode. In a previous paper,4 I have already acknowl-
edged and explained the close relationship of this approach
to the self-consistent derivation of Twersky5 and others~the
method outlined in YC!. One of the advantages of the ap-
proach taken in FP is that it shows, interestingly, that As-
sumption I does not necessarily imply that the bubbles oscil-
late with the same amplitude, but only with the same phase.

Assumption IIA is introduced implicitly in FP through
the factor (e2 ikr /r ), which describes the spherical spreading
of the field scattered from each bubble causing the bubbles to
mutually interact and couple together. To ensure the local
nature and small interactive range of this scattered radiation
~i.e., so that only bubbles within a small region are radia-
tively coupled!, k must necessarily contain an attenuation
component to describe the decay of the field as it propagates
through neighboring bubbles. Whenk was introduced and
defined@via Eq.~5! in FP#, it was specifically allowed to take
complex values, to allow for this attenuation effect.

It has become evident to me, since FP appeared in the
journal, that I did not make this point clearly enough. Several
workers have assumed that I intendedk to represent the
propagation wave number for pure water~i.e., water without
any bubbles present!, althoughk is never generally defined
to represent this quantity in FP. Perhaps a different notation
would have been preferable, but I think a contextual reading
of the theory and data analysis sections of FP could make my
original intentions clear.

Another issue needing restatement is that the scattered
field which couples bubbles together~introduced in FP via
the e2 ikr /r factor! incorporates both amplitudeand phase
components, even when the bubbles are driven at the same
phase by an external field. This is explained in the discussion
of symmetric modes in my previous paper.4

II. RESPONSE TO EXAMPLES IN YC

A. Figure 1

Ye claims that Eq.~8! of YC is identical to the disper-
sion relation@Eq. ~30!# of FP. His expression is:

k25k21
4pn

f 2124pn*0
`reikr dr

. ~YC8!

Actually, his expression differs from the dispersion relation
of FP in a critically important way. In order to be made
equivalent it should be written:

k25kw
2 1

4pn

f 2124pn*0
`reikr dr

. ~FP30!

Here, k ~in the integrand! represents some complex wave
number whose imaginary component describes attenuation in
bubbly water~as consistent with Assumption IIA!. The first
term on the rhs containskw ~a real number!, which represents
the propagation wave number for pure water. Ye implies via
his Eq.~8! that the symbolk is equivalent tokw . In fact, the
only place wherek is equated tokw in FP is when the ap-
proximation of a ‘‘region of collective interaction’’ is intro-
duced later in the experimental data analysis section, where
it is explicitly stated that the wave number for pure water is
used to evaluate the integral, together with a reduced upper
integration limitR. This will be taken up again later, when
Fig. 3 in YC is discussed.

Figure 1 in YC, which Ye obtains via his Eq.~8! and by
assumingk is equivalent tokw, demonstrates an incongruous
calculation which fundamentally misrepresents the theory of
FP. The integral in the denominator of the dispersion relation
cannot be evaluated realistically to an upper integration limit
of `, using the real wave numberkw in the exponent ofe,
because this approach does not incorporate the attenuation
effect of bubbly water. The physical nature of the problem
simply does not justify this calculation.

B. Figure 2

Equations~9! and~10! in YC represent an iterative pro-
cedure for evaluating the new dispersion relation presented
in FP. Ye uses this procedure for theb50.22% case, and
obtains Fig. 2 in YC. This differs significantly from Fig. 4 of
FP, which used the same method of evaluation. I am in-
debted to Ye for bringing this to my attention. My original
calculations contained a programming error. A corrected fig-
ure has been produced~see Fig. A here! and incorporated in
an erratum.6 The iterative method of solution was used only
for Fig. 4 in FP, and nothing else.

The iterative method of solution was not pursued in FP
because problems were suspected in using the macroscopic
properties of bubbly water to describe microscopic processes
between individual bubbles, which would make this closed
self-consistent approach inappropriate. The purpose of Fig. 4
in FP was not to promote the iterative method, but to indicate
the possibility of difficulties arising from it. Much the same
purpose is served by Fig. A. The solid curve in Fig. A~pro-
duced via the iterative method! predicts levels of attenuation
in the resonance peak region which are reduced from those
indicated by the classic theory, and give a better fit to the
1.77-mm data points~note the logarithmic scales!. This is a
welcome and expected feature, consistent with results ob-
tained later in FP via the alternative approximate method
which was subsequently adopted. However, the overall shape
of the solid curve in Fig. A, and its divergence from the data
points just below the resonance frequency, are features
which make me strongly disinclined to try a general applica-
tion of the iterative method.

The inclusion of Fig. 2 in YC presumably represents an
attempt to suggest doubt about the assumptions underlying
FP; but no explanation is offered as to why the figure should
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actually infer any uncertainty. YC simply comments that the
‘‘...new dispersion relation@i.e., evaluated by the iterative
method# leads to quite different results from the Foldy@i.e.,
classic# formulation...’’. This is true, but we can see that,
when data are added~as in Fig. A!, the new dispersion re-
lation actually gives abetter fit to the points lying in the
resonance region~where Assumptions I and IIA are expected
to apply! than the classic theory. If anything, this should
surely serve to increase, rather than decrease, confidence in
the assumptions. While the overall result of applying the
iterative method is unsatisfactory, there is no evidence to
indicate that this has any bearing on the assumptions under-
lying FP; and it is more cogently attributable to other causes
~see previous paragraph!.

C. Figure 3

As mentioned in the introduction, Assumption II~i.e., as
originally stated in YC! is not strictly a theoretical assump-
tion underlying FP. It is, in fact, an integral truncation ap-
proximation made for data fitting in the resonance frequency
region. This is the method used to perform the substantive
data analysis in FP, and on which the conclusions of the
paper are based. Figure 3 in YC reproduces the curves shown
in Fig. 6~a! of FP, except that the calculation has been ex-
tended in YC to frequencies far beyond~about 10 times!
those necessary to fit the available data. This may be seen by
comparing Fig. 3 with Fig. B here.@Figure B is a reproduc-
tion of Fig. 6~a! in FP.# The solid curve in Fig. B is a fit to
data. It was produced by substitutingkw for k in the disper-
sion relation of FP~a special procedure used only for this

data fitting purpose!, and truncating the integral at an upper
limit R ~instead of`!, whereR was determined by least-
squares fitting the solid curve to the 1.77-mm points~‘‘ L’’ !
on the resonance plateau above the peak frequency.

For very high frequencies~corresponding tokR@1! this
integral truncation approximation cannot be used, because
the value of the integral begins to oscillate. The high-
frequency end of the solid curve in Fig. 3 of YC shows this.
This is an artifact of the approximation, and has no bearing
on the theoretical basis of FP. The value ofk0R!1 in Fig. B,
wherek0 is the wave number at resonance. This is true for all
the data cases analyzed in FP. For most of the points on the
resonance plateau in Fig. B the conditionkR,1 is also sat-
isfied, and even the highest-frequency data point used for
fitting ~i.e., at 10 kHz, corresponding tokR51.18! lies well
below the oscillatory region. The remarks made in YC that
the theory in FP does not incorporate different values ofR
for off-resonance points are not relevant, for two reasons:~a!
the approximation is not a part of the theory;~b! it was not
designed to fit the off-resonance points.

In essence, all that Fig. 3 in YC demonstrates is the
break down of an approximation in a region where it was
never intended to be used. While other approximations could
be devised, in the range where it is applied, this one gives a
good fit to the data, and provides useful results by enabling
the total number of bubbles involved in the interaction to be
estimated.

III. CONCLUSIONS

The alternative derivation of the new dispersion relation
for acoustic propagation in bubbly water provided by YC is

FIG. A. Attenuation coefficient as a function of frequency. Note the loga-
rithmic scales on the axes. The data are taken from Silberman@J. Acoust.
Soc. Am. 29, 925–933~1957!#. The air volume fractionb50.22%. The
data points are for bubbles of radius: 1.77 mm~‘‘ L’’ !; 1.83 mm~‘‘ s’’ !;
2.07 mm~‘‘ h’’ !; 2.44 mm~‘‘ n’’ !. The dashed line shows the theoretical
attenuation coefficient predicted for bubbles of radius 1.77 mm using the
classic theory of propagation in bubbly water. The solid line shows the
theoretical attenuation coefficient predicted by the dispersion relation of FP
for 1.77-mm bubbles, evaluated using an iterative procedure. The shape of
the solid line clearly does not follow the data.

FIG. B. Attenuation coefficient as a function of frequency. The data and the
air volume fraction are the same as in Fig. A. The dashed line shows the
theoretical attenuation coefficient predicted for bubbles of radius 1.77 mm
using the classic theory of propagation in bubbly water. The solid line shows
the theoretical attenuation coefficient predicted by the dispersion relation of
FP for 1.77 mm bubbles, but by substitutingkw for k and evaluating the
integral in the dispersion relation with an upper integration limitR
52.79 cm. This value ofR was determined by least-squares fitting to the
1.77-mm points on the plateau above the resonance frequency. For display
purposes, both lines have been projected moderately above the highest-
frequency data point used in the fitting~i.e., 10 kHz!.
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helpful and informative. However, while YC has identified
the main assumptions underlying FP, the three examples sub-
sequently used to question these assumptions fail to raise any
substantive issues. The first example incorporates a calcula-
tion which misapplies the theory of FP. The second example
detected a simple computational error in FP, which has been
corrected in an erratum. The third example is basically a
criticism of the singleR approximation used in FP for data
fitting.

Assumptions I and IIA are important assumptions, and
certainly controversial. While they have limitations, in the
resonance region there are good arguments for adopting
them. In FP they have lead to a meaningful and consistent
interpretation of data, and provided answers to some long-
standing questions about the importance of multiple scatter-
ing processes in oceanic bubble clouds.
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For in vacuoelastic plates or plates fluid-loaded on one side, it has been previously shown that
dispersion curves for both plate-borne~Lamb! type and, in the latter case, also fluid-borne~Scholte–
Stoneley! type fail to cross but repel each other, with the waves simultaneously exchanging their
physical character. This study is extended here to the case of a plate loaded by two different fluids,
where a quantitative calculation of dispersion curves for water on one side, and a lighter or a heavier
fluid on the other, is carried out confirming the existence of two different Scholte–Stoneley waves.
© 1997 Acoustical Society of America.@S0001-4966~97!01207-1#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

In two publications,1,2 a study of plate waves was per-
formed and their phase-velocity versus frequency dispersion
curves were obtained. Reference 1 was mainly concerned
with the Lamb waves on a plate in vacuum, and demon-
strated that the dispersion curves for the two families of sym-
metric (Si) and antisymmetric (Ai), i 51,2,...waves repeat-
edly approached but failed to cross each other, while
exchanging their physical character~predominantly compres-
sional or predominantly shear! across the point of repulsion.
This reference, and especially Ref. 2, also considered the
case of a plate fluid-loaded on one side~aluminum plate in
water in Ref. 1, schematic solid–fluid in Ref. 2!. The pres-
ence of the fluid added a fluid-borne Scholte–Stoneley wave
~termedA wave! to the plate-borne Lamb waves, and a simi-
lar repulsion phenomenon between the lowest Lamb wave
(A0) dispersion curve and theA-wave dispersion curve takes
place, shown for an aluminum plate in water in Fig. 1. The
light-dotted curve in Fig. 1 labeledA02V/V is the
A0-wave dispersion curve on a free plate,A(w) that of the
A wave, andA02W/V that of theA0 wave on a plate water-
loaded on one side. The latter two curves approach each
other around f d50.3 MHz3mm ~f 5frequency, d5plate
thickness! but then repel each other. Physically, theA0 wave
above f d50.3 is plate-borne and theA wave water-borne
~asymptoting to the water-speed valuecw /cT50.486!, while
below f d50.3 the opposite is the case. This change of physi-
cal character was demonstrated in Ref. 1 by a limiting pro-
cedure; mathematical proof for the analogous case of the
energy of molecular levels is given in Ref. 3. In both physi-
cal situations, the repulsion phenomenon is caused by cou-

pling: for the Lamb waves, via coupling of compressional
and shear vibrations through the boundary conditions on the
plate faces; for theA0 and theA wave, via coupling by the
fluid-loading. Note that this case has been considered in the
pioneering work of Grabowska4 and Talmant5 ~without any
discussion of the physical character of the waves!.

I. PLATE WITH FLUID-LOADING ON BOTH SIDES

An early study by Osborne and Hart6 dealt with a special
case of the plate fluid-loaded on both sides, namely, one
loaded by the same fluid on both sides. In this case, a second
Scholte–Stoneley wave is found in addition to theA wave.
Due to the symmetry of this case, theA wave which is simi-
lar to that in Fig. 1 is now a purely antisymmetric vibration
~as are theAi Lamb-type waves!, deserving the labelA. The
second Scholte–Stoneley wave is a symmetric vibration~as
are theSi Lamb-type waves!, and its dispersion curve is
close to a nondispersive horizontal line at the height of the
sound speed in the ambient fluid.

In Ref. 2, dispersion curves were shown for a plate
loaded by different fluids on the two sides. This was calcu-
lated schematically, for no specific elastic material or kinds
of fluids. Considering two concrete examples, we evaluate
here ~using plate equations given by Brekhovskikh7 or
Viktorov8! the corresponding dispersion curves for the case
of an aluminum plate loaded by~a! water and alcohol, a fluid
lighter than water, and~b! water and glycerine, a fluid
heavier than water. We obtain the shapes of theA- and
S-wave dispersion curves~retaining this nomenclature al-
though the symmetry is now lost!, and discuss here the re-
pulsion phenomena that appear.
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Figure 2 presents the dispersion curves for case~a!, also
showing the free-plateA0-wave dispersion curve~as a fine
line! for comparison. Abovef d50.3 MHz3mm we may
identify the heavy curve with theA0 Lamb-type wave, and
the lowest, dash-dot curve which asymptotes to the alcohol
sound speed (ca /ct50.393) with theA wave propagating
mainly in alcohol. The dashed curve, asymptoting to the
sound speed in water (cw /ct50.486) and showing a two-
valuedness below pointM , propagates mainly in water and
may be identified with theS wave. The reason for this is, as
was shown by our calculations whereca was stepwise taken
larger until it approachedcw , that theA and theS curves
approached each other in the asymptotic region (f d>0.4),
but that in the low-frequency region (f d<0.3) theA curve
always tended to zero while the~dashed! S curve, taken to-
gether with the upper branch of its loop, tended toward a

more and more horizontal curve, exactly becoming the
S-wave curve in the Osborne and Hart limit.

It should be noted that the double-valued branching of
the S-wave dispersion curve is not specific to the present
case. Loops of this kind have been observed for, e.g., a steel
plate with one-sided fluid-loading.9

For case~b!, an aluminum plate with water and glycer-
ine on its two sides, Fig. 3 shows the dispersion curves
analogous to those of Fig. 2. TheA0 curve is not entered in
this figure. We interpret the glycerine-borne wave~asymp-
toting cg /ct50.630) as theS wave ~note again its partially
double-valued dispersion curve!, and the water-borne wave
as theA wave. Note that additional studies of the water–
glycerine case are contained in the unpublished thesis of
Franklin.10

II. DISCUSSION

The repulsion phenomenon of dispersion curves can be
observed in Figs. 2 and 3 as in the preceding case of one-
sided fluid-loading. The reason for this is the coupling of the
various plate- and fluid-borne wave types by fluid-loading.
As we identified above, in thef d.0.4 MHz3mm region,
the uppermost dispersion curve belongs to theA0 wave
~shown in Fig. 2 but not in Fig. 3! which is the lowest-order
‘‘antisymmetric’’ Lamb wave. The middle dispersion curve
belongs to theS-type Scholte–Stoneley wave~mainly propa-
gating in the fluid with faster sound velocity!, the lowest to
the A wave ~mainly propagating in the fluid with slower
sound velocity!. Passing through the convergence point~at
f d;0.2 MHz3mm! from above, and taking the one-sided
fluid-loading case of Fig. 1 as a guide, it may be asserted
that, as before, theA0 andA waves, being coupled, exchange
their characters so that belowf d;0.2 MHz3mm the A0

wave ~heavy solid curve in Fig. 2! is the ‘‘antisymmetric’’
fluid-borne wave and theA wave ~dash-dot curve! is the

FIG. 1. Phase velocity (cp) dispersion curves of lowest-order waves on an
aluminum plate in vacuum (A02V/V), and with one-sided water-loading
~aluminum: compressional bulk-wave speedcl56350 m/s, shear speedct

5 3050 m/s, densityr 5 2.7 g/cm3; water: cw51483 m/s,rw51 g/cm3!.
Note cp is normalized byct .

FIG. 2. Phase velocity dispersion curves for lowest-order waves on an alu-
minum plate in vacuum~light curve!, and with water loading on one side
and alcohol loading on the other~ca51200 m/s,ra50.8 g/cm3!.

FIG. 3. Phase velocity dispersion curves for lowest-order waves on an alu-
minum plate with water-loading on one side and glycerine loading on the
other ~cg51920 m/s,rg51.26 g/cm3!.
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plate-borne wave. The intermediateS wave ~dotted!, how-
ever, appears not to participate in the coupling, while the
lower branch of its loop, at this point, still lacks any detailed
physical explanation. It forms with the upper branch of its
loop a continuous, almost constant curve resembling theS
wave of the Osborne–Hart case, with which it intersects the
A0 curve rather than showing a repulsion phenomenon.

It is seen that the dispersion curves of the lowest-order
waves on a plate differently fluid-loaded on both sides form
a natural extension of those on a one-sidedly fluid-loaded
plate ~the Grabowska case!, as well as of theA0 , A, andS
waves on a plate loaded on two sides by the same fluid~the
Osborne–Hart case!. We feel, however, that with an aware-
ness of the dispersion curve repulsion phenomenon~espe-
cially clearly demonstrated for the Lamb waves in Ref. 1!,
and of the associated exchange of physical character of the
waves as the frequency passes through the convergence
point, a physical understanding of the plate- and fluid-borne
waves has been gained which a calculation of the dispersion
curves alone would not have furnished.

It may be noted that solid- and fluid-borne waves have
recently been investigated on a doubly fluid-loaded cylindri-
cal shell, demonstrating the existence of the second Scholte–
Stoneley wave and its deviations from the plate case due to
the curvature. This study was based on experimental mea-
surements of the scattering of sound pulses and the analysis
thereof,11 rather than on analytical calculations as in the
present paper. However, an analytical study of shell scatter-
ing and the corresponding shell waves has also been com-
pleted at this time.12 Further shell wave cases have been
discussed earlier.13
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Advanced-degree dissertations in acoustics
Editor’s note:Abstracts of Doctoral and Master’s theses will be wel-

comed at all times. Please note that they must be double spaced, limited to
200 words, must include the appropriate PACS classification numbers, and
formatted as shown below~don’t make the editor retype them, please!!. The
address for obtaining a copy of the thesis is helpful. Please submit two
copies.

The measured upstream impedance for clarinet performance
and its role in sound production [43.75.Ef, 43.75.Yy, 43.58.Bh]—
Teresa Delaine Wilson,School of Music, University of Washington, Box
353450, Seattle, WA 98195, December 1996 (Ph.D.).The resonances of the
performer’s airways, including the mouth, tongue, throat, and lungs, were
measured to test the theory that the performer tunes airway resonances to
harmonic frequencies of a tone and were determined from the upstream
~airway! impedance, which was measured directly using a one-microphone
method and indirectly using the linear continuity of flow equation, the mea-
sured downstream~instrument! impedance, and simultaneous measurements
of the upstream and downstream pressures. The indirect method was verified
for single, normal tones and was used to examine airway resonances during
performance. In musical excerpts, the airways were usually tuned to the first
or second harmonic. Resonances were slightly stronger at softer dynamic
levels, consistent with a decreased glottal opening. A ‘‘closed throat’’ had
stronger, broader resonances than an ‘‘open throat,’’ which produced the
better tone quality. Both the airways and the reed resonance may be in-
volved when playing clarion tones without the register key. For pitchbend, a
strong airway resonance was at the fundamental frequency. For multiphon-
ics, an airway resonance frequency was a simple linear combination of the
instrument resonance frequencies, and adjustment of airway resonance fre-
quencies produced different multiphonics with the same fingering.

Thesis advisor: Douglas H. Keefe.

Acoustic power and intensity based active noise control
[43.20.Bi, 43.50.Ki, 43.60.Bf]—Seong-Woo Kang, Department of
Mechanical Engineering, KAIST (Korea Advanced Institute of Science and
Technology), Taejon, Korea, March 1996 (Ph.D.).This thesis attempts to
find useful active noise control strategies which consider sound power,
sound intensity, and sound energy as their control objectives, based on the
acoustic energetics. Acoustic power and intensity based active noise control
strategies are suggested to achieve noise reduction in the global space which
one desires to control. The active control strategy which regards the acoustic
radiation power of sources as a cost function is reformulated in the fre-
quency domain to find the possible conditions for reducing global noise in
an enclosed space. The causality in the active source power control system,
which is not revealed by frequency-domain analysis, is analyzed by apply-
ing classical Wiener filtering technique in time domain. The active control
strategy based on the mean sound intensity, that is, the net acoustic power
flow, is studied to achieve global noise control by blockading a noise trans-
mission path from one acoustic domain to another one. Two representative
cases: interior global noise control in a heavy industrial equipment cabin and
exterior global noise control out of a finite-length duct exit, are dealt with by
various experiments, to verify the potentials of power control and intensity
control respectively.

Thesis advisor: Yang-Hann Kim.

Thesis may be obtained from Center for Noise and Vibration Control, De-
partment of Mechanical Engineering, KAIST, Science Town, Taejon, 305-

701, Korea. Author is now at the Core Technology Research Center, Cor-
porate Technical Operations, Samsung Electronics Co., 416, Maetan-3Dong,
Paldal-Gu, Suwon, Kyungki-Do, 442-742, Korea.

Control of acoustic cavitation with application to lithotripsy
[43.25.Yw, 43.80.Sh]—Michael R. Bailey,Department of Mechanical
Engineering, The University of Texas at Austin, Austin, TX 78712-1063,
May 1997 (Ph.D.).Control of acoustic cavitation~sound-induced bubble ac-
tivity ! is the subject of this dissertation. Application is to clinical lithotripsy
where cavitation contributes to kidney stone comminution and tissue dam-
age. An electrical spark at the near focus of an underwater ellipsoidal re-
flector was the acoustical source, as in the Dornier HM3 lithotripter. Experi-
ments were done with rigid reflectors, pressure release reflectors, and pairs
of reflectors sharing a common focus and a controlled delay between sparks.
Since a bubble hit by a single shock pulse can grow profoundly and then
collapse violently, the hypothesis was that a second pulse timed to arrive
during the collapse phase would intensify the ultimate collapse. Experiments
and numerical calculations confirmed the hypothesis. Pitted by bubble col-
lapses, aluminum foil placed along the reflector axis recorded the spatial
cavitation field. Tempered collapse was also discovered: A sufficiently short
delay between two pulses or a change in the order of the positive and
negative phases of a single pulse stifled bubble growth. Early collapse was
detected acoustically. Computations of bubble radius and collapse pressure
reinforced the observations. Finally, two reflectors facing each other pro-
duced highly localized, intense cavitation.@Work supported by ONR,
NIH#DK43881, and ARL IR&D.#

Thesis advisor: David T. Blackstock.

Adapted version of dissertation available as Technical Report ARL-TR-97-1
~3 March 1997!, Applied Research Laboratories, The University of Texas at
Austin, P.O. Box 8021, Austin, TX 78713-8021. Technical report also avail-
able from DTIC-OCC, Defense Technical Information Center, 8725 John J.
Kingman Rd., Suite 0944, Ft. Belvoir, VA 22060-6218.

General elastic anisotropy: intrinsic or caused by damage
[43.35.Cg, 43.35.Zc]—Christophe Ariste´gui,Laboratoire de Me´canique
Physique, URA CNRS 867, Universite´ Bordeaux I, 351 Cours de la
Libération, 33405 Talence Cedex, France, March 1997 (Ph.D.).The ultra-
sonic characterization methods were limited to orthotropic elastic solids.
They are generalized to identify the anisotropy induced by damage on com-
posites materials which lose this symmetry during tensile test. In order to
treat this problem without the limiting assumption that the material keeps its
orthotropic symmetry in ana priori known frame, the total elastic anisot-
ropy is tackled by using phase velocity measurements of bulk wave propa-
gating inside a plate immersed in water. The accurate identification of the 21
components of the most general stiffness tensor has been demonstrated. The
difficulty of determination increases as the anisotropy decreases. If the ma-
terial possesses no known plane of symmetry, the research of the higher
symmetry frame using only the wave speed measurements allows one to
determine the natural symmetry of the medium and the independent com-
ponents of the stiffness tensor. Finally, a fully anisotropic degradation of a
ceramic matrix composite subjected to a tensile stress in a nonprincipal
direction, is emphasized. The rotation of the elasticity principal frame,
caused by the load, is shown and the localization of the principal frame of
the damage tensor, defined by the change of the stiffness tensor, gives an
estimation of the microcrack orientation.

Thesis advisor: Prof. Ste´phane Baste.
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